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Abstract: The photovoltaic (PV) industry is an important part of the renewable energy industry.
With the growing use of PV systems, interest in their operation and maintenance (O&M) is increasing.
In this regard, analyses of power generation efficiency and inverter efficiency are very important.
The first step in efficiency analysis is solar power estimation based on environment sensor data.
In this study, solar power was estimated using a univariate linear regression model. The estimated
solar power data were cross-validated with the actual solar power data obtained from the inverter.
The results provide information on the power generation efficiency of the inverter. The linear
estimation model developed in this study was validated using a single PV system. It is possible to
apply the coefficients presented in this study to other PV systems, even though the nature and error
rates of the collected data may vary depending on the inverter manufacturer. To apply the proposed
model to PV systems with different power generation capacities, reconstructing the model according
to the power generation capacity is necessary.

Keywords: PV system; linear model; linear regression; inverter efficiency; PV power generation
forecasting; Smart Grid; Micro Grid

1. Introduction

Renewable energy is attracting worldwide attention. Wind power generation and solar power
generation are typically used. Recently, there has been a growing global interest in the use of wind
energy, which accounts for about 10% of Europe’s energy consumption structure and more than 15% of
energy consumption in the United States and Spain. In addition, the cumulative installed wind power
capacity worldwide reached nearly 591.55 GW at the end of 2018 [1].

The operation of wind power systems is vulnerable to stochastically unstable wind speed and can
adversely affect energy transport and power grid operations. It is essential to improve the accuracy
and consistency of wind speed forecasts. Accurate forecast results and dispatch departments can help
to easily and effectively coordinate programs. Wind farms can minimize the negative impact on the
grid and maximize the use of wind power in the global electricity market [2].

The method of maximizing the efficiency of wind power generation is to detect defects in the
wind turbine system in advance. Wind turbine systems are complex industrial systems with harsh
operating conditions. Research is underway to develop techniques for diagnosing and classifying
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failures based on the Fast Fourier Transform (FFT) and uncorrelated multi-linear principal component
components for wind turbine systems [3].

The solar power industry is in development as an essential core of the field, and the use of
photovoltaic (PV) systems is on the rise [4,5]. The Korean government has set up policies prioritizing
the installation of PV systems on unused sites (BIPV: building-integrated photovoltaics) such as
rooftops and parking lots. Moreover, with the recent exponential spread of PV systems, the importance
of their long-term performance and quality is drawing attention.

The Korean solar industry generally helps households with their power bills or creates revenue by
commercially offering power from the PV systems to the operators of existing power grids. Investors
invest in the installation of PV systems with the goal of long-term profits. To ensure the feasibility
of such investments, the PV facilities need to guarantee operational efficiency for at least 25 years,
for which the certification system is currently only applied to the level of products such as PV modules
and inverters. The power output actually delivered to the grids connected to households varies
according to the efficiency of the overall system, which is outside the scope of product certification.
Moreover, without investments in O&M (operation and maintenance), the profits of investors may be
hampered due to reduced power output.

The current determination of inverter efficiency depends on the data measured by the inverter,
whose type may affect the reference level of efficiency. Thus, there is a need for performance diagnosis
technology that is capable of accurately identifying performance from the solar input energy to the
system output as well as any loss and fault in the process [1]. This has triggered interest in the O&M of
PV systems, which ensures their maximum performance while minimizing energy loss up to the end
of their lifecycle [6,7].

The O&M of PV systems is significant in terms of the economic feasibility of guaranteeing revenue.
PV systems inevitably suffer from the constant reduction of power output, not just due to the natural
aging of the entire system including the inverter but also owing to the deterioration of the solar modules
exposed to UV rays. From the perspective of O&M, inverter efficiency is an essential consideration
directly linked to the cost [8]. If reliable power output estimates are available on-site, a reduction of
power output can be preemptively identified by comparing it with the actual output of the PV facilities.
Likewise, the data can be applied to individual related facilities to maintain optimal conditions by
predicting and identifying faults while detecting performance deterioration. In addition, the real-time
estimation of reference solar power output in current technical states can help with diagnosing any
error of the output system, against which immediate measures can be taken to improve performance.

One of the methods of identifying an issue with the inverter is to estimate power output based
on meteorological data [9–11]. Solar power output is greatly affected by meteorological conditions
that include but are not limited to the ambient temperature, solar radiation, the UV index, humidity,
the total cloud amount, and wind velocity, and power output is the one most closely related to solar
radiation. Thus, it can be assumed that solar radiation and power output have a strong correlation.
We established the hypothesis that an issue with the inverter can be diagnosed by extracting the pattern
of differences between its actual power output and the output estimated based on solar radiation
sensor data.

Measuring inverter efficiency requires estimating power output. There have been many studies
on power output estimation by applying data analysis or those applying new analysis methods such
as O&M-related inverter efficiency analysis [12–14]. In addition, the current wide acceptance of
PV systems initiated studies to develop efficient O&M methods [15–17]. Especially, industry and
communities have taken an interest in studies on boosting the accuracy of the algorithm for the analysis
of inverter efficiency or power output efficiency [18,19].

The current determination of inverter efficiency depends on the data measured by the inverter,
whose type may affect the reference level of efficiency. This study proposes a model capable of real-time
efficiency measurement through reference models for diverse types of inverters while improving the
accuracy of efficiency measurement by fitting a linear model based on solar radiation sensors.
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The PV system selected for this study is a grid-connected system consisting of a 10 kW single-phase
inverter. It collects and transmits to the cloud system the inverter status data from the real-time unit
(RTU) and data from the environment sensors. We applied the data refinement methods described in
Chapter 4 to the transmitted data and used them in the experiment.

Univariate data were employed for the goal of measuring inverter efficiency by estimating
real-time power output. It is based on the belief that the univariate data will allow us to obtain the
desired results without having to resort to complicated models such as neural networks.

The RTU is limited in terms of processor resources and is difficult to apply to highly complex
models such as neural networks. Likewise, the linear regression model with a low calculation capacity
was used, as it was deemed sufficient for estimating univariate data.

We used the univariate linear regression model for estimating power output based on data from
environmental sensors, and the fitted model was subsequently used to measure efficiency by making
comparisons with the data from the inverter. After setting up the linear regression model, we verified
the algorithm for measuring inverter efficiency in order to provide the optimal system for O&M while
making real-time estimates of output reduction from the PV system. We also confirmed the trend of
power output through statistical verification methods, based on which we found that the real-time
diagnosis of inverter efficiency can be made.

The contents of this paper are organized as follows. In Section 2, the PV system overview, solar
power estimation, and linear regression algorithm used in this study for solar power estimation are
described. The PV monitoring system, which is the basic element of this study, is defined in Section 3.
Section 4 explains the proposed linear regression model analysis method, describing an overview
of the analysis method, data cleansing, refinement, linear modeling, and validation. In Section 5,
the performance of the analysis method is evaluated using objective indicators, and the final section
concludes the paper.

2. PV System and Solar Power Estimation Model

2.1. PV System Overview

PV systems directly convert solar energy to electricity. When sunlight is directed onto semiconductors
(silicon-N type and P type), electrons move between the connected electrodes, generating an electric
current [20,21]. Presently, most power generation systems use fossil fuels for power generation and
require complex machinery. They also emit carbon dioxide due to the use of fossil fuels. PV systems
use semiconductors for converting solar energy into electrical energy. PV systems are very eco-friendly
because their construction is relatively simple, and unlike fossil fuels, they do not emit pollutants.
They are also cost effective, as their operation and maintenance are straightforward.

Figure 1 shows the configuration of a PV system. The system is divided into “Collect”, “Storage”,
and “Distribute and Use” sections. The “Collect” section is a solar cell that directly produces electricity
and consists of a module and an array. The “Storage” section stores the extra power that remains after
use or sale and the power produced during the daytime for power supply at night. The “Distribute
and Use” section converts direct current (DC) into alternating current (AC).

PV systems are classified into stand-alone, grid-connected, building-integrated, and hybrid PV
systems. Stand-alone PV systems operate independently of the commercial electric utility grid [22].
The shortcoming of these systems is that the efficiency of the storage batteries is lowered in the process
of using the batteries to supply power at night, or on days when power generation is impossible.
The service life of storage batteries is only 3–5 years, while that of solar cells is approximately 25 years.
Grid-connected PV systems are designed to complement the stand-alone PV systems [23]. They are
divided into two types: those with a battery backup device and those with an integrated energy storage
device in the form of a battery as shown in Figure 2.
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Figure 2. Grid-connected PV system [24].

Grid-connected PV systems supply power to the commercial power grid after converting the
produced power into AC and use power from the public grid if necessary. Building-integrated PV
systems (BIPVs) produce power by installing PV modules on building exteriors such as rooftops, curtain
walls, balconies, sunshades, and panels, and directly supply power to the building [25]. Hybrid PV
systems are equipped with auxiliary means such as diesel generators to ensure a stable power supply
when solar power generation is not possible due to a lack of sunlight.

2.2. Solar Power Estimation and Inverter Efficiency Analysis

The electricity produced by solar cells is DC. The produced electricity is not constant over time,
as the intensity of sunlight is dependent on weather conditions. As the magnitude of energy generated
through PV systems frequently changes, it is difficult to directly use the power obtained from PV
modules. In general, the characteristics of the output from solar cells depend on the solar radiation,
surface cleanness of the solar cells, and attributes of the environment of the solar cell array such as the
surface operating temperature of the cell [26]. The energy loss in PV systems is a major factor affecting
energy output. It is most important to convert the uneven DC power into stable DC or AC.

A key element in stable power conversion is the inverter. The inverter is responsible for the
uniform output of power from PV modules. The efficiency of the inverter can be said to be good when
there is no significant difference between the input power and the output power. However, owing to
the nature of the device, power losses are inevitable. System losses are losses that occur in the course
of converting DC, which is produced by PV panels and solar cells, into AC, a consumable form.

All the energy losses that occur in the inverter are considered system losses. In the case of DC-to-AC
conversion, no converter can achieve 100% efficiency. This means that the output (AC) energy is
not as high as the input (DC) energy. The efficiency of the inverter generally ranges from 95 to 98%.
The efficiency may vary depending on the DC input power and voltage. Research is being conducted to
maintain the efficiency of the inverter by extracting the maximum power from the PV panel using the
Maximum Power Point Tracking (MPPT) algorithm [27,28].To determine the actual efficiency of the
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inverter rather than rely on the efficiency provided by the manufacturer, the produced solar power
must be estimated first [29].

Power output varies mainly with environmental factors. Solar radiation is a primary factor
affecting power output. Some studies are ongoing with the goal of estimating solar radiation to predict
future power output [30–32]. There are also studies on power output estimation based on ambient
temperature, wind velocity, and incident light [33–35]. The method is based on historical weather data;
there is a high correlation between the weather conditions in the present or past, and the solar power
generation in the future. For solar power estimation, artificial neural networks, support vector machine
(SVM), and machine learning have been utilized [36–38]. Techniques that use Long Short-Term Memory
(LSTM), a time-series analysis method for weather data [39,40], as well as techniques that use both the
past and current weather data, have also been proposed. Other studies introduce methods that use the
adaptive linear time series model, and a technique for applying both past data and forecasts to the
fuzzy decision tree model [41–43].

There have also been other studies based on the linear regression model used in this study, for solar
power estimation. For example, a multiple linear regression model was constructed for system-life
evaluation and solar power estimation, using data such as the number of solar panels, the number of
inverters, and geographic space (GIS), as well as solar radiation data [44,45].

2.3. Linear Regression Model

A linear model is capable of relatively fast calculations, due to the small system load [46,47].
Linear regression is an algorithm for finding the parameters w (weight) and b (bias) that minimize
the mean squared error for the training set. Linear regression based on one explanatory variable is
referred to as simple linear regression, and that based on two or more explanatory variables is referred
to as multiple linear regression [48]. Linear regression uses a linear estimation function to model a
regression equation and estimates unknown parameters from available data [49].

A linear regression model assumes that there is a linear correlation between one or more
independent variables X and dependent variables Y, and finds a relationship from the given data.
A linear regression model assumes the independent and dependent variables to be related as shown in
Equation (1).

y = β1x1 + . . .+ βpxp + ε (1)

where ε is an independent error term that follows a normal distribution whose mean is zero and
standard deviation is σ. For regression analysis, the given data can be defined as the matrix of
independent variables X and the vector of dependent variables Y; β values representing regression
coefficients can be expressed as a vector as shown in Equation (2). p is the number of independent
variables, and n is the number of data.

X =


x11 · · · x1p

...
. . .

...
xn1 · · · xnp

, Y =


Y1
...

Yn

, β =

β1
...
βp

 (2)

Applying Equation (2) to Equation (1) yields the following.

Y = Xβ+ ε (3)

The regression coefficients that minimize the error are estimated as follows.

β̂ =
(
XTX

)−1
XTY (4)



Processes 2020, 8, 1225 6 of 19

The equation for estimating the value of Ŷ with the estimated regression coefficient β̂ is given by,

Ŷ = Xβ̂ (5)

The analysis of variance (ANOVA) must be conducted to test the statistical significance of the
regression model. The sum of squares of total (SST), the sum of squared errors of prediction (SSE),
and the sum of squares error (SSR) required to perform ANOVA using the observed value Y, the mean

Y of the observed value, the estimated value Ŷ, and the mean Ŷ of the estimated value are as follows:

SST = ||Y −Y
2
|| (6)

SSE = ||Y − Ŷ
2
|| (7)

SSR = ||Ŷ −Y
2
|| (8)

where || || is L2-Norm.
The suitability of the linear regression model for predicting the actual model must be determined

considering various statistics derived through ANOVA. Representative criteria include the coefficient
of determination (R2), adjusted coefficient of determination (adjusted R2), standard error of the estimate
from the regression equation, and statistical significance of the regression equation (t statistics of each
regression coefficient).

The coefficient of determination is an index that represents the ratio of the variance explained by
the regression model to the total variance of the dependent variables. The coefficient of determination
has a value between 0 and 1. A value closer to 1 indicates that the regression model has higher
predictive power. Below is the coefficient of determination.

R2 =
SSR
SST

(9)

The adjusted R-squared is an estimate for the coefficient of determination of the population,
which reflects the degree of freedom for correcting the tendency of the coefficient of determination of
the sample data to become larger than that of the population. The adjusted R-squared R2

adj is given by

R2
adj = 1−

(n− 1)
(
1−R2

)
n− p− 1

(10)

The standard error represents the size of the deviation that is not explained by the regression
model, and is expressed as follows.

SE =

√
SSE

n− p− 1
(11)

The hypothesis for testing whether the estimated regression equation is statistically significant is
stated in the following equation.

H0 : β1 = β2 = · · · = βp = 0
H1 : H0

(12)

H0 is the null hypothesis, whereas H1 stands for the alternative hypothesis. Here, the null
hypothesis is that all the regression coefficients are 0, and the alternative hypothesis is that the
regression equation is meaningful. With a significance level of 0.05, the null hypothesis will be rejected
when the p-value is lower than 0.05. It means that the selection of the alternative hypothesis provides
significance to the regression equation.
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The F-Test statistic for testing the hypothesis of Equation (12) is given below.

F0 =
SSR/p

SSE/(n− p− 1)
(13)

where F is an abbreviation for the F-test.
It is possible to test whether the regression coefficient of an independent variable is statistically

significant; the hypothesis for the i-th independent variable is as follows.

H0 : βi = 0
H1 : βi , 0

(14)

The T-Test statistic for testing the hypothesis of Equation (14) is shown in Equation (15). cii is the

i-th diagonal element of
(
XTX

)−1
.

ti =
β̂i

SSE
√

cii
(15)

where t is an abbreviation for the T-test.
The indicators for the statistical significance of the regression model are the statistics of

Equations (10), (11), (13), and (15) listed above. A statistically significant model must satisfy the
above conditions.

3. Yield from TEF Energy Network Monitoring System Implementation

3.1. PV System Monitoring

The PV system (Figure 3a,b) for solar power estimation and analysis is a grid-connected system
consisting of a fixed array-type 10 kW single-phase inverter (HexPower, Hex Power System, Seoul,
Republic of Korea) and an environment sensor (MRT, MRT System, Kwangju, Republic of Korea). It is
installed on the rooftop of the “M” building in Yeonhang-dong, Suncheon-si, Jeollanam-do (Figure 3c).
The annual mean time of solar power generation of the area was 3.5 h, with an average wind speed of
28 m/s and meridian altitude of 78.5◦ (summer) and 31.5◦ (winter).

In this study, the solar power of the 10 kW inverter was analyzed using the vertical solar
radiation, module temperature, horizontal solar radiation, and outside temperature. Figure 4 shows
the configuration of the PV system and monitoring system.

The data collection targets of the PV system are the inverter and environment sensors; the data were
transmitted to the cloud server after data preprocessing in the real-time unit (RTU). The data collected
from the inverter included the real-time status information, accumulated solar power, and inverter error
information. The environment sensors for weather observation recorded the vertical solar radiation,
module temperature, horizontal solar radiation, and outside temperature. The cloud provided PV
system, inverter, and weather observation information through an external access interface for data
extraction and linkage (REST API, Representational State Transfer Application Programming Interface).
Table 1 shows the detailed specifications of the PV monitoring system.

Table 1. Specifications of photovoltaic monitoring system.

Type Description
Operating System Ubuntu 18.04 LTS

Hardware Intel Xeon E5530 2.4 GHz 8 MB L3/8 GB RAM/8 TB
RTU Windows 7/Intel J5005/4 GB RAM/1 TB

Protocol TCP/IP/RS485, MODBUS
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3.2. Collection of PV System Data

The inverter status information, accumulated solar power, error information, and environment
sensor data for weather observation were collected. The inverter data were collected every minute,
and the environment sensor data were collected every five minutes and stored in a database. The data
used in this study were collected from August 2017 to February 2019. Table 2 shows a table schema of
the collected environment sensor data.

Table 2. Environment data schema for photovoltaic monitoring system.

Column Data Type Default Comment

env_index INT(11) AUTO_INCREMENT Index
env_date DATE NULL DATE
env_time TIME NULL TIME

env_horizonsolar FLOAT(12) NULL horizontal solar radiation
env_vertsolar FLOAT(12) NULL vertical solar radiation
env_modtemp FLOAT(12) NULL module temperature
env_airtemp FLOAT(12) NULL outside temperature

Table 3 shows a table schema of the collected inverter data.

Table 3. Inverter data schema for photovoltaic monitoring system.

Column Data Type Default Comment

pow_index INT(11) AUTO_INCREMENT Index
pow_id INT(11) “1” Inverter id

pow_date DATE NULL DATE
pow_time TIME NULL TIME
pow_dcv INT(11) NULL dc voltage
pow_dca DOUBLE(22,0) NULL dc ampere
pow_dcp DOUBLE(22,0) NULL dc power (W)
pow_acvr INT(11) NULL ac voltage (R)
pow_acvs INT(11) NULL ac voltage (S)
pow_acvt INT(11) NULL ac voltage (T)
pow_acar FLOAT(12) NULL ac ampere (R)
pow_acas FLOAT(12) NULL ac ampere (S)
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Table 3. Cont.

Column Data Type Default Comment

pow_acat FLOAT(12) NULL ac ampere (T)
pow_acp DOUBLE(22,0) NULL ac power (W)
pow_pf DOUBLE(22,0) NULL power factor

pow_totpower DOUBLE(22,0) “0” cumulative power (W)
pow_freq FLOAT(12) NULL frequency (Hz)

4. Proposed Method of Analysis

4.1. Data Preprocessing

The data used in this study were collected from the grid-connected system with a single 10 kW
inverter installed on the rooftop of building M located in Suncheon City, Jeollanam-do, from August
2017 to February 2019. Figure 5 shows the flowchart of the proposed analysis method.
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Data samples containing outliers caused by system problems or collection equipment errors were
subjected to cleansing by calculating the 75% quantile.

Quartile3 + 1.5× IQR (16)

The interquartile range (IQR) of the DC power (pow_dcp) data in Table 3 was calculated. If the
solar power was higher than that provided by Equation (16), it was determined as an outlier and
removed. In the PV monitoring system, the sampling period for the inverter data was seven minutes
and that for the weather observation data was one minute. In the data refinement process, the sampling
periods for all the collected data were converted to 15 min so that the inverter and environment sensor
data could have the same sampling period, enabling the integration of the tables.

4.2. Linear Correlation Analysis

From a PV system O&M perspective, the efficiency of the inverter is a very important consideration,
as it is directly related to cost. The conventional method of determining inverter efficiency is based
on the data measured from the inverter, and the reference values of efficiency measurement may
vary depending on the inverter type. This study proposes a model capable of real-time efficiency
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measurement, due to the increased accuracy of efficiency measurement through linear model fitting
based on solar radiation sensors, thereby suggesting a reference model for all types of inverters.

In the preliminary step of validating the application of the linear model, the basic statistics for the
data were analyzed, and the results are shown in Table 4.

Table 4. Elementary statistics for photovoltaic monitoring system data.

Data (Unit) Minimum Median Mean Maximum Standard Deviation

DC Power (W) 200 4900 4680 11,200 2125.33
AC Power (W) 100 4800 4568 11,100 2135.06
Vertical solar

Radiation (W/m2) 9.733 518.533 572.657 1026.677 201.08

Horizontal solar
Radiation (W/m2) 9.733 572.200 572.857 1211.933 271.37

Table 4 shows the basic statistics; the median values are higher than the mean values, and the
standard deviation values are 2125 and 2135, respectively, for DC and AC power. DC and AC power,
however, are skewed left towards a normal distribution, with no significant difference between the
median and mean values. Figures 6 and 7 show the linear relationships between the vertical and
horizontal solar radiations, and DC power, which is unrelated to the inverter conversion efficiency.

Figure 6 shows the scatter plot for the linear relationship between the vertical solar radiation and
DC power. The correlation coefficient for vertical solar radiation and DC power is 0.907067 as shown
in Table 5, indicating a positive linear correlation.

Figure 7 shows the scatter plot for the linear relationship between horizontal solar radiation and
DC power. The correlation coefficient for horizontal solar radiation and DC power is 0.937929 as
shown in Table 5, indicating a positive linear correlation.
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(W/m2).

Table 5. Correlation coefficients for power and solar radiation.

Corr. Vertical Solar Radiation Horizontal Solar Radiation

DC Power 0.907067 0.937929
AC Power 0.906583 0.937743

Based on Figures 6 and 7 as well as Tables 4 and 5, linear modeling was performed using the
horizontal solar radiation, which exhibited a high correlation with DC power, which is not related to
the inverter conversion efficiency, as a parameter.

5. Results and Discussion

5.1. Target PV Monitoring System

Based on the method proposed in Sections 3 and 4, data cleansing, refinement, basic statistical
analysis, and linear correlation analysis were carried out. Linear model fitting showed a higher
correlation between the DC power data from the inverter, and the horizontal solar radiation data from
the environment sensors, as compared to other parameters.

Therefore, the basic expression of the linear estimation model is as given by Equation (17) below.

Estimate← lm(DC power ∼ Horizontal solar radiation) (17)

“lm” means the linear estimated model, whereas the values in parentheses are the data entered
into the estimation model. We used “ ∼ ” to express the correlation between DC power and horizontal
solar radiation. Consequently, the value obtained from lm is displayed as the result of “Estimate” to
the left.

The results of linear model fitting are shown in Table 6.
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Table 6. Fitting results for linear model between DC power (W) and horizontal solar radiation.

Variable Vertical Solar Radiation Horizontal Solar Radiation

(intercept) 471.84924 < 2.2× 10−16

Horizontal solar radiation 7.34580 < 2.2× 10−16

R2 0.8228

Solar radiation (W/m2).

Table 6 shows the results of linear model fitting that used DC power and horizontal solar
radiation as parameters. The significance probability (p-value) of the parameter used (horizontal
solar radiation) is much smaller than the significance level of 0.05 (5%). Therefore, the alternative
hypothesis was adopted, indicating that the independent and dependent variables were highly
correlated. The correlation coefficient (R2) of the model was 0.8228, and thus, its goodness of fit
(explained) was 82%. The constructed linear model is expressed by Equation (18).

yi = 7.34580xi + 471.84924 (18)

In Equation (18), xi is the horizontal solar radiation, an independent variable. yi stands for the
solar power generation calculated by applying horizontal solar radiation to the linear model. The solar
power in January 2019 was estimated using the model constructed with the equation, and the results
are shown in Figure 8.
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In Figure 8, the black solid line represents DC power, and the red solid line shows the results
of the linear estimation model that used the horizontal solar radiation data collected through the
environment sensor, as a parameter. Table 7 shows that the results of running the linear estimation
model closely follow the trend of the observed data.

Table 7 shows the comparison of the solar power generation estimated with the linear model
proposed by this work and the data collected from August 2017 to February 2019. The “DC power”
column is the actual solar power generation according to the collected data, whereas the “linear model
estimated” column means the solar power generation estimated by utilizing the proposed model
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and the horizontal solar radiation data. We also extracted 544 pieces of data at random from all the
horizontal solar radiation data to estimate the power output.

Table 7. Comparison between observed and linear-model estimated values of DC power.

Index DC Power (Observed) Linear Model Estimated Difference

1 1000 1253.4424 −253.4424
125 1100 1417.9883 −317.9883
249 4400 4073.9147 326.0853
342 2000 2384.0528 −384.0528
435 2900 3055.9967 −155.9967
544 1000 1448.8406 −448.8406

5.2. Model Validation

For the validation of the estimation model, which is the final step in the flowchart of the analysis
method shown in Figure 5, the root mean square error (RMSE) and mean absolute percentage error
(MAPE) were determined, and residual validation was performed [50]. The equations for the RMSE
and MAPE are expressed as follows: √√√

1
T

T∑
t=1

(yt − ft)
2 (19)

100
T

∑T

t=1

∣∣∣yt − ft
∣∣∣

yt
(20)

Here, t is the time index, whereas yt is the observed value and ft is the estimate. The MAPE is
used as the index to present the ratios of errors in the estimates. The smaller it is, the better the model.

Table 8 shows the RMSE and MAPE calculated for different tolerance values or margins of error,
for the inverter data. The linear estimation model exhibited a 12% error rate when there was no
tolerance, and a 9.5% error rate when a 10% tolerance or margin of error was considered.

Table 8. Validation results for estimation model.

Margin of Error RMSE Difference

0% 500.0695 0.1213013
5% 384.4624 0.0991206

10% 369.0405 0.0951060

Figure 9 shows the residuals between the observed data and the values from the estimation model,
along with the standard deviation indicated by dotted lines. The correlation coefficient (R2) of the
constructed linear estimation model was 0.8228. The MAPE was found to be 12%. Figure 10 shows the
frequency distribution of the residuals. The distribution followed the form of a normal distribution,
with a standard deviation of 453.71 and a mean of 211.89.
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5.3. Discussion

We proposed a linear model to predict the power output of an inverter. Data from the PV
system under commercial operation (Tables 2 and 3) were employed for estimation. We identified
correlations by applying statistical methods to vertical solar radiation, horizontal solar radiation,
and DC power data, and they are presented in Figures 6 and 7. There were fluctuations in positive
directions. We proved strong correlations from a linear correlation of approximately 0.94 from the
horizontal solar radiation data.
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Note, however, that such strong correlations do not guarantee that solar radiation completely
affects power output. With high solar radiation, power output varies per the temperature of the panels.
This study focused on solar radiation.

Table 7 shows the quantity of the observed power output as well as the result of applying a linear
model to the 544 solar radiation data pieces randomly extracted from the dataset. The average error
from Lines 2 to 5 is approximately 14.3%. Nonetheless, Line 6, the last one, shows an error rate of
about 45%. The observed output in Line 6 is identical to that in Line 2. The estimated output in Line 6
is higher than that in Line 2, showing that the solar radiation at the corresponding time is also higher.
Still, it can be assumed from the identical outputs that the observed output was affected by external
factors not considered in the experiment.

Figure 8 shows trends different from those of the figures in Table 7. There are differences between
the observed values and estimates, but the trends of the latter show patterns similar to those of the
observed values. Moreover, as shown by the qualitative evaluation of the results and numerical data
from statistical verification, the proposed approach is meaningful since the estimated power output
follows the trend of the observed output, even though there are differences in numerical data when
compared with the latest algorithm.

This study utilized a simple primary linear model, whereas studies for comparison [34,35] used
neural networks such as Recurrent Neural Network(RNN) and LSTM. It can be safely said that our
study yielded qualitatively good results when comparing the computing power required for the
calculation of each model as well as the complexity of the calculations.

6. Conclusions

This study proposes an inverter efficiency analysis method based on solar power estimation,
using horizontal solar radiation data collected from an environment sensor. To determine inverter
efficiency with high accuracy, in a PV system, solar power estimation based on the environment sensor
data must be performed first. The proposed inverter efficiency analysis model is used to evaluate the
inverter efficiency in real time during the operation of a PV system, and to determine the maintenance
time. The constructed linear estimation model operates in real time based on the environment sensor
data from the data collection device (real time unit; RTU) shown in Figure 1 and performs solar power
estimation. The solar power estimation information accumulated in the database is continuously
compared with the solar power information collected from the inverter, and the power generation
efficiency values for the inverter are provided to the operator.

In this study, the solar power of a 10 kW inverter was analyzed; data cleansing was performed on
the data obtained from the RTU, by calculating the interquartile range (IQR). In addition, correlation
analysis was carried out for the preliminary validation of linear model application, and the validity of
the correlation coefficient was confirmed. The results from the linear estimation model showed that
the model performed solar power estimation with an 82% goodness of fit, and that the mean absolute
percentage error (MAPE) of the model was 12%. The distribution of the residuals followed the form of
a normal distribution, with a standard deviation of 453.71 and a mean of 211.8903, thereby establishing
the validity of the model.

The linear estimation model was constructed in this study for a single PV system, and the nature
and error rates of the collected data may vary depending on the inverter manufacturer. It will be
possible, however, to apply the coefficients presented in this study to other PV systems. As the
power generation capacity of a PV system varies depending on the installation scale and weather
conditions, it is deemed necessary to reconstruct the model according to the power generation capacity.
Future possibilities for research include the application of machine learning techniques to automatically
perform model fitting according to the accumulated data in the system; it is also necessary to consider
factors affecting power generation efficiency such as module characteristics and outside temperatures.
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