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Abstract

:

This paper provides a review about the concept of convex systems based on Takagi-Sugeno, linear parameter varying (LPV) and quasi-LPV modeling. These paradigms are capable of hiding the nonlinearities by means of an equivalent description which uses a set of linear models interpolated by appropriately defined weighing functions. Convex systems have become very popular since they allow applying extended linear techniques based on linear matrix inequalities (LMIs) to complex nonlinear systems. This survey aims at providing the reader with a significant overview of the existing LMI-based techniques for convex systems in the fields of control, observation and safety. Firstly, a detailed review of stability, feedback, tracking and model predictive control (MPC) convex controllers is considered. Secondly, the problem of state estimation is addressed through the design of proportional, proportional-integral, unknown input and descriptor observers. Finally, safety of convex systems is discussed by describing popular techniques for fault diagnosis and fault tolerant control (FTC).
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1. Introduction


Confucius once said “the beginning of wisdom is to call things by their proper name”. In this regard, it can be noticed that within the control community there is a big disagreement to call a certain class of multiple model systems by its proper name, in other words, to call a spade a spade. Multiple models were proposed in order to reduce the complexity of controller design for nonlinear systems by describing the latter as a combination of local linear models. To this end, several approaches have been proposed in the literature to deal with this problem, such as the linear parameter varying (LPV), the quasi-LPV (qLPV) and the Takagi-Sugeno (TS).



LPV systems were introduced by Refs. [1,2] as models used to design controllers that guarantee a suitable closed-loop performance for nonlinear plants working under time-varying operating conditions. This was achieved by embedding the plant’s nonlinearities inside the so-called scheduling parameters. The term LPV was coined to differentiate the resulting class of systems from both linear time invariant (LTI) and linear time varying (LTV) systems. The difference with respect to LTI systems is clear because LPV systems are non-stationary. On the other hand, LPV systems are distinguished from LTV systems in the perspective taken on both analysis and synthesis. LPV systems can be seen as a generalization of a group of LTV systems, each one obtained by means of a predetermined trajectory of the weighing functions. Therefore, properties such as stability, disturbance rejection and tracking, among others, hold for a family of LTV systems, rather than for a single LTV system [3]. A typical LPV system is described by:


         x ˙   ( t )  = A  ( θ  ( t )  )  x  ( t )  + B  ( θ  ( t )  )  u  ( t )      



(1)






        y ( t ) = C ( θ ( t ) ) x ( t )     



(2)




where   x  ( t )  ∈  R  n x     denotes the state vector,   u  ( t )  ∈  R  n u     is the input vector,   y  ( t )  ∈  R  n y     is the output vector and   θ  ( t )  ∈  R  n θ     is the vector of varying parameters, which can be a function of exogenous or endogenous variables (in the latter case, the system is referred to as quasi-LPV) and that takes values within a region  Θ , that is,   θ  ( t )  ∈ Θ ⊂  R  n θ    .



TS models are similar to LPV systems, since they are obtained by considering some collection of linear models, although their overall blending is obtained by means of a set of fuzzy IF … THEN rules [4]. At first, they were obtained by performing linearization of the nonlinear plant about different operating points [5]. Nevertheless, this conception was changed in the work by Ohtake et al. [6], who proposed a convex modeling technique via the so-called sector nonlinearity approach. In this case, the main idea is to obtain a convex system such that the global model matches the nonlinear system exactly in a compact subset of the state space. The number of sub-models is directly related to the number of nonlinear terms. For each nonlinear term, two sub-models are obtained such that for k nonlinear terms, the global model is composed of   h =  2 k    sub-models. Therefore, the bigger is the number of nonlinear terms, the bigger becomes the conservatism of the global convex system and the computational burden of both analysis and synthesis.



The TS approach was adopted rapidly by the control community and was applied to state estimation [7], control [8], fault detection [7], descriptor systems [9], state observers [10], waste-water treatment plants [11], bioreactors [12], process industry [13,14], mechatronics [15,16], aeronautics [17,18] and automotive [19,20], among others. Comprehensive material about the topic can be found in Refs. [8,21,22,23] and the references therein. On the other hand, another school of thought named these approaches as quasi-LPV (qLPV) in order to differentiate fuzzy approaches from model-based approaches. Nonetheless, models obtained by means of the sector nonlinearity approach are not fuzzy, since the weighting functions are completely deterministic, as detailed in Ref. [24]. Literature on qLPV systems can be found in Refs. [25,26,27,28,29,30,31,32,33], just to mention a few.



It is clear that LPV and TS systems have been developed independently but recently some works have started discussing about the analogies between these paradigms [23,34,35]. For this reason, we find it appropriate to consider a terminology that includes both schools of thought and in this review we propose to denote both LPV and TS systems as convex systems. The idea of unifying these two paradigms under a single name is not new, as it was originally proposed in Ref. [36] and retaken in Refs. [37,38,39,40]. Nonetheless, in spite of the success of these paradigms, there is no literature review that allows tasting all the flavors offered by the vastness of convex approaches. Therefore, in this paper, three main aspects of convex systems are reviewed: control, observation and safety. The objective is to help the reader to locate themselves in the area of convex systems by learning about the main used techniques. It is worth highlighting that, although real-life applications of the reviewed methods are discussed whenever appropriate, the level of detail is kept low, since the main focus of this review is theoretical. The reader interested in a more extensive survey of experimental applications and validations based on high-fidelity simulations is referred to the excellent work in Ref. [41] and the references therein.



The overall structure of this review is provided in Figure 1.



Notation: The notation used in this article is quite standard.   R  m × n    denotes the set of all matrices with m rows and n columns. If a square matrix   A ∈  R  n × n     is symmetric, this fact will be denoted by   A ∈  S n   . Given a matrix   A ∈  S n   ,   A ≻ 0   (  A ≺ 0  ) denotes positive (negative) definiteness, that is, that all its eigenvalues are positive (negative). Similarly,   A ⪰ 0   (  A ⪯ 0  ) denotes positive (negative) semi-definiteness. For a matrix   A ∈  R  m × n    ,   A T   and   A †   denote its transpose and pseudo-inverse, respectively. If   A ∈  R  n × n     is non-singular,   A  − 1    will denote its inverse. The symbol * denotes the transposed element in a symmetric position of a matrix. Finally,    He  { A }   is used as a shorthand notation for   A +  A T   .




2. Control of Convex Systems


Convex systems can arise from three possible interpretations [42]: (i) they can be seen as linear systems subject to uncertainties for which the synthesis of a controller must be approached from a robust control perspective; (ii) they can be seen as a family of parameter varying systems, for which the instantaneous value of the varying parameters can be injected directly in the control structure, leading to a gain scheduled control [43,44]; and (iii) the two previous situations can be combined, as suggested by Ref. [45], where a double-layer polytopic framework was considered to this end.



In the last years, significant progress has been made in the control of convex systems. For example, in the presence of uncertainties or disturbances, LPV robust control techniques have shown to provide better performance than robust LTI controllers [46,47]. Indeed, many linear matrix inequality (LMI)-based solutions for LTI systems have been extended to LPV systems, for example, an LPV stabilizing controller was proposed for an arm-driven inverted pendulum in Ref. [48] and was shown to outperform classical robust control techniques, such as   H ∞   and  μ -synthesis. However, the method in Ref. [48] does not guarantee that the closed-loop system exhibits a robust performance. To handle this problem, a parametrized LPV   H ∞   control was presented in Ref. [49], which showed good performance when applied to a turbofan jet engine. Other   H ∞   controllers for systems affected by time-varying parametric uncertainties can be consulted in Refs. [50,51]. In order to improve the performance of   H ∞   controllers, a switching controller designed with multiple Lyapunov functions was proposed by Ref. [52]. Similarly, an LPV control for switched systems with slow-varying parameters was proposed for an F-16 aircraft model in Ref. [53] by adopting the blending method developed by Ref. [54], which achieves the separation of the entire parameter set into overlapped subsets, such that the overall LPV controller can be blended over the entire region by means of regional controllers. In spite of the good achieved performance, the method is applicable only under the assumption that the scheduling parameters can be measured on-line, which is often difficult to satisfy in practice. To solve this problem, a robust compensator which considers prior and non-real-time knowledge of the varying parameters was proposed by Ref. [55] for stable polytopic LPV plants. Robust convex controllers have been also proposed in the context of networked nonlinear systems [56,57] where the communication channel is affected by package dropouts intermittently.



2.1. Convex State-Feedback Control


The first convex developments were proposed in Ref. [58] and subsequent papers [2,44,59]. The main difference with respect to the robust control theory is that the varying parameters are assumed to be known and they can be used to schedule the time-varying controller gain. The most widely applied control approach is the state-feedback, for which a conceptual scheme is given in Figure 2. This approach computes the control law as follows:


     u ( t ) = K ( θ ( t ) ) x ( t )     



(3)




where   K  ( θ  ( t )  )  ∈  R   n u  ×  n x      denotes the controller gain. It is the simplest control law that can be considered but its implementation requires knowing the full state of the system. Combining (1) and (3), the closed-loop system is described by the following autonomous convex system:


      x ˙   ( t )  =  A ( θ ( t ) ) + B ( θ ( t ) ) K ( θ ( t ) )  x  ( t )      



(4)







Hence, by using the Lyapunov candidate function   V  ( x  ( t )  )  =  x T   ( t )  P x  ( t )  > 0  , with   P ∈  S  n x     and requiring    V ˙   ( x  ( t )  )  < 0  , the so-called quadratic stability condition is obtained, as follows:


      He  { P A ( θ ) + P B ( θ ) K ( θ ) } ≺ 0    ∀ θ ∈ Θ     



(5)







Equation (5) is a bilinear matrix inequality (BMI) as the unknown variables   K ( θ )   and P appear in the same product of matrices   P B ( θ ) K ( θ )  . However, it is possible to transform (5) into an LMI by pre- and post-multipliying (5) by   Q =  P  − 1    , thus obtaining [60] (similarity transformations do not change the eigenvalues of a matrix, hence its positive/negative definiteness):


      He  { Q P A ( θ ) Q + Q P B ( θ ) K ( θ ) Q } ≺ 0    ∀ θ ∈ Θ     



(6)







Note that in this case   P Q =   ( P Q )  T  = I   and therefore the following is obtained:


      He  { A ( θ ) Q + B ( θ ) K ( θ ) Q } ≺ 0    ∀ θ ∈ Θ     



(7)







Finally, the quadratic term is eliminated by using the change of variables   Γ ( θ ) = K ( θ ) Q  , so that (7) becomes:


      He  { A ( θ ) Q + B ( θ ) Γ ( θ ) } ≺ 0    ∀ θ ∈ Θ     



(8)




which is in an LMI form. It is important to mention that, in the case that multiple specifications are desired, the above change of variables introduces some conservatism, since it forces to use the same Lyapunov matrix Q for all specifications, whereas using different matrices for different specifications would lead to better performance. However, using LMIs instead of BMIs is convenient due to the computational efficiency of available LMI solvers, whereas BMIs are non-convex, so that there is no guarantee of obtaining a global minimum. Equation (8) represents an infinite number of constraints, therefore it presents a computational problem. Unfortunately, the direct application of a polytopic approach is not straightforward. One could rewrite (8) as:


      M  i j   : =  He   {  A i  Q +  B j   Γ i  }  ≺ 0    ∀ i , j = 1 , … , h     



(9)




and achieve stabilization by using   u ( t ) = K ( θ ( t ) ) x ( t )  , with the feedback controller gain obtained as   K  ( θ  ( t )  )  = Γ  ( θ  ( t )  )   Q  − 1    , where   Γ  ( θ  ( t )  )  =  ∑  i = 1  h   ρ i   ( θ  ( t )  )   Γ i    and    ρ i   ( θ  ( t )  )    denotes the coefficients of the following polytopic decomposition:


       A ( θ ( t ) )       B ( θ ( t ) )      =  ∑  i = 1  h   ρ i   ( θ  ( t )  )       A i       B i      ,   ∑  i = 1  h   ρ i   ( θ  ( t )  )  = 1 ,   ρ i   ( θ  ( t )  )  ≥ 0     ∀ θ ∈ Θ  



(10)




However, this solution has the drawback that a vertex gain   K i   must be robust with respect to all possible values of   B ( θ ( t ) )  , which corresponds to a high degree of conservatism. For this reason, alternative solutions can be found in the literature, such as that proposed by Ref. [61] which consists in pre-filtering the control input   u ( t )  . The combination of the filter and the system (1) leads to a convex system with constant input matrix since   B ( θ ( t ) )   appears embedded into the state matrix of the augmented system. However, it must be mentioned that some recent work has questioned the advantages of the pre-filter against using directly the LMIs (9) for the controller design [62,63].



Other alternative solutions aim at relaxing (9), although usually the requirement of low conservatism is associated with an increase in the computational load. Among these solutions, it is worth mentioning the conditions proposed by Ref. [64], who presented a fuzzy control application of the Polya’s theorems on positive forms in the standard simplex. The result is a set of sufficient conditions to prove the positiveness of double sums, which are progressively less conservative as a complexity parameter n increases. These conditions are asymptotically exact, that is, necessary and sufficient when n tends to infinity. Other conditions are those obtained by generating partitions of the polytope through the triangulation method [65], which allows to obtain a family of sufficient conditions for positivity/negativity of double sums and, in parallel, another family of necessary conditions, which become asymptotically exact by decreasing the size of the partitions. In addition, one can recall the conditions proposed by Ref. [66], that allow to relax the conditions of double polytopic sum to take into account, for example, the existence of gaps in the set  Θ . Nonetheless, the most popular relaxation is the one proposed by Tuan et al. [67], which considers that an LMI in the form of (9) is equivalent to:


         M  i j   ≺ 0           i ∈ [ 1 , 2 , … , h ]     



(11)






         2  h − 1    M  i i   +  M  i j   +  M  j i   ⪯ 0         1 ≤ i ≠ j ≤ h     



(12)




which reduces the conservatism and increases the applicability of the controller.



For convex qLPV and TS systems, Equations (9) and (11) are also known as parallel distributed compensation (PDC) [68]. In this case, the feedback controller and the convex system share the same weighting functions and the LMI conditions are obtained with the direct Lyapunov method. However, the more local models the convex representation has, the greater is the conservatism of the LMI solution. This fact follows from the necessity of finding a feasible solution that employs a common matrix P for all the local models. A possible strategy to reduce the conservatism is to consider nonquadratic Lyapunov functions (NQLFs) as done, for example, in Refs. [69,70,71,72]. The solution obtained through NQLFs, which is also known as non-PDC [73,74], reduces considerably the conservatism and maintains the same weighting functions for both the convex model and the controller. However, non-PDC controllers are harder to design than PDC controllers, since the weighting functions involve time derivatives of the NLQF, leading to local results [75]. This problem does not arise in convex systems dependent on exogenous time-varying parameters, because the NLQLF would not involve time derivatives of the states, hence global solutions can be obtained for this case [72,76,77,78].




2.2. Convex Output-Feedback Control


A variant of the state-feedback control strategy previously described consists in using directly the output   y ( t )   for feedback, which is easier to implement in cases where the state is unavailable for measurement. Nevertheless, some conditions have to be ensured to make it possible to synthesize these controllers, by means of approaches initially developed in the robust context and later extended to the LPV framework [79,80,81,82].



The next result allows the quadratic stabilization of a convex system of the form (1)–(2) using a convex dynamic output-feedback controller defined as:


          x ˙  K   ( t )  =  A K   ( θ  ( t )  )   x K   ( t )  +  B K   ( θ  ( t )  )  y  ( t )      



(13)






        u  ( t )  =  C K   ( θ  ( t )  )   x K   ( t )  +  D K   ( θ  ( t )  )  y  ( t )      



(14)




where    x K   ( t )  ∈  R  n x     is the internal state of the controller and    A K   ( θ  ( t )  )  ,  B K   ( θ  ( t )  )  ,  C K   ( θ  ( t )  )  ,  D K   ( θ  ( t )  )    are matrix-valued functions, such that the closed-loop system obtained by the connection of (1)–(2) and (13)–(14) is stable. In particular, the closed-loop system is described by the following autonomous convex system:


           x ˙   ( t )          x ˙  K   ( t )       =      A  ( θ  ( t )  )  + B  ( θ  ( t )  )   D K   ( θ  ( t )  )  C  ( θ  ( t )  )      B  ( θ  ( t )  )   C K   ( θ  ( t )  )         B K   ( θ  ( t )  )  C  ( θ  ( t )  )       A K   ( θ  ( t )  )            x ( t )        x K   ( t )           



(15)







Due to the presence of   C ( θ ( t ) )   post-multiplying    B K   ( θ  ( t )  )    and    D K   ( θ  ( t )  )    in (15), the procedure to obtain LMIs for design of the controller’s matrices is somehow more complex. The system (1)–(2) is quadratically stabilizable using the convex controller (13)–(14) if there exist a positive definite matrix   P ∈  S  2  n x      such that    A  c l    ( θ )  P + P  A  c l    ( θ )  ≺ 0  ,   ∀ θ ∈ Θ  , where    A  c l    ( θ )    is the state matrix of the autonomous system (15). Following Refs. [83,84], this condition is achieved if and only if there exist matrices   Q ≻ 0   and   S ≻ 0   and matrix-valued functions     C ^  K   ( θ )    and     B ^  K   ( θ )    such that the following holds   ∀ θ ∈ Θ  :


      He  { A  ( θ )  Q + B  ( θ )    C ^  K   ( θ )  } ≺ 0     



(16)






      He  { S A  ( θ )  +   B ^  K   ( θ )  C  ( θ )  } ≺ 0     



(17)







A possible methodology to obtain the controller’s matrices after solving (16)–(17) is described hereafter [85]. If (16)–(17) and the following condition hold:


         Q   I     I   S     ≻ 0     



(18)




then, by letting   M , N   be non-singular matrices such that   M  N T  = I − S Q   and choosing    D K   θ ( t )  = 0  , the controller’s matrices    A K   θ ( t )   ,    B K   θ ( t )    and    C K   θ ( t )    can be computed as follows:


         B K   ( θ  ( t )  )  =  M  − 1      B ^  K   ( θ  ( t )  )  − S B  ( θ  ( t )  )   D K   ( θ  ( t )  )       



(19)






         C K   ( θ  ( t )  )  =    C ^  K   ( θ  ( t )  )  −  D K   ( θ  ( t )  )  C  ( θ  ( t )  )  Q   N  − T       



(20)






       A K   ( θ  ( t )  )  =      M  − 1   [   A ^  K   ( θ  ( t )  )  − S B  ( θ  ( t )  )   C K   ( θ  ( t )  )   N T  − M  B K   ( θ  ( t )  )  C  ( θ  ( t )  )  Q        − S  A  ( θ  ( t )  )  + B  ( θ  ( t )  )   D K   ( θ  ( t )  )  C  ( θ  ( t )  )   Q ]  N  − T        



(21)







On the other hand, if (18) does not hold, then the matrices have to be adjusted using    Q λ  = λ Q  ,    S λ  = λ S  ,     B ^   K λ    ( θ  ( t )  )  = λ   B ^  K   ( θ  ( t )  )    and     C ^   K λ    ( θ  ( t )  )  = λ   C ^  K   ( θ  ( t )  )   , where   λ > 1  , until (18) holds with these new variables and the controller’s matrices can be computed.



Equation (18) guarantees the existence of the invertible matrices M and N used for controller computation. In the same way, the conditions to perform   H ∞   control, control with guaranteed cost or to achieve other specifications can be obtained. Note that double polytopic sums appear due to the terms   B  ( θ )    C ^  K   ( θ )    and     B ^  K   ( θ )  C  ( θ )    in (16)–(17). If the controller is restricted to the case where     B ^  K   ( θ )    and     C ^  K   ( θ )    are constant, then the LMIs (16)–(17) can be reduced to a finite number of conditions easily, otherwise the discussion provided in the previous section about possible relaxations would apply with slight modifications. It is worth remarking that in convex systems in which   θ ( t )   depends on unmeasured states, the analysis and design of the output feedback control become more complicated, see for example, Ref. [86].




2.3. Convex Tracking Controller


Consider a convex system subject to unknown inputs ans sensor noise, described by (for the sake of simplicity, the output matrix is assumed to be constant):


      x ˙   ( t )      = A ( θ ( t ) ) x ( t ) + B ( θ ( t ) ) u ( t ) + R ( θ ( t ) ) d ( t )     



(22)






     y ( t )     = C x ( t ) + G d ( t )     



(23)




where   d  ( t )  ∈  R  n d     is the disturbance vector comprising both unknown inputs and noise and   R ( θ ( t ) )   and G are matrices of appropriate dimensions. As illustrated in Figure 3, a convex tracking controller can be considered for this system, with control law:


  u  ( t )  =  K 1   ( θ  ( t )  )  x  ( t )  +  K 2   ( θ  ( t )  )  ϵ  ( t )  = K  ( θ  ( t )  )           x ( t )     ϵ ( t )         T   



(24)




where    K 1   ( θ  ( t )  )    and    K 2   ( θ  ( t )  )    are the gains to be designed and   ϵ ( t )   is the integration error, added to compensate steady-state errors and reach the desired output   w ( t )  :


   ϵ ˙   ( t )  = w  ( t )  − y  ( t )  = w  ( t )  − C x  ( t )  − G d  ( t )   



(25)







The system augmented with the integrator can be rewritten in a compact form by introducing the augmented state vector    x c   ( t )  =   [  x T   ( t )    ϵ T   ( t )  ]  T   :


    x ˙  c   ( t )  =   A ¯  c   ( θ  ( t )  )   x c   ( t )  +   B ¯  c   ( θ  ( t )  )  u  ( t )  +   R ¯  c   ( θ  ( t )  )  d  ( t )  +   B ¯  w  w  ( t )   



(26)




with:


       A ¯  c   ( θ  ( t )  )  =      A ( θ ( t ) )    0      − C    0        B ¯  c   ( θ  ( t )  )  =      B ( θ ( t ) )      0        B ¯  w  =     0     I        R ¯  c   ( θ  ( t )  )  =      R ( θ ( t ) )       − G          



(27)







The closed loop system has the form:


       x ˙  c   ( t )  =      ∑  i = 1  h   ρ i   ( θ  ( t )  )   ∑  j = 1  h   ρ j   ( θ  ( t )  )      A ¯   c i   −   B ¯   c i    K j    x c   ( t )  +   B ¯   R w i     d ¯  w   ( t )       



(28)




with:


       B ¯   R w i   =       R ¯  i         B ¯  w       ,      d ¯  w   ( t )  =          d ( t )     w ( t )         T      



(29)







Sufficient conditions for the existence of the controller are given in Ref. [35] and presented hereafter. Consider the system (22)–(23), the feedback control law defined by (24), the integrator, and let the attenuation level be given by    γ c  > 0  . The closed loop system error (25) is globally stable with   H ∞   performance if    ‖   x c     ( t )  ‖   2  2  <  γ  c  2    ‖   d ¯  ω   ( t )  ‖   2  2    and if there exists a matrix   X ≻ 0   such that   ∀ i , j ∈ [ 1 , 2 , … , h ]  , the following holds:


       He  X   A ¯   c i  T  +  Ξ  j  T    B ¯   c i  T   +   B ¯   R w i     B ¯   R w i  T     X     *    −  γ c 2  I      ≺ 0  



(30)







Then, the controller gain matrices are computed by    K j  =      K  1 j         K  2 j        =  X  − 1    Ξ j   .



This is possible because if we consider the   L 2  -gain from     d ¯  ω   ( t )    to    x c   ( t )    such that:


         J   x c  d   =  V ˙   ( t )  +  x  c  T   ( t )   x c   ( t )  −  γ  c  2    d ¯  ω T   ( t )    d ¯  ω   ( t )  < 0     



(31)




where   V ( t )   is a quadratic Lyapunov function, the LMI (30) is obtained after solving the performance criteria (31). Complete procedures are described in detail in Ref. [35].



An alternative approach is to use a reference model as originally proposed by Ref. [87] and later applied by Refs. [26,88], which has the advantage that the tracking error is described by an autonomous system, so its convergence to zero can be guaranteed even without the use of an integrator.




2.4. Model Predictive Control for Convex Systems


Model predictive control (MPC) is a control strategy that is based on the use of a mathematical model to predict the system’s behavior in a future time window and then finds the optimal input sequence by minimizing a cost function [89,90]. Only the first calculated input is applied to the system and the remaining are discarded, repeating this prediction-optimization process at every sample. This control technique is popular because it can take into account systematically complex dynamics, as well as physical and process quality constraints [91].



Consider the discrete-time convex system:


     x ( k + 1 ) = A ( θ ( k ) ) x ( k ) + B ( θ ( k ) ) u ( k )     



(32)




where   A  ( θ  ( k )  )  =  ∑  j = 1  l   θ j   ( k )   A j    and   B  ( θ  ( k )  )  =  ∑  j = 1  l   θ j   ( k )   B j   . Therefore,   θ ( k )   belongs to a convex polytope  Θ  defined by the values    θ j   ( k )    such that    ∑  j = 1  l   θ j   ( k )  = 1  , with,   0 ≤  θ j   ( k )  ≤ 1  . On the other hand, when   θ ( k )   varies in the polytope  Θ , the system matrices vary in the polytope  Ω  defined as follows:


      [ A  ( θ  ( k )  )  ,  B  ( θ  ( k )  )  ]  ∈ Ω = C o  {  [  A 1  ,  B 1  ]  ,  [  A 2  ,  B 2  ]  , … ,  [  A l  ,  B l  ]  }      



(33)




where   [  A i  ,  B i  ]   are the vertex matrices obtained when    θ i  = 1   and    θ j  = 0   for   j ≠ i  . Hereafter, for illustrative purposes, it is assumed that there is no model uncertainty and that both the scheduling variable   θ ( k )   and the state   x ( k )   are known at time k. However, the future evolution of the model is uncertain since future values of   θ ( k )   are unknown.



Let us define the following quadratic cost function:


     J  ( k )  =    x   ( k | k )  T  Q x  ( k | k )  + u   ( k | k )  T  R u  ( k | k )   ︸    J 0   ( k )    +      ∑  i = 1  ∞   x   ( k + i | k )  T  Q x  ( k + i | k )  + u   ( k + i | k )  T  R u  ( k + i | k )   ︸    J 1   ( k )        



(34)




where   Q , R   are weighting matrices with appropriate dimensions and the notation   x ( k + i | k )   represents the predicted value for the state variable x at the future sample   k + i   calculated at sample k. Hence,    J 0   ( k )    correspond to the first prediction step and    J 1   ( k )    correspond to the remaining of the prediction.



Let   U ( k )   be the sequence of inputs computed at sample k, that is,   U  ( k )  =  [ u  ( k | k )  ,  U 1   ( k )  ]  =  [ u  ( k | k )  , u  ( k + 1 | k )  , … ]   . Then, the optimal control sequence is obtained by minimizing the maximum value that the cost function (34) can take for all the possible future trajectories of the parameter   θ ( k )  , that is,


      U *   ( k )  =  min  U ( k )     max  [ A ( θ ( k + i ) ) , B ( θ ( k + i ) ) ] ∈ Ω  i ≥ 0    J  ( k )      



(35)




where * denotes optimality. The first element of    U *   ( k )   , that is,    u *   ( k | k )   , is applied to the system, while the remaining of the sequence    U 1 *   ( k )    can be proven to be equivalent to a state feedback control law whose gain does not depend on the instantaneous value of   θ ( k )   (see Ref. [92] for further details), that is,




       U 1 *   ( k )  =  { u  ( k + i | k )  = K  ( k )  x  ( k + i | k )  , i ≥ 1 }       



(36)





Following Ref. [92], instead of solving (35), an upper bound for the term    J 1   ( k )    can be defined, as follows:


      max  [ A ( θ ( k + i ) ) , B ( θ ( k + i ) ) ] ∈ Ω ,  i ≥ 0     J 1   ( k )  ≤ V  ( x  ( k + 1 | k )  )  = x   ( k + 1 | k )  T  P x  ( k + 1 | k )   P  ( k )  ≻ 0 .     



(37)







Then, an upper bound of the worst case of   J ( k )   is minimized instead of (35), as follows:


      U *   ( k )  =  min  u ( k | k ) , P ( k )        x   ( k | k )  T  Q x   ( k | k )  T  + u   ( k | k )  T  R u   ( k | k )  T  + x   ( k + 1 | k )  T  P x  ( k + 1 | k )      



(38)







The optimization problem (38) can be reformulated as the following minimization problem:


      min  γ , u  ( k | k )  ,  Q ˜   ( k )  , Y  ( k )    γ     



(39)




subject to LMIs:


            1     x ^    ( k + 1 | k )  T       x ^    ( k | k )  T   Q  1 2       u   ( k | k )  T   R  1 2          x ^   ( k + 1 | k )       Q ˜   ( k )     0   0       Q  1 2   x  ( k | k )     0    γ I    0       R  1 2   u  ( k | k )     0   0    γ I      ⪰ 0     



(40)






              Q ˜   ( k )        Γ ˜  j    ( k )  T       Q ˜   ( k )   Q  1 2       Y   ( k )  T   R  1 2           Γ ˜  j   ( k )       Q ˜   ( k )     0   0       Q  1 2    Q ˜   ( k )     0    γ I    0       R  1 2   Y  ( k )     0   0    γ I      ⪰ 0    ∀ j = 1 , … , l     



(41)




with    x ^   ( k + 1 | k )  =  [ A  ( θ  ( k )  )  x  ( k | k )  + B  ( θ  ( k )  )  u  ( k | k )  ]   ,     Γ ˜  j   ( k )  =  A j   Q ˜   ( k )  +  B j  Y  ( k )    and    Q ˜   ( k )  ⪰ 0  . The gain in (36) is computed as   K  ( k )  = Y  ( k )    Q ˜   − 1    ( k )   , which guarantees that the state evolves in an ellipsoidal invariant set.



Considering the system output as   y ( k ) = C x ( k )  , the cost function (34) may be subject to constraints [93]:


     | u  ( k | k )  | ≤  u  m a x       



(42)






     | | C  A ( θ ( k ) ) x ( k | k ) + B ( θ ( k ) ) u ( k | k )  |  | 2  ≤  y  m a x       



(43)







Constraints on the inputs are satisfied if there exists a matrix   X ⪰ 0   such that:


         X   Y      Y T     Q ˜      ⪰ 0   with   X  i i   ≤  u  m a x  2      



(44)







In a similar way, the constraints on the outputs are equivalent to the LMI:


          Q ˜       [  A j   Q ˜  +  B j  Y ]  T   C T        C [  A j   Q ˜  +  B j  Y ]     y  m a x  2      ⪰ 0   j = 1 , … , l     



(45)







The constrained MPC algorithm with control law (36) can be obtained by solving the optimization problem (39) subject to the LMIs (40), (41), (44), (45) and constraints (42) and (43). However, although this algorithm does not impose   u ( k | k )   and   y ( k + 1 | k )   to invariant ellipsoid constraints, still includes constraints on all future inputs and outputs. A method to improve the conservatism is to relax the future constraints (44) and (45) and bound only   u ( k | k )   and   y ( k + 1 | k )   [93]. To guarantee stability an additional constraint that ensures that the cost function decreases monotonously (  ϕ ( k ) < ϕ ( k − 1 )   with   ϕ  ( k )  = x   ( k | k )  T  Q x   ( k | k )  T  + u   ( k | k )  T  R u   ( k | k )  T  + x   ( k + 1 | k )  T  P x  ( k + 1 | k )   ) has to be included in the optimization:


      min  γ , u  ( k | k )  ,  Q ^   ( k )  , Y  ( k )    γ     



(46)




subject to LMIs:


            γ     x ^    ( k + 1 | k )  T      x   ( k | k )  T   Q  1 2       u   ( k | k )  T   R  1 2          x ^   ( k + 1 | k )       Q ^   ( k )     0   0       Q  1 2   x  ( k | k )     0   I   0       R  1 2   u  ( k | k )     0   0   I     ⪰ 0     



(47)






             ϕ ( k − 1 )       Γ ^  j    ( k )  T       Q ^   ( k )   Q  1 2       Y   ( k )  T   R  1 2           Γ ^  j   ( k )       Q ^   ( k )     0   0       Q  1 2    Q ^   ( k )     0   I   0       R  1 2   Y  ( k )     0   0   I     ⪰ 0  ∀ j = 1 , … , l     



(48)






             u  ( k | k )  −  u  m a x         −  u  m a x   − u  ( k | k )       ≤ 0     



(49)






             C  A ( θ ( k ) ) x ( k | k ) + B ( θ ( k ) ) u ( k | k )  −  y  m a x         −  y  m a x   − C  A ( θ ( k ) ) x ( k | k ) + B ( θ ( k ) ) u ( k | k )       ≤ 0     



(50)




with     Γ ^  j   ( k )  =  A j   Q ^   ( k )  +  B j  Y  ( k )    and    Q ^   ( k )  ⪰ 0  . The gain of the control law (36) is computed as   K  ( k )  = Y  ( k )    Q ^   − 1    ( k )   . To initialize the algorithm, in   k = 0  , the Lyapunov constraint   ϕ ( k ) < ϕ ( k − 1 )   is not taken into account. The resulting control strategy, which is depicted in Figure 4, provides guaranteed closed-loop stability provided that a feasible solution has been found. A parameter dependant feedback law instead of (36) can also be considered as in Ref. [93].



Most of the MPC strategies for convex systems are based on the algorithm proposed by Ref. [92] since it stabilises robustly an LPV system for all possible parameter variations. However, such algorithm was not thought for application to LPV systems and therefore it suffers from being conservative and computationally demanding. The strategies proposed by Refs. [93,94], which consider bounds in the parameter variations, show less conservatism and a decreased computational load when compared to Ref. [92]. A modification of Ref. [93] that involves updating the polytope  Ω  while keeping it defined by the least possible number of vertices has been presented in Ref. [95]. This innovation is motivated by the fact that the fewer vertices are used to describe  Ω , the less likely it is that infeasibility problems could occur. In Ref. [96], an extension to nonlinear systems has been presented, where a linearized model is obtained from the nonlinear model at each sample and then an LPV model that varies in a politope  Ω  is used for obtaining the state prediction. Other existing approaches are focused on the use of Lyapunov functions that depend on   θ ( k )   that enlarge the feasible region [97,98]. In line with this work, an algorithm that uses closed-loop predictions with good achieved performance and low computational requirements was presented in Ref. [99]. More recently, Ref. [100] has presented a class of nonlinearly parameterized Lyapunov functions to achieve more efficient relaxed stability conditions. A robust MPC scheme for LPV systems where the varying parameters are assumed to be measured online and exploited for feedback has been derived in Ref. [101]. Explicit MPC for convex systems has been also proposed in order to avoid the need of online optimization [102,103]. In general, MPC for convex systems has been a topic that has received an intense interest by the research community in the last few years, for which the interested reader is referred to Refs. [104,105,106,107] and the references therein.




2.5. Final Comments on Control of Convex Systems


It is worth noting that what has been discussed in this section about the control of convex systems does not apply only to the problem of controller design for quadratic stabilization but also to the case of other specifications, such as  D -stabilization [108],   H ∞   control [109], control with guaranteed cost [110] and many more. The described methods can be adapted to deal with convex systems with piecewise constant parameters, which provide a unifying concept lying in between the robust and the gain-scheduled perspectives, including both as extremal cases [111].



On the other hand, there are some cases in which the direct application of the convex techniques described so far would not work, for example, due to the loss of controllability for some points of the design polytope, so that alternative strategies must be employed. For instance, consider the following simplified model of a unicycle mobile robot


           x ˙   ( t )         y ˙   ( t )         α ˙   ( t )       =      cos ( α ( t ) )    0      sin ( α ( t ) )    0     0   1         v     w         



(51)




where   x , y   are the spacial 2D coordinates, v and w are the mobile robot translational and angular velocities, respectively and  α  denotes the orientation with respect to the fixed frame. If   α ∈ [ − π , π ]   were considered, one would get a non-controllable convex models in the vertices although the underlying nonlinear system is actually controllable. For example, the solution proposed in Ref. [88] was based on dividing the parameter space in regions and use a switched approach in order to avoid the above-mentioned singularities.



Another important theoretical point to be remarked is that the LMI-based assessment of stability (or some other goal) in convex systems arising from an underlying nonlinear system could mislead to believe that global stability (or performance) would hold for the original system. This fact is in general not true, as shown remarkably by Ref. [112] with a simple second order autonomous nonlinear system, that is, the well known Van der Pol equation. Fortunately, Ref. [112] also shows that it is possible to estimate the region of attraction for the nonlinear system, based on the Lyapunov function obtained for the convex system. This fact was further studied by Refs. [113,114,115] and was used by Ref. [34] to create a metric to compose different convex models obtained for the same nonlinear system.



Finally, it is worth mentioning that analysis and control problems for convex systems with delays have also attracted some recent interest [116,117]. These systems belong to the intersection of convex systems and time-delay systems, so they inherit the difficulties of each one. In particular, the stability analysis of these systems must be performed using tools such as Lyapunov-Razumikhin functions and Lyapunov-Krasovskii functionals, which increase the number of decision variables [118]. The interested reader is referred to the monograph [119] and the references therein.





3. Observation of Convex Systems


In many real-world applications there are some internal state variables that cannot be measured with the available sensors. Nevertheless, many control techniques are based on the assumption that the whole state is available, which is not always true. In practice, the available information concerns the input   u ( t )   and the output   y ( t )  , rather than the state   x ( t )  . In such case, the observability properties state that when the system is observable, the initial state can be determined and, therefore, the state trajectory can be reconstructed from input and output measurements, by means of the so-called state observer. State observers are dynamical systems that are designed to estimate asymptotically the state vector   x ( t )  . Applications of convex observers can be found in UAVs [120], electric vehicles [121], networked systems [122], DC motors [123], wind turbines [124], riderless bicycles [125], to mention a few.



3.1. Convex Observers


The most common state observer is the one named after Luenberger, which for a convex systems has the following form [126] (see Figure 5):


       x ^  ˙   ( t )      = A  ( θ  ( t )  )   x ^   ( t )  + B  ( θ  ( t )  )  u  ( t )  + L  ( θ  ( t )  )   y  ( t )  −  y ^   ( t )       



(52)






      y ^   ( t )      = C  x ^   ( t )      



(53)




where    x ^   ( t )  ∈  R  n x     denotes the state estimate,    y ^   ( t )  ∈  R  n y     denotes the output estimate and the meaning of the remaining variables can be inferred from the previous section. The scheduled observer gains   L ( θ ( t ) )   are designed to guarantee closed-loop stability of the estimation error dynamics for all values of   θ ( t )  , such that the estimation error between the observer (52)–(53) and the system (1)–(2) converges towards zero. Let us define the estimation error as follows:


  e  ( t )  : = x  ( t )  −  x ^   ( t )  .  



(54)







Then, the estimation error dynamics is defined as:


   e ˙   ( t )  =  ( A  ( θ  ( t )  )  − L  ( θ  ( t )  C )  )  e  ( t )   



(55)







The stability condition of the above differential equation can be obtained by means of LMI-based techniques, for example by considering the quadratic stability concept. In this case, one seeks the existence of a quadratic Lyapunov function   V  ( e  ( t )  )  = e   ( t )  T  P e  ( t )  ≥ 0  ,   P ≻ 0  , whose derivative over the error dynamics is given by:


     V ( e ( t ) ) =      e ˙    ( t )  T  P e  ( t )  + e   ( t )  T  P  e ˙   ( t )  = e   ( t )  T    He  { P A  θ ( t )  − P L  θ ( t )  C }  e  ( t )  < 0     











In order to eliminate the quadratic term, the change of variable   W ( θ ( t ) = P L ( θ ( t )   is considered, such that the following LMI is obtained:


   He  { P A ( θ ) − W ( θ ) C } ≺ 0    ∀ θ ∈ Θ  



(56)




where the observer gain matrix can be computed later from its solution as   L  ( θ  ( t )  )  =  P  − 1   W  ( θ  ( t )  )   .



Furthermore, to improve the speed convergence of the state observer, a decay rate   α < 0   can be added as requirement, by asking that:


   V ˙   ( e  ( t )  )  + 2 α P < 0  



(57)




which is also known in the literature as  α -stabilization. As a result, the LMI (56) is replaced by the following:


   He  { P A ( θ ) − W ( θ ) C } + 2 α P ≺ 0    ∀ θ ∈ Θ  



(58)







It should be noticed that the stability of a state observer is guaranteed if the LMI (58) has a solution. Nevertheless, the approach described so far does not consider disturbances or measurement noise, which affect all physical systems.




3.2. Robust Observers


Dynamical systems can be affected by external disturbances and measurement noise and, moreover, there exists always a mismatch between the real plant and its model used for control. These effects can lead to the loss of stability or performance if not taken into account appropriately. A control system that remains stable and with none (or little) performance loss despite the disturbances/noise is said to be robust. In other words, robustness means that the system remains stable and with almost the same performance even in the presence of disturbance, model mismatches or noise. For example, a wind turbine system must keep its efficiency even in the presence of air velocity changes. In contrast, an example of unwanted disturbance amplification is the Tacoma Narrows suspension bridge, where strong winds caused resonant oscillations of increasing magnitude in the bridge structure, which ultimately led to its destruction.



In particular, the robust state observer design problem is related to finding the observer gains such that it is always possible to estimate the real states within prescribed tolerances, despite the effects of uncertainties.



A possible technique to deal with uncertainties is by means of the robust   H ∞   approach, which has been developed since the beginning of the eighties and has been applied intensely, with successful results, to convex systems [11,120,127,128].



The   H ∞   approach assumes that the disturbance   d  ( t )  ∈  R  n d     belongs to a set of norm bounded functions. The idea is to minimize the worst error that can arise from any disturbance in the following set:


    ‖ d  ( t )  ‖  2  =    ∫  0  ∞   d T   ( τ )  d  ( τ )  d τ   1 / 2    



(59)







For instance, let us consider a convex model affected by the above sources of uncertainty:


      x ˙   ( t )  =     A ( θ ( t ) ) x ( t ) + B ( θ ( t ) ) u ( t ) + R ( θ ( t ) ) d ( t )     



(60)






     y ( t ) =     C x ( t ) + G d ( t )     



(61)




where the meaning of each variable and matrix is kept as previously and the matrices   A  θ ( t )   ,   B  θ ( t )   ,   R  θ ( t )    satisfy the polytopic property:


       A ( θ ( t ) )       B ( θ ( t ) )       R ( θ ( t ) )      =  ∑  i = 1  h   ρ i   ( θ  ( t )  )       A i       B i       R i      ,   ∑  i = 1  h   ρ i   ( θ  ( t )  )  = 1 ,   ρ i   ( θ  ( t )  )  ≥ 0     ∀ θ ∈ Θ  



(62)







Let us consider the Luenberger observer given by (52)–(53), for which the dynamics of the estimation error defined as in (55), can be described after some algebraic manipulations as follows:


   e ˙   ( t )  =  A ( θ ( t ) ) − L ( θ ( t ) ) C  e  ( t )  +  ( R  ( θ  ( t )  )  + L  ( θ  ( t )  )  G )  d  ( t )   



(63)







Then, the design problem can be formulated as the one of guaranteeing asymptotic stability of the estimation error (63) while at the same time minimizing, by means of the   H ∞   technique, the ratio between the   ℓ 2   norm of the output vector and the   ℓ 2   norm of the disturbance vector against the disturbance vector   d ( t )  , that is,


    min γ   γ > 0   :    | | y | |   ℓ 2     | | d | |   ℓ 2      < γ ,  | | d | |   ℓ 2   ≠ 0  



(64)




where   γ > 0   is the prescribed attenuation level (upper bound on the above mentioned ratio). Then, by considering a bound on the   L 2   gain from   d ( t )   to   e ( t )   given by the Lyapunov function   V  ( e  ( t )  )  = e   ( t )  T  P e  ( t )   ,   P ≻ 0  , the above performance criterion is satisfied if the following holds:


   V ˙   ( e  ( t )  )  + e   ( t )  T  e  ( t )  −  γ 2  d   ( t )  T  d  ( t )  < 0  



(65)







Similarly to the procedure described above in Section 3.1, the following LMI is obtained from manipulations on (65):


        He  { P  A i  −  Ξ i  C } + I     P  E i  −  Ξ i  G      *    −  γ ¯  I      ≺ 0  



(66)







Once solved the above LMI, the observer gain matrix can be computed as    L i  =  P  − 1    Ξ i   , which achieves an attenuation level   γ =   γ ¯    .




3.3. Proportional-Integral Observers


Proportional-integral observers (PIOs) have become popular in recent years due to their robustness against constant or slowly varying disturbances. In a PIO an additional term, which is proportional to the integral of the output estimation error, is added in order to increase the robustness performance [129], as depicted in Figure 6. This term gives an additional degree of freedom that can be used for the estimation of unknown inputs such as disturbances [130,131], battery charge [132] and faults [133,134], among others.



A PIO for a system in the form (60)–(61) is described by the following equations:


       x ^  ˙   ( t )      = A  θ ( t )  x  ( t )  + B  θ ( t )  u  ( t )  + L  ( θ  ( t )  )   ( C  x ^   ( t )  − y  ( t )  )  +  K p   ( θ  ( t )  )   d ^   ( t )      



(67)






       d ^  ˙   ( t )      = Φ ( y  ( t )  − C  x ^   ( t )  )     



(68)




where   x ^   and   d ^   denote the estimated state and unknown input vectors, respectively and   L ( θ ( t ) )  ,    K p   ( θ  ( t )  )   , and  Φ  are the observer gain matrices to be computed. The addition of an integrator provides more robustness to the observer so that it can deal with measurement noise or modeling uncertainties. Let us define the estimation errors as (55) and    e d   ( t )  = d  ( t )  −  d ^   ( t )   . In order to get a suitable design procedure, it can be considered that the unknown input   d ( t )   is varying slowly, which means that    d ˙   ( t )  ≈ 0  . Then, the dynamics of the estimation errors can be computed as:


         e ˙   ( t )  =  ( A  ( θ  ( t )  )  − L  ( θ  ( t )  )  C )  e  ( t )  +  ( R  ( θ  ( t )  )  − L  ( θ  ( t )  )  G )  d  ( t )  −  K p   ( θ  ( t )  )   d ^   ( t )      



(69)






          e ˙  d   ( t )  = − Φ C e  ( t )  − Φ G d  ( t )      



(70)







By considering:


        R  ( θ  ( t )  )  − L  ( θ  ( t )  )  G =  K p   ( θ  ( t )  )      



(71)






        Φ G = 0     



(72)




and an extended error vector defined as      e ¯   T   ( t )  : =    e T   ( t )   e d T   ( t )   T   , the overall error dynamics is rewritten as:


    e ¯  ˙   ( t )  =  (  A e   ( θ  ( t )  )  −  L e   ( θ  ( t )  )   C e  )   e ¯   ( t )   



(73)




with:


   A e   ( θ  ( t )  )  =      A ( θ ( t )      K p   ( θ  ( t )        0   0       L e   ( θ  ( t )  )  =      L ( θ ( t ) )      Φ       C e  =  [ C ,   0 ]   



(74)




Then, by considering a Lyapunov equation   V  (  e ¯   ( t )  )  =   e ¯  T   ( t )  P  e ¯   ( t )   , the solution is obtained in the LMI formulation, similarly to (56), as:


   He  { P  A e   ( θ )  −  W e   ( θ )   C e  } ≺ 0    ∀ θ ∈ Θ  



(75)




where   P = diag ( P , Q )  ,   P , Q ≻ 0   and    W e   ( θ  ( t )  )  = P  L e   ( θ  ( t )  )   . The observer gain matrices are obtained from the solution of (75) as    L e   ( θ  ( t )  )  =   P   − 1    W e   ( θ  ( t )  )   .



It is worth remarking that the slow variation assumption is very common in the literature. From a practical point of view, it can be relaxed, as done for example in Ref. [135]. It is also worth noticing that later, in Section 4.2, unknown input observers, which allow to obtain asymptotic convergence of the estimation error despite the presence of   d ( t )   without making the assumption that   d ( t )   is approximately constant, will be reviewed.




3.4. Descriptor Observers


The observers discussed above are designed for regular systems whose dynamics are represented only by ordinary differential equations. Nevertheless, some mathematical models are composed of both differential and static (algebraic) equations. Designing state observers for descriptor systems is harder than for regular systems because descriptor systems usually have three types of modes (finite dynamic, impulsive and non-dynamic [136]) and the observer must deal with all of them. Nonetheless, there are plenty of fields in which descriptor systems are applied, for example, aircraft modeling [137], complex systems [11], microgrids [138], electrical [9], mechanical and hydraulic systems [136] and biological processes [12], among others. Furthermore, there are some mechanical systems for which possible variations in time of masses and/or inertias rely on a natural descriptor model as in Refs. [139,140,141]. In these cases, although convex systems can be transformed into a regular system, it has been proved that it is possible to reduce the number of linear models by considering a descriptor representation, which in general makes the LMI-based constraints less conservative [142,143].



A convex descriptor system affected by disturbances is described by


     E  x ˙   ( t )     =    A ( θ ( t ) ) x ( t ) + B ( θ ( t ) ) u ( t ) + R ( θ ( t ) ) d ( t )     



(76)






     y ( t )    =    C x ( t ) + G d ( t )     



(77)




where E is a constant matrix with   rank  ( E )  = r ≤  n x   . Note that in the particular case of   E = I  , the descriptor system becomes a regular system and the observer can be computed as described previously. On the other hand, unlike regular systems, a descriptor system has different modes that are given by differential and algebraic equations. As a result, different types of observability condition should be verified such as R-observability [144], which means that:


  rank      s E −  A i       C     =  n x     ∀ i ∈  1 , 2 , … N   



(78)




and I-observability [144], that is,




   rank     E    A i      0   E     0   C     =  n x  + r     ∀ i ∈  [ 1 , 2 , … , N ]    



(79)





R-observability characterizes the ability to reconstruct only the reachable state from the output data. However, due to the algebraic equations, impulsive terms can appear, which are not desirable since they can saturate the state response or, in general, have negative effects on the system. On the other hand, I-observability guarantees the ability to estimate impulse terms given by the algebraic equations [12].



Then if the convex descriptor system is both R- and I-observable, the following observer can be proposed:


         z ˙   ( t )  = N  ( θ  ( t )  )  z  ( t )  + J  ( θ  ( t )  )  u  ( t )  + L  ( θ  ( t )  )  y  ( t )      



(80)






         x ^   ( t )  = z  ( t )  +  T 2  y  ( t )      



(81)






         y ^   ( t )  = C  x ^   ( t )      



(82)




where   z ( t )   represents the observer state and    x ^   ( t )    stands for the estimated states.   N ( θ ( t ) )  ,   J ( θ ( t ) )  ,   L ( θ ( t ) )   and   T 2   are unknown gain matrices of appropriate dimensions to be computed. Based on (76)–(77) and (80)–(82), the estimation error   e ( t )   is:


  e  ( t )  = x  ( t )  −  x ^   ( t )  =  ( I −  T 2  C )  x  ( t )  − z  ( t )  −  T 2  G d  ( t )   



(83)







Assuming that there exists a matrix    T 1  ∈  R   n x  ×  n x      such that:


  I −  T 2  C =  T 1  E  



(84)




the estimation error becomes:


  e  ( t )  =  T 1  E x  ( t )  − z  ( t )  −  T 2  G d  ( t )  .  



(85)







Assuming that the disturbances is slowly varying,    d ˙   ( t )  ≈ 0  , the dynamics of   e ( t )   is given by:


      e ˙   ( t )  =      T 1  E  x ˙   ( t )  −  z ˙   ( t )       =     T 1   A ( θ ( t ) ) x ( t ) + B ( θ ( t ) ) u ( t ) + R ( θ ( t ) ) d ( t )  −  N ( θ ( t ) ) z ( t ) + J ( θ ( t ) ) u ( t ) + L ( θ ( t ) ) y ( t )       =     (  T 1  A  ( θ  ( t )  )  − L  ( θ  ( t )  )  C − N  ( θ  ( t )  )   T 1  E )  x  ( t )  +  (  T 1  B  ( θ  ( t )  )  − J  ( θ  ( t )  )  )  u  ( t )      



(86)






        + (  T 1  R  ( θ  ( t )  )  − L  ( θ  ( t )  )  G + N  ( θ  ( t )  )   T 2  G ) d  ( t )  + N  ( θ  ( t )  )  e  ( t )      



(87)







In order to guarantee convergence to zero of the estimation error, the following conditions are considered:


         T 1  A  ( θ  ( t )  )  − L  ( θ  ( t )  )  C − N  ( θ  ( t )  )   T 1  E = 0     



(88)






         T 1  B  ( θ  ( t )  )  − J  ( θ  ( t )  )  = 0     



(89)







After some algebraic manipulations, the following equations equivalences are obtained:


        N  ( θ  ( t )  )  =  T 1  A  ( θ  ( t )  )  + K  ( θ  ( t )  )  C     



(90)






        Γ  ( θ  ( t )  )  = L  ( θ  ( t )  )  − N  ( θ  ( t )  )   T 2      



(91)






         R ¯   ( θ  ( t )  )  =  T 1  R  ( θ  ( t )  )  − Γ  ( θ  ( t )  )  G     



(92)







A particular solution of both matrices   T 1   and   T 2   is computed as:


       T 1     T 2      =      I  n x     0          E     C     †   



(93)







The estimation error becomes:


   e ˙   ( t )  = N  ( θ  ( t )  )  e  ( t )  +  R ¯   ( θ  ( t )  )  d  ( t )   








and, in order to guarantee robustness, the following   H ∞   performance criterion is considered:


   V ˙   ( e  ( t )  )  + e   ( t )  T  e  ( t )  −  γ 2  d   ( t )  T  d  ( t )  < 0  



(94)




with attenuation level   γ > 0   and quadratic Lyapunov function   V  ( e  ( t )  )  : = e   ( t )  T  P e  ( t )   ,   P ≻ 0  , such that the following BMI is obtained:


           He  { P  T 1  A  ( θ  ( t )  )  + P K  ( θ  ( t )  )  C } + I     P  T 1  R  ( θ  ( t )  )  − P Γ  ( θ  ( t )  )  G      *    − γ I      ≺ 0     



(95)




Then, by considering the change of variable   Ξ ( θ ( t ) ) = P K ( θ ( t ) )   and   Ω = P Γ ( θ ( t ) )  , the above LMI becomes:


           He  { P  T 1  A  ( θ  ( t )  )  + Ξ  ( θ  ( t )  )  C } + I     P  T 1  R  ( θ  ( t )  )  − Ω  ( θ  ( t )  )  G      *    − γ I      ≺ 0     



(96)









4. Safety in Convex Systems


Due to the increased demand of safety and reliability in complex systems, fault diagnosis techniques have attracted a great amount of attention in the past few decades. Concerning the recent developments of fault diagnosis for convex systems, hereafter we will review: (i) residual generation for fault detection; (ii) unknown input observers (UIO)-based fault isolation; (iii) observer-based fault estimation; and (iv) multiple model adaptive estimators (MMAEs). Fault tolerant control (FTC) systems aim at maintaining closed-loop stability and desired performances in the face of faults in some components, for example, actuators or sensors. The majority of the literature has focused the attention on LTI systems, although one can find ad-hoc approaches developed for nonlinear systems, see for example, Ref. [145]. It should not be surprising that some recent research has attempted to extend FTC strategies developed originally for LTI systems to the convex case, in order to enlarge their applicability to a wider class of nonlinear systems. This research has focused mainly on the following techniques, which will be reviewed in the following: (i) sliding mode control (SMC); (ii) control reconfiguration; and (iii) virtual actuators/sensors.



4.1. Residual Generation for Fault Detection


Fault detection aims at detecting accurately the appearance of a fault and is usually performed generating residual signals which act as fault indicators [146]. For the following convex system with unknown disturbances   d ( t )   and faults   f ( t )  :


         x ˙   ( t )  = A  θ ( t )  x  ( t )  + B  θ ( t )  u  ( t )  + R  θ ( t )  d  ( t )  + F  θ ( t )  f  ( t )      



(97)






        y ( t ) = C x ( t ) + G d ( t ) + H f ( t )     



(98)




let us consider a detection filter with the following structure:


         z ˙   ( t )  = N  θ ( t )  z  ( t )  + J  θ ( t )  u  ( t )  + L  θ ( t )  y  ( t )      



(99)






         x ^   ( t )  = z  ( t )  − E y  ( t )      



(100)






         y ^   ( t )  = C  x ^   ( t )      



(101)




where   N  θ ( t )   ,   J  θ ( t )   ,   L  θ ( t )    are filter gains to be determined through design. By defining the estimation error signal   e  ( t )  = x  ( t )  −  x ^   ( t )   , the residual signal   r  ( t )  = y  ( t )  −  y ^   ( t )    and the matrix   T = I + E C  , if the following constraints hold:


        T A  θ ( t )  − N  θ ( t )  T − L  θ ( t )  C = 0     



(102)






        T B  θ ( t )  − J  θ ( t )  = 0     



(103)






        E     G   H     = 0     



(104)




then one obtains that the residual has a dynamics described by:


         e ˙   ( t )  = N  θ ( t )  e  ( t )  +  B d   θ ( t )  d  ( t )  +  B f   θ ( t )  f  ( t )      



(105)






        r ( t ) = C e ( t ) + D d ( t ) + H f ( t )     



(106)




with:


   B d   θ ( t )  =  T R  θ  ( t )  − L  θ ( t )  G − N  θ ( t )  E G    










   B f   θ ( t )  =  T F  θ  ( t )  − L  θ ( t )  H − N  θ ( t )  E H    








Then, in order to achieve the fault detection goal, one must ensure the asymptotic stability of the error system while making the signal   r ( t )   as sensitive as possible to faults and as insensitive as possible to disturbances, which is usually achieved by means of a mix of   H ∞   and   H −   index optimization. This approach was initially proposed for filter design in the full-frequency domain, see for example, Refs. [147,148]. However, for some practical systems, fault and disturbance frequencies ranges are known beforehand, which motivated recent research on filter design in a finite-frequency domain [149,150,151], using the so-called generalized Kalman-Yakubovich-Popov (GKYP) lemma [152]. Another recent line of research worth of mentioning is the one that investigates the behavior of the fault detection observer when unmeasurable scheduling parameters are considered, see for example, Ref. [153].




4.2. Unknown Input Observers-Based Fault Isolation


In the last years, UIOs have shown to be a promising technique for fault detection purposes, due to their ability to provide the system state estimate even in the presence of unknown inputs, such as faults and disturbances. The approaches proposed for UIO design can be basically split into two classes: in the first one, the state estimation is decoupled from the unknown inputs, for example, by means of some structural conditions [154]. In the second case, joint estimation of the state and unknown inputs is achieved [155].



Let us consider the following convex system (for the sake of simplicity, the whole state is assumed to be measured):


         x ˙   ( t )  = A  θ ( t )  x  ( t )  + B  θ ( t )  u  ( t )  + F  θ ( t )  f  ( t )      



(107)






        y ( t ) = x ( t )     



(108)




and let   R  θ ( t )    and   H  θ ( t )    be some given matrix functions. Let us choose:


        T  θ ( t )  = I − R  θ ( t )      



(109)






         S 1   θ ( t )  = R  θ ( t )  A  θ ( t )  − H  θ ( t )      



(110)






         S 2   θ ( t )  = H  θ ( t )  T  θ ( t )      



(111)




then:


         z ˙   ( t )  = H  θ ( t )  z  ( t )  + R  θ ( t )  B  θ ( t )  u  ( t )  +  S  θ ( t )  −  T ˙   θ ( t )   y  ( t )      



(112)






         x ^   ( t )  = z  ( t )  + T  θ ( t )  y  ( t )      



(113)




where    T ˙   θ ( t )    is the time derivative of   T  θ ( t )    and:


  S  θ ( t )  =  S 1   θ ( t )  +  S 2   θ ( t )   



(114)




is an unknown input observer for (107)–(108) [156], for which the dynamics of the estimation error   e  ( t )  = x  ( t )  −  x ^   ( t )    is given by:


   e ˙   ( t )  = H  θ ( t )  e  ( t )  + R  θ ( t )  F  θ ( t )  f  ( t )   



(115)







In fact, taking into account (107)–(108) and (112)–(113), one finds:


      e ˙   ( t )  =      A  θ ( t )  − S  θ ( t )  − T  θ ( t )  A  θ ( t )   x  ( t )  − H  θ ( t )  z  ( t )           +  I − R  θ ( t )  − T  θ ( t )   B  θ ( t )  u  ( t )  +  I − T  θ ( t )   F  θ ( t )  f  ( t )      



(116)




which, using (109)–(111), can be rewritten as follows:


   e ˙   ( t )  =  H  θ ( t )  − H  θ  ( t )  T  θ ( t )    x  ( t )  − H  θ ( t )  z  ( t )  + R  θ ( t )  F  θ ( t )  f  ( t )   



(117)




Then, it is easy to check that (115) follows from (117) taking into account (113).



The main feature of the estimation error dynamics in (115) is that convergence of   e ( t )   to zero when   f ( t ) = 0   can be ensured by a proper choice of the matrix   H  θ ( t )    (for example, as a diagonal matrix with strictly negative parameter-varying elements on the main diagonal). Moreover, the matrix   R  θ ( t )    can be used to constrain the range of the matrix   R  θ ( t )  F  θ ( t )   , in such a way that different directions of   e ( t )   can be assigned to different faults, such that not only fault detection but also fault isolation can be achieved.



In the last years, one can recognize a trend in research that goes towards robustification of this technique, which was started by Ref. [157]. For instance, a few recent works have merged UIOs with interval observers [158,159,160], in such a way that instead of a single trajectory for the estimation error, lower and upper bounds which are compatible with the uncertainty are computed. On the other hand, other works have considered the case in which the scheduling variables are measured inexactly, see for example, Refs. [128,161,162]. Further improvements have been provided by Ref. [163], who have not restricted the parameter dependency of the UIO to mimic the one of the system, so that the decoupling conditions can be relaxed and have also considered the case in which the output equation of the convex system is not restricted to be parameter-independent.




4.3. Observer-Based Fault Estimation


As the name itself suggests, in observer-based fault estimation techniques, an observer is used to estimate the fault as though as if it were another (unmeasurable) state of the system. In order to exemplify the main idea behind these techniques, let us consider the following convex system:


         x ˙   ( t )  = A  θ ( t )  x  ( t )  + B  θ ( t )  u  ( t )  + F  θ ( t )  f  ( t )      



(118)






        y ( t ) = C x ( t )     



(119)




and let us assume that the dynamics of   f ( t )   is described by:


   f ˙   ( t )  =  A f  f  ( t )   



(120)




with known matrix   A f   (this assumption can be relaxed using, for example, an interval formulation). Then, it is possible to consider an augmented state    x ¯   ( t )  =   x   ( t )  T  , f   ( t )  T   T    such that the resulting augmented system is described by:


          x ¯  ˙   ( t )  =  A ¯   θ ( t )   x ¯   ( t )  +  B ¯   θ ( t )  u  ( t )      



(121)






        y  ( t )  =  C ¯  x  ( t )      



(122)




with:


   A ¯   θ ( t )  =      A  θ ( t )      F  θ ( t )       0    A f        B ¯   θ ( t )  =      B  θ ( t )       0       C ¯  =     C   0      








Hence, a state observer designed to provide an estimate     x ¯  ^   ( t )    of    x ¯   ( t )    would provide an estimate    f ¯   ( t )    of   f ( t )  .



Among recent works developing further this concept, an adaptive polytopic observer which could estimated time-varying actuator faults was presented in Ref. [164] for convex descriptor systems, differing from most of other papers which assume generally that the actuator faults are constant. Sliding mode observers have been investigated by Refs. [165,166], which have considered the case of erroneous scheduling parameters. The case in which the fault’s frequency content is not distributed within the whole frequency domain but in a finite interval of frequencies was addressed by Ref. [167] based on the GKYP lemma. An improvement of the design conditions has been brought by Ref. [168], which have developed a robust fault estimator via homogeneous polynomially parameter-dependent Lyapunov functions. It is worth highlighting that, although the majority of the results found in the literature consider the case of additive faults, some recent work has proposed a switched observer formulation to estimate actuator multiplicative faults in discrete-time convex systems [135]. Successful applications of observer-based fault estimation, either using high-fidelity simulations or through experimental validation, can be found in the areas of aviation [165,166], bioreactors [12], distillation columns [169], automotive suspension systems [170] and renewable microgrids [171,172].




4.4. Multiple Model Adaptive Estimators


The main idea behind MMAEs is to choose a set of models that represent the possible system behavior patterns and to obtain the state estimate as a combination of the estimates obtained from local state observers which run in parallel, each one based on the individual models that match these patterns [173,174]. The above mentioned combination is achieved as a weighted sum, where the weights represent the likelihood that the corresponding model is indeed true. Under certain conditions, the weight associated with the correct model converges to 1, while the other weights converge to 0, which allows an adaptive identification of the correct model [175]. This approach has been developed for discrete-time systems and it is exemplified hereafter.



Following Ref. [176], let us consider the discrete-time convex system:


        x  ( k + 1 )  = A  ζ ( k ) , θ ( k )  x  ( k )  + B  ζ ( k ) , θ ( k )  u  ( k )      



(123)






        y  ( k )  = C  ζ ( k ) , θ ( k )  x  ( k )      



(124)




where using standard notation,   k ∈ Z   denotes a sample. Moreover,   ζ ( k )   denotes an uncertain parameter, for which a finite set of candidate parameter values   {  ζ 1  ,  ζ 2  , … ,  ζ N  }   is considered.



For the system (123)–(124), state estimation is achieved by means of the following convex MMAE [176]:


      x ^   ( k )  =  ∑  i = 1  h    p i   ( k )   x ^   ( k |  ζ i  )       



(125)






         y ^   ( k )  =  ∑  i = 1  h    p i   ( k )   y ^   ( k |  ζ i  )       



(126)






         ζ ^   ( k )  =  ζ   i *   ( k )    ,   i *   ( k )  = arg  max  i ∈   1 , … , h      p i   ( k )      



(127)




where    x ^   ( k )   ,    y ^   ( k )    and    ζ ^   ( k )    denote the estimates of the state   x ( k )  , the output   y ( k )   and the unknown parameter vector  ζ , respectively and    p i   ( k )    are dynamic weights, which can be interpreted as a time-varying indicator of how likely it is that   ζ =  ζ i   . In (125)–(126), each    x ^   ( k |  ζ i  )   ,    y ^   ( k |  ζ i  )    correspond to local estimates, obtained under the assumption that   ζ =  ζ i   .



The dynamic weights    p i   ( k )    appearing in (125)–(127) can be generated as follows:


   p i   ( k + 1 )  =    p i   ( k )   β i   ( k )   e  −  ω i   ( k )        ∑  j = 1  N     p j   ( k )   β j   ( k )   e  −  ω j   ( k )        



(128)




where    β i   ( k )    is a positive weighting matrix function and    ω i   ( k )    is the error measuring function, which describes how different is each local output estimate    y ^   ( k |  ζ i  )    from the observed output   y ( k )  .



The above described convex MMAE, for which a conceptual scheme is provided in Figure 7, has some relevant properties. First of all, if    p i   ( 0 )  > 0  ∀ i ∈  { 1 , … , h }   , it can be proven that all the weights    p i   ( k )    generated by (128) are non-negative, uniformly bounded and contained in   [ 0 , 1 ]  , with    ∑  i = 1  h   p i   ( k )  = 1  ,   ∀ k > 0  . Moreover, it can be demonstrated that under some conditions the parameter estimate    ζ ^   ( k )    will converge to a value   ζ i *   with    p i *   ( k )  → 1   as   k → ∞  , which corresponds to the local estimate that exhibits the smallest error measuring function.



These properties have been exploited for fault identification purposes by Ref. [177], where it was shown that a convex MMAE could be used to achieve icing diagnosis in unmanned aerial vehicles (UAVs) with the relevant feature that information about the icing location could be obtained. In this case, the idea is to assign different faulty models to different parameters   ζ i  , in such a way that the dynamic weights would suggest which model is the one that fits data coming from the sensors the best. A similar idea was employed in Ref. [178], where a bank of observers, each one corresponding to a system description taking into account the presence of a particular fault, was used to address the problem of fault detection and isolation in near-space vehicles (NSVs) with actuator faults.




4.5. Sliding Mode Fault Tolerant Control


The robustness of sliding mode control (SMC) against matched uncertainties makes it an interesting choice for FTC [179], although its direct application is impeded by the loss of regularity of the sliding mode when complete losses of actuators are considered. In fact, the first applications of SMC to convex systems were in a fault-free context [180]. The above mentioned problem was solved for overactuated systems by Ref. [181] by means of control allocation (CA), which provides an effective mechanism for distributing a virtual control signal among the available actuators.



More specifically, a convex plant subject to actuator faults represented by a diagonal semipositive definite matrix   W ( t )   with diagonal entries that represent the effectiveness level of actuators was considered in Ref. [181], as follows:


   x ˙   ( t )  = A  θ ( t )  x  ( t )  +  B f  E  θ ( t )  W  ( t )  u  ( t )   



(129)




where   E ( θ )   is invertible for all   θ ∈ Θ   and   B f   is factored as    B f  =    B 1  ,  B 2   T    with    B 2   B 2 T  =  I l   ,   l <  n u    and     B 2   >   B 1    , so that   B 2   represents the dominant contribution of the distribution of the control action within the channels of the system.



For the system (129), the control law is chosen as (see Figure 8 for an illustrative scheme):


  u  ( t )  = −   E  θ ( t )    − 1    B 2 T     B 2  E  θ ( t )   W ^   ( t )    E  θ ( t )    − 1    B 2 T    − 1     ν l   ( t )  +  ν n   ( t )    



(130)




where    W ^   ( t )    is an estimate of   W ( t )  ,    ν l   ( t )    is the linear component of the virtual control, chosen to be a standard state-feedback    ν l   ( t )  = − F x  ( t )    and    ν n   ( t )    is the nonlinear discontinuous part, which induces sliding and provides robustness:


   ν n   ( t )  = − κ  ( t )    σ ( t )   σ ( t )      for  σ  ( t )  ≠ 0  



(131)




where   κ ( t )   is an adaptive modulation function given by:


        κ  ( t )  =  F   x ( t )   κ ¯   ( t )  + η     



(132)






          κ ¯  ˙   ( t )  = − β  κ ¯   ( t )  + γ  ϵ 0   F   x ( t )   σ ( t )      



(133)




with   β , γ ,  ϵ 0  , η   positive scalars and  σ  defines the sliding surface   σ ( t ) = 0  :


  σ  ( t )  =  B 2     B f T   B f    − 1    B f T   x  ( t )  − x  ( 0 )  −  ∫  0  t    A  θ ( τ )  −       B 1   B 2 T        I l      F  x  ( τ )  d τ    



(134)




Finally, Ref. [145] shows that if F is designed such that the fault-free closed-loop system is quadratically stable, then it is possible to prove that for any faults/failures inside the set:


   W ϵ  =  {  (  w 1  , … ,  w  n u   )  ∈  [ 0 , 1 ]  × … ×  [ 0 , 1 ]  : H   ( θ )  T  H  ( θ )  > ϵ I }   



(135)




with  ϵ  small scalar which satisfies   0 < ϵ ≪ 1   and   H  ( θ )  =  B 2  E  ( θ )  W  ( t )    E ( θ )   − 1    B 2 T   , the sliding motion will be stable if:


   γ 0   γ 1   1 +  c  ϵ    < 1  



(136)




where   γ 0   is the   L 2   gain of    G ˜   ( s )  = F   s I − A  ( θ )  +  B ν  F   − 1      I  n − l   , 0  T   ,    γ 1  =   B 1     (which, by assumption is small) and c represents the worst-case condition number (over  Θ ) of   E ( θ )  .



The design of the state-feedback controller in Ref. [181] was based on the assumption that all the plant states are available. This assumption was later relaxed by Ref. [182], where an unknown input observer (UIO) was used to estimate the unavailable plant states. Further research has led to develop some conditions based on the Lyapunov-Krasovskii functional approach that do not only guarantee the passivity and asymptotical stability of the closed-loop system but also cover the issue of actuator saturation and the existence of time-varying delays [183].




4.6. Fault Tolerant Control Based on Controller Reconfiguration


On the other hand, as the name itself suggests, in controller reconfiguration, some modification of the control law is performed in order to compensate for the fault effect and make the faulty system behave as close as possible to the nominal system. The reconfiguration can be performed either by considering the fault estimation    f ^   ( t )    as an additional scheduling variable    θ f   ( t )   , as in Refs. [26,184,185] or by introducing a component in the control law, which is responsible to achieve fault tolerance, as proposed by Refs. [186,187,188,189]. In the first case, if we restrict our attention to a state-feedback control law (for the sake of simplicity), then it would have the following structure:


  u  ( t )  = K  θ  ( t )  ,  θ f   ( t )   x  ( t )   



(137)




with the advantage that fault tolerance would be achieved employing exactly the same LMI-based techniques employed for standard control design. On the other hand, in the second case, the control law is obtained as follows (see Figure 9):


  u  ( t )  =  u n   ( t )  +  u f   ( t )   



(138)




where    u n   ( t )    is the nominal state-feedback controller in fault-free condition and    u f   ( t )    is used to accommodate the faults. The advantage of this approach lies in that it eases the integrated design of fault estimator and fault tolerant controller, as discussed deeply in Ref. [188]. In order to illustrate this fact, let us consider the following convex system, which is a simplification of the class of systems considered in Ref. [188] by neglecting disturbances and parametric uncertainties in the state matrix:


         x ˙   ( t )  = A  θ ( t )  x  ( t )  + B  θ ( t )  u  ( t )  + F  θ ( t )   f a   ( t )      



(139)






        y  ( t )  = C x  ( t )  +  F s   f s   ( t )      



(140)




where    f a   ( t )    and    f s   ( t )    denote actuator and sensor faults, respectively. By augmenting the state as    x ¯   ( t )  =   x  ( t )  ,  f a   ( t )  ,  f s   ( t )   T   , the system (139)–(140) becomes:


          x ¯  ˙   ( t )  =  A ¯   θ ( t )   x ¯   ( t )  + B  θ ( t )  u  ( t )      



(141)






        y  ( t )  =  C ¯   x ¯   ( t )      



(142)




for which an observer can be proposed, as follows:


         z ˙   ( t )  = M  θ ( t )  z  ( t )  + J  θ ( t )  u  ( t )  + L  θ ( t )  y  ( t )      



(143)






         x ^   ( t )  = z  ( t )  + H y  ( t )      



(144)




where   z ( t )   and    x ^   ( t )    are the observer internal state and the estimate of    x ¯   ( t )   , respectively. Under the assumption that:


        L  θ ( t )  =  L 1   θ ( t )  +  L 2   θ ( t )      



(145)






         L 2   θ ( t )  =  Ξ  A ¯   θ ( t )  −  L 1   θ ( t )   C ¯   H     



(146)






        M  θ ( t )  = Ξ  A ¯   θ ( t )  −  L 1   θ ( t )   C ¯      



(147)






        J  θ ( t )  = Ξ  B ¯   θ ( t )      



(148)




with   Ξ = I − H  C ¯   , the dynamics of the estimation error   e  ( t )  = x  ( t )  −  x ^   ( t )    is described by:


   e ˙   ( t )  = M  θ ( t )  e  ( t )  =  Ξ  A ¯   θ  ( t )  −  L 1   θ ( t )   C ¯    e  ( t )   



(149)







If the control law is chosen as:


  u  ( t )  = K  θ ( t )   x ^   ( t )  =       K x   θ ( t )       K f   θ ( t )        x ^   ( t )   



(150)




where    K x   θ ( t )    and    K f   θ ( t )    are the state-feedback and actuator fault compensation gains respectively, then if    K f   θ ( t )    is chosen as    K f   θ ( t )  = − B   θ ( t )  †  F  θ ( t )    (under the assumption that the actuator fault    f a   ( t )    is in the range space of the control input), one obtains:


   x ˙   ( t )  =  A  θ ( t )  + B  θ ( t )   K x   θ ( t )   x  ( t )  + E  θ ( t )  e  ( t )   



(151)




with:


  E  θ ( t )  =      − B  θ ( t )   K x   θ ( t )      F  θ ( t )     0      



(152)







On the other hand, the sensor fault can be compensated as:


   y c   ( t )  = y  ( t )  −  F s    f ^  s   ( t )   



(153)




where    y c   ( t )    is the compensated system output and     f ^  s   ( t )    is the sensor fault estimate. Since (149) and (151) describe an autonomous convex system, the integrated FE/FTC design can be formulated as an LMI-based stabilization problem (  H ∞   optimization if there are uncertainties and/or disturbances).




4.7. Fault-Hiding via Virtual Actuators and Virtual Sensors


Contrarily to the previously described approach, the fault-hiding paradigm aims at reconfiguring the faulty plant instead of the controller/observer when a fault occurs [88]. The reconfiguration block hides the fault from the controller/observer point of view, such that it will see the same plant as before the fault and thus can be kept without modifying or retuning it (see Figure 10). The advantage of doing so is that fault tolerance can be added to an already existing control scheme by means of a plug-and-play philosophy. In case of actuator faults, the reconfiguration block is named virtual actuator [190], whereas it is named virtual sensor in the case of sensor faults [191]. Although virtual sensors and virtual actuators were initially considered separately, an overall scheme that employs both of them in order to tolerate simultaneous actuator and sensor faults was later developed [192,193]. Some recent work has also studied issues related to the existence of input constraints (saturations) and fault isolation delays [194].



Let us consider the following convex system:


         x ˙   ( t )  = A  θ ( t )  x  ( t )  + B  θ ( t )  W  ( t )   u  ( t )  +  f a   ( t )       



(154)






        y  ( t )  = V  ( t )  C x  ( t )  +  f s   ( t )      



(155)




where, consistently with the previously described approaches,   W ( t )   and   V ( t )   denote losses of effectiveness in the actuators and sensors, respectively, whereas    f a   ( t )    and    f s   ( t )    denote additive actuator/sensor faults.



The structure of the convex virtual actuator depends on the following rank condition (  W ^   denotes an estimation of W) [192]:


  rank  B  θ  ( t )   W ^   ( t )    = rank  B  θ ( t )    ∀ θ ∈ Θ  



(156)




which describes whether fault tolerance can be achieved through a simple redistribution of the control inputs. In the first case, the reconfiguration structure is as follows:


  u  ( t )  =  N  v a    θ ( t )   u c   ( t )  −   f ^  a   ( t )   



(157)




where     f ^  a   ( t )    is an estimation of    f a   ( t )    and    N  v a    θ ( t )    is given by:


   N  v a    θ ( t )  =   B  θ ( t )   W ^   ( t )   †  B  θ ( t )   



(158)




In case (156) does not hold, the virtual actuator becomes a dynamical system with state equation:


    x ˙   v a    ( t )  =  A  θ ( t )  +  B *   θ ( t )   M  v a    θ ( t )    x  v a    ( t )  +  B  θ  ( t )  −  B *   θ ( t )     u c   ( t )   



(159)




and output equation (reconfiguration structure):


  u  ( t )  =  N  v a    θ ( t )    u c   ( t )  −  M  v a    θ ( t )   x  v a    ( t )  −   f ^  a   ( t )    



(160)




where    x  v a    ( t )    is the virtual actuator state,    M  v a    θ ( t )    denotes the virtual actuator gain and the matrix    B *   θ ( t )    is obtained as:


   B *   θ ( t )  = B  θ ( t )   W ^   ( t )   N  v a    θ ( t )   



(161)




Similarly, the structure of the virtual sensor depends on the following rank condition (  V ^   is the estimation of V) [192]:


  rank   V ^   ( t )  C  = rank  ( C )   



(162)




so that if it holds, then the virtual sensor is a static block, whereas if the above condition does not hold, then it is a dynamical system with internal state    x  v s    ( t )    and dynamics described by the equations:


          x ˙   v s    ( t )  =  A  θ ( t )  +  M  v s    θ ( t )   C *    x  v s    ( t )  + B  θ ( t )   u c   ( t )               −  M  v s    θ ( t )   N  v s    ( t )   y  ( t )  +  V ^   ( t )  C  x  v a    ( t )  −   f ^  s   ( t )       



(163)






         y c   ( t )  =  N  v s    ( t )   y  ( t )  +  V ^   ( t )  C  x  v a    ( t )  −   f ^  s   ( t )   +  C −  C *    x  v s    ( t )      



(164)




where     f ^  s   ( t )    denotes an estimation of    f s   ( t )   ,    M  v s    θ ( t )    is the virtual sensor gain and:


         N  v s    ( t )  = C    V ^   ( t )  C  †      



(165)






         C *  =  N  v s    ( t )   V ^   ( t )  C     



(166)




Then, it is possible to show that if the control loop consists of a state-feedback law with controller gain   K  θ ( t )    and a Luenberger observer with gain   L  θ ( t )   , then thanks to the introduction of the virtual actuator/sensor in the loop, one can find an appropriate similarity transformation of the overall augmented state such that the dynamics in the new state coordinates   x ˘   is described by:


    x ˘  ˙   ( t )  =      A  ( θ )  +  M  v s    ( θ )   C *     0   0   0     ⋆    A ( θ ) + L ( θ ) C    0   0     ⋆   ⋆    A ( θ ) + B ( θ ) K ( θ )    0     ⋆   ⋆   ⋆    A  ( θ )  +  B *   ( θ )   M  v a    ( θ )        x ˘   ( t )   



(167)




where ★ denotes some generic non-zero terms, which is in a block-triangular structure. Then, since   A ( θ ) + L ( θ ) C   and   A ( θ ) + B ( θ ) K ( θ )   are already stable due to the stability of the faultless system, one can ensure overall stability under fault occurrence by designing the gains    M  v s    ( θ )    and    M  v a    ( θ )    so that   A  ( θ )  +  M  v s    ( θ )   C *    and   A  ( θ )  +  B *   ( θ )   M  v a    ( θ )    are stable (the reader is referred to Ref. [192] for further details on the method, along with a discussion about the quadratic stability of block-triangular convex systems).



Finally, it is worth mentioning that some recent works have combined model predictive control (MPC) with the convex formulation in order to take into account possible input and state constraints associated to actuator saturation and other physical limitations [195,196]. The convex MPC framework has been used to go one step further than FTC, that is, to perform health-aware control on the basis of the information about the system reliability provided by a prognosis and health management (PHM) module [197,198]. This type of control strategy increases the overall reliability, anticipates the apparition of faults and reduces the operational costs.





5. Conclusions


In this paper, we have performed a review of the most applied techniques in control, observation and safety of convex systems. With this terminology we have wished to unify the concepts of linear parameter varying and Takagi-Sugeno systems, with the purpose of allowing the reader to taste all the flavors of techniques offered by the humongous existing literature about these classes of systems. Due to the huge amount of papers, the review is in no way meant to be exhaustive but it is meant to be a helpful document to look for any reader who wishes to locate himself/herself in this field and learn about the main used techniques. We feel that we have done our best to provide a discussion about the state-of-the-art of the topic. However, in spite of our best efforts, many publications could not be included and for this reason, we would like to apologize in advance for any omission.



In addition, it is important to mention that this paper is mainly focused on discussing the advances of polytopic convex systems. However, it is acknowledged that other approaches that lead to an LPV representation exist, such as grid-based LPV [199], linear fractional transformation (LFT)-based LPV [200,201], polynomial LPV approaches [202] and tensor model-based transformation [203,204], among others. Also, the reader should note that, throughout the review, only methods based on quadratic Lyapunov functions have been discussed. Nevertheless, less conservative solutions can be obtained based on non-quadratic Lyapunov functions, for example, the polyquadratic, as proposed in Refs. [69,70,71]. In general, all these topics are currently investigated and, therefore, the above references are recommended to the interested reader.
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Figure 1. Structure of the review. 
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Figure 2. Conceptual scheme of convex control. 
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Figure 3. Convex tracking controller scheme. 
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Figure 4. Convex model predictive control scheme. 
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Figure 5. Convex state observer scheme. 
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Figure 6. Convex proportional integral observer (PIO) scheme. 
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Figure 7. Multiple model adaptive estimator (MMAE) conceptual scheme. 
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Figure 8. Sliding mode fault tolerant control (FTC) scheme. 
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Figure 9. Controller reconfiguration FTC scheme. 
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Figure 10. FTC using virtual sensors and virtual actuators. 
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