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Abstract: Significant increases in processing power, coupled with the miniaturization of processing
units operating at low power levels, has motivated the embedding of modern control systems into
medical devices. The design of such embedded decision-making strategies for medical applications
is driven by multiple crucial factors, such as: (i) guaranteed safety in the presence of exogenous
disturbances and unexpected system failures; (ii) constraints on computing resources; (iii) portability
and longevity in terms of size and power consumption; and (iv) constraints on manufacturing
and maintenance costs. Embedded control systems are especially compelling in the context of
modern artificial pancreas systems (AP) used in glucose regulation for patients with type 1 diabetes
mellitus (T1DM). Herein, a review of potential embedded control strategies that can be leveraged
in a fully-automated and portable AP is presented. Amongst competing controllers, emphasis is
provided on model predictive control (MPC), since it has been established as a very promising control
strategy for glucose regulation using the AP. Challenges involved in the design, implementation
and validation of safety-critical embedded model predictive controllers for the AP application
are discussed in detail. Additionally, the computational expenditure inherent to MPC strategies is
investigated, and a comparative study of runtime performances and storage requirements among
modern quadratic programming solvers is reported for a desktop environment and a prototype
hardware platform.

Keywords: embedded control systems; artificial pancreas; software architecture; model predictive
control (MPC); safety-critical applications

1. Introduction

Embedded electronics are widely incorporated in medical devices for diagnosis, prognosis
and monitoring of a disease. Examples of such devices, generally implemented with humans
in the decision-making process, include: digital thermometers, blood pressure monitors,
blood glucose monitors, ECG (Electrocardiography), radiography, MRI (Magnetic Resonance Imaging),
CT (Computed Tomography) and PET (Positron Emission Tomography). The pressing need to develop
fully-automated therapeutic devices (therefore, removing the human-in-the-loop formalism) for active
decision-making, coupled with demands for portability and cost-effectiveness, has prompted the
progress of embedded control systems for medical applications.

A medical embedded controller is a miniaturized, automated system, informed by measurements,
i.e., feedback, from the patient and his or her external environment, designed to perform a dedicated
function related to immediate treatment or overall management of patient health. Sensors, transducers
and human-computer interactions are used for the embedded controller to interact with the
environment, and processing units such as microcontrollers/microprocessors are typically employed to
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execute decision-making strategies based on the acquired measurement information. Additional design
specifications, such as, for example, (i) runtime constraints imposed by the implementation platform;
(ii) reliable operation in the presence of exogenous disturbances and potential system failures;
(iii) optimal power management for the prevention of overheating and to enhance device longevity
and (iv) security regulations to guarantee patient privacy, are also considered while designing the
embedded controller.

An extremely important application that requires the successful integration of feedback control
mechanisms embedded in medical devices is the artificial pancreas (AP) for people with type 1 diabetes
mellitus (T1DM). T1DM patients suffer from an auto-immune disorder that prevents the pancreas
from secreting insulin, a hormone essential for the regulation of blood glucose levels. Dysregulation of
blood glucose concentrations typically leads to serious medical conditions, such as hyperglycemia- and
hypoglycemia-induced health complications that can increase mortality rates by 1.5 fold in patients
with diabetes [1]. Consequently, exogenous insulin must be delivered to maintain the blood glucose
concentration within a safe range (70–180 mg/dL). The AP delivers personalized insulin infusions
in a closed-loop, that is the magnitude of insulin infused is computed based on blood glucose
measurements. Currently, the most advanced treatment of T1DM employs a continuous glucose
monitoring system (CGM) that takes measurements of glucose concentration at regular intervals.
These CGM measurements are leveraged by a control algorithm in the AP, which (without the patient’s
active involvement) computes an appropriate magnitude of insulin infusion. The infusion is actuated
by an insulin pump, also referred to as a continuous subcutaneous insulin infusion (CSII) system.

Several control algorithms have been considered for an AP system [2] and have been clinically
evaluated, including: fuzzy logic-based control (FLC) [3,4], proportional-integral-derivative (PID)-type
control [5,6] and model predictive control (MPC) [7–10]. The results indicate that a reliable AP system
can be developed using any of these controller variants [11]. Currently, the control algorithms for
the AP are implemented on CPU-based devices, such as PCs, laptops and tablets, with a recent
shift towards smaller processing units, such as those found in smartphones. It is necessary, however,
to search for alternative control strategies or to modify existing controllers to warrant implementation
on miniaturized devices with limited memory capacity operating at ultra-low power levels.

The inherent robustness to model mismatch and delays, the design flexibility, the ability to handle
multivariable systems, as well as safety and reliability constraints and the flexible use of the system
model make MPC an attractive control algorithm for complex system. The MPC algorithm has been
successfully implemented in industrial safety-critical process control applications, such as oil and gas,
chemicals, aerospace, food and processing [12] and in the automotive and aircraft domains [13,14].
State-of-the-art embedded MPC on platforms like programmable logic controllers (PLCs) [15] and
digital distributed control systems (DCSs) has motivated the consideration of embedded MPC for the
AP system. Therefore, in this study, emphasis is placed on the MPC implementation requirements for
an embedded AP. It is expected that an embedded AP with MPC in the decision-making module can be
replaced by computationally simpler algorithms like PID or fuzzy-logic based controllers if required.

The objective of this paper is to explore current and future trends in the AP technology with a focus
on architecture and algorithms amenable to low-complexity miniaturized devices. We discuss available
hardware and software configurations and provide insight into the configuration for embeddable
AP. We also propose multiple control algorithms for embedded AP, with special emphasis on model
predictive control and its variants due to several important qualities: namely, design flexibility in
terms of complexity reduction and available resource constraints (memory/time/power) along with
the inherent embedding-agnostic advantages discussed above. We also compare different optimization
methods and solvers to demonstrate this design flexibility of the MPC. However, the controller has to
be built around peripheral layers that are responsible for ensuring the security, privacy and integrity of
the patient. To this end, we provide a detailed list of potential embedded AP hazards and methods in
the current literature to mitigate these issues. It is important to clarify that the AP system is considered
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as an exemplar system in this work; however, the configurations, algorithms and safety protocols
covered are generalizable to embedded/wearable medical devices across a wide range of applications.

The rest of this paper is organized as follows. Section 2 presents the AP system configurations for
the implementation on a smartphone or on-chip. Design requirements for the software architecture
based on the specifications of the available hardware resources are discussed. Section 3 lists the
available control algorithms used in modern AP systems that can potentially be embedded in low
complexity hardware platforms. Multiple available MPC solvers are evaluated, and a comparative
study of their runtimes, code size and control performance is made both on a desktop and on
a prototyping hardware platform with representative numerical examples. Challenges associated with
the design, system prototyping and verification methods are discussed in Section 4. Safety requirements
that must be guaranteed in order to develop a reliable AP system are described in Section 5.
Some concluding remarks on the development of embedded AP systems are presented in Section 6.

2. AP System Architecture

2.1. Components of the AP System

The AP system consists of the following three components: a continuous glucose monitor (CGM),
a control algorithm and a pump for delivering insulin (and glucagon in bi-hormonal therapy). In this
work, the single hormone approach will be discussed because it is commonly available. The CGM
provides the controller with glucose measurements, typically every 5 min for currently available
CGM devices. Subsequently, the controller processes the information reported by the CGM, and the
appropriate insulin dosage is computed. The calculated control action is then signaled to the insulin
pump to execute the control action and actuate the prescribed insulin dose. An AP consisting of
the three necessary elements of CGM, CSII pump and control law regulates glucose in a closed-loop
manner, without necessitating the active participation of the patient in the decision-making process.

2.2. Hardware Configurations of the AP System

The AP system architecture has been clinically evaluated for three potential configurations,
based on the hardware platform where the controller was implemented, specifically:
computer/laptop [7,16–18], tablet [8,19,20] and smartphone [21]. In this study, we examine
two possible AP hardware configurations; we refer to them as Configuration A and Configuration
B. In Configuration A, the control unit is an application installed on a commercially available
handheld device. A future design aim is that the application can be employed concurrently with
other applications run by the user. To this end, a smartphone-based AP platform (currently, for the
development phase of the Diabetes Assistant (DiAS) platform, the smartphone is employed as
a dedicated controller, and no other phone-related functions are permitted) (DiAS; University of
Virginia, Charlottesville, VA, USA) has been developed [22] and evaluated in outpatient
studies [10,23–26]. Extended studies involving a two-month evening and night closed-loop
control study have also been performed [27]. Results from these studies indicate that the developed
platform is reliable in terms of computational efficiency and safety. An iPhone 4S was used in [28]
to run a control algorithm for bi-hormonal therapy that was evaluated in an outpatient study of
preadolescent children with T1DM. A hand-held computer [29] was used to run the control algorithm
in [30,31]. A free-living conditions clinical trial was performed using a smartphone that implemented
the controller [32]. A hybrid closed-loop delivery system implemented on a cellular device was
evaluated in a supervised outpatient study [33]. A wearable device that integrates the CGM, CSII,
a glucagon pump, the control algorithm and wireless transmitters was presented and evaluated in
a pilot at home clinical study [34]. A bio-inspired AP system implemented on a miniature silicon
microchip within a portable hand-held device is evaluated in [35]. In Configuration B, on the other
hand, the controller is embedded directly into the pump. In this case, no additional peripheral devices
(such as smartphones) are required to run the control algorithm.
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Configurations A and B are presented in a schematic; see Figure 1. There are two main components:
the data acquisition unit and the control unit. Possible inputs to the data acquisition unit include:
(i) the real-time glucose concentration values sent wirelessly from the sensor; (ii) discrete finger stick
values used for the calibration of the sensor; and (iii) manually = provided patient information,
such as announced meals, that may permit tighter control by feed-forward action. A transmitter that is
operatively coupled with a microprocessor is configured to communicate with the sensor and the user
input. The microprocessor in the data acquisition unit is used to transmit control signals to the receiver
during operation, and to control the retrieval and processing of stored data. The data acquisition
unit can be either a standalone monitoring or displaying device (as for example seen in Figure 1,
Configuration A) or it can be integrated into the insulin pump (see Configuration B). In Configuration
A, the data acquisition unit wirelessly sends information to the handheld controller [22]. The measured
glucose values and insulin treatment can be saved on a secure virtual cloud [36,37] for analysis and
evaluation by the patient and their healthcare provider.

Processes 2016, 4, 35 4 of 29 

B, on the other hand, the controller is embedded directly into the pump. In this case, no additional 
peripheral devices (such as smartphones) are required to run the control algorithm. 

Configurations A and B are presented in a schematic; see Figure 1. There are two main 
components: the data acquisition unit and the control unit. Possible inputs to the data acquisition 
unit include: (i) the real-time glucose concentration values sent wirelessly from the sensor; (ii) 
discrete finger stick values used for the calibration of the sensor; and (iii) manually = provided 
patient information, such as announced meals, that may permit tighter control by feed-forward 
action. A transmitter that is operatively coupled with a microprocessor is configured to 
communicate with the sensor and the user input. The microprocessor in the data acquisition unit is 
used to transmit control signals to the receiver during operation, and to control the retrieval and 
processing of stored data. The data acquisition unit can be either a standalone monitoring or 
displaying device (as for example seen in Figure 1, Configuration A) or it can be integrated into the 
insulin pump (see Configuration B). In Configuration A, the data acquisition unit wirelessly sends 
information to the handheld controller [22]. The measured glucose values and insulin treatment can 
be saved on a secure virtual cloud [36,37] for analysis and evaluation by the patient and their 
healthcare provider. 

 
Figure 1. Schematic artificial pancreas (AP) system architecture. In Configuration A (top), the control 
unit is an application installed on a handheld device. In Configuration B (bottom), the embedded 
controller is integrated into the actuating insulin pump (BG = blood glucose; CGM = continuous 
glucose monitoring; RF = radio frequency). 

 

Figure 1. Schematic artificial pancreas (AP) system architecture. In Configuration A (top), the control
unit is an application installed on a handheld device. In Configuration B (bottom), the embedded
controller is integrated into the actuating insulin pump (BG = blood glucose; CGM = continuous
glucose monitoring; RF = radio frequency).



Processes 2016, 4, 35 5 of 29

In Configuration B, enclosed within the blue dashed line in Figure 1, the control unit is built into
the insulin pump. The ultimate objective for the AP system is to integrate the data acquisition unit
into the pump. Therefore, the two components are combined into a single dedicated device to enable
secure resource sharing at higher speeds.

2.2.1. Configuration A

Due to recent advances in mobile computing, the smartphone (handheld device) has been
established as a useful medium for implementing a myriad range of applications. In the case of
an AP system, the control unit can be implemented as an application on a smartphone. The supporting
hardware specifications for the running AP control application are obtained using ARM Cortex-A15
as a reference microprocessor that is comparable with microprocessors commonly used in modern
smartphone technology (Qualcomm, Samsung, NVidia).

2.2.2. Configuration B

This configuration entails that the control unit is integrated directly into the insulin pump.
Although the exact specifications of the microcontrollers used in commercial insulin pumps are not
openly available, the standard requirements for portable medical devices are met with the low-power
microcontrollers, such as STM32 [38], which uses a Cortex M3 processor core based on the 32-bit
ARMv7 architecture, MAXQ2010 [39] and 8-bit S08 [40].

A comparative overview of microcontrollers used in smartphone-based AP systems and
commercial insulin pumps is presented in Table 1.

Table 1. Hardware specifications for various AP (artificial pancreas) configurations. Comparison
metrics include: processing unit, memory capability, clock frequency, arithmetic logic unit (ALU) and
availability of floating point units (FPU).

Hardware Specifications

Configuration (A) Smartphone (B) Insulin Pump

Processor Core ARM Cortex-A15 ARM Cortex-M3 MAXQ2010 8-bit S08

Memory 2 GB RAM 96 KB on-chip RAM
64 KB Flash 2–128 KB Flash
2 KB RAM 0.128–12 KB RAM

CPU Clock Frequency 1.5–1.7 GHz 72 MHz 10 MHz 16–50 MHz

Integer ALU 32-bit 32-bit 16-bit 8-bit

FPU Optional 8 8 8

2.3. Software Architecture

Given the available hardware resources, the software architecture for a chosen control algorithm
affects the dependability of the embedded AP system, while conforming to expected operational
and technological specifications. The concept of dependability, presented in [41], integrates the
following attributes: (i) reliability; (ii) availability; (iii) safety; (iv) confidentiality; (v) integrity;
and (iv) maintainability.

For a safety-critical application such as an embedded medical system, the most important
attribute to be met during the design stage is safety. System failure can jeopardize the patient’s health,
and, therefore, must be prevented under any circumstances. The other attributes are fundamental to
the design and development of any generic embedded medical device and will be briefly discussed in
the rest of this study.

Sensor dropouts and attenuation, insulin infusion failure or erroneously announced meals
are common issues encountered during typical AP operation [42]. The need to fulfill strict safety
requirements has been evident in most AP designs and alternative software architectures have been
evaluated. Modular architecture, including a control, a safety supervision and a range correction
module, has been developed [43]. A health monitoring system is introduced in [44] as a safety layer
in the AP device system. A meal detection algorithm either based on the calculation of the glucose
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rate of change [45,46] or model based [47] is proposed to prevent postprandial hyperglycemia for the
case of unannounced meals. A low-glucose suspend system includes a threshold-suspend feature
of sensor-augmented insulin pumps that forces the pump to shut off when CGM values drop below
a certain threshold [48]. This feature is now commercially available, and it is the first step towards the
development of a safe portable AP system.

The AP software architecture is structured in layers and presented in Figure 2a.
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2.3.1. User Interface Layer

The user interface layer (UI) is used for the communication between the user and the embedded
control system. This layer receives instructions from the patient, for example: the announcement
of a meal, report of exercise, request for a manually-determined insulin bolus; and, along with
the CGM data, this information is directed to the next layer. The UI layer is also responsible for
displaying the returning information from the embedded system to the user. Appropriate functioning
of the embedded control system is dependent on the receipt of good data from the patient,
and a well-designed UI is crucial for this, making it as difficult as possible for the user to make mistakes
in entering data that should be entered mistake free. On the other hand, effective communication and
presentation of data to the subject is imperative for AP users to understand the inner workings of the
control algorithm in order to improve their personal health management.

2.3.2. Task Handling Layer

The task handling layer is responsible for defining, executing and deleting a task. The tasks
involve the filtering and coordination of data [43], the estimation of the metabolic state, the definition
of operational and safety constraints, such as insulin-on-board (IOB) constraints, and the calculation of
time varying glucose targets. Depending on the exact implemented control algorithm, different tasks
may be created.

2.3.3. Control and Safety Layer

The next two layers, the control and safety layers, are the kernel of the AP system. The control
layer is responsible for the calculation of the optimal insulin infusion to be delivered by the pump.
Alternative control strategies have been suggested for the AP system [2], whose implementation in
embedded platforms is discussed in detail in Section 3. The safety layer acts as a supervision layer that
is responsible for evaluating the quality of the input data and detecting any faults originating in the
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control layer. In such scenarios, the safety layer overrides the suggested control action and signals
the lower levels to perform an alternative, safer action. Such an action could be a low risk insulin
infusion or the generation of an alarm that warns the patient to intercede. The interplay between the
controller and the safety layer is as follows. The control is designed to produce insulin infusions with
the end goal of maintaining safe levels of blood glucose. To this end, it is accessorized with basic
safety constraints. However, in the event of controller failure, it is crucial to have a reliable secondary
level of protection for the patient. This is the role of the safety layer: a dedicated function to prevent
life-threatening failures.

As argued in [49], for medical embedded control, the highest priority is to maintain reliability
and safe functionality (fault tolerance, disturbance rejection) while running at optimal operation
levels. Different safety protocols can be implemented in conjunction with the core control strategy,
as presented in Figure 2b,c. For example, in Figure 2b, a distinct fault detection layer is included [50,51]
that identifies if a fault has occurred in the control layer and adapts the control parameters according
to the dynamics of the faulty system. Another way to reconfigure the controller is to switch between
pre-designed controllers depending on the specific fault. However, issues of stability, performance
degradation and increase in storage requirements may arise when switching between controllers,
which is not desirable in medical embedded control. An alternative configuration based on the principle
of functional redundancy has been suggested in [49,52] and is presented in Figure 2c. This architecture
considers two or more control alternatives that run in parallel, and based on pre-specified criteria,
the best solution is selected. However, increased computational complexity and storage requirements
should be taken into consideration. If the control layer cannot provide the optimal solution within the
timing constraints imposed by the hardware, the safe control layer provides a feasible solution that
satisfies basic safety requirements. To address this issue, in [52], the safe control layer solves an iterative
optimization procedure utilizing Hildreth’s algorithm [53] in order to fulfil the strict timing deadlines
of real-time systems while maintaining a minimal set of safety constraints. However, it is not clear that
the solution to runtime constraints lies only in the selection of suitable solvers. For example, in [49],
the authors propose a safe controller that uses the same solver as the control layer, but with settings
tailored towards reducing memory or timing overheads. Such a method may involve warm-start
initialization, where the tail of the previous control trajectory is used as an initial guess for computing
the next control iteration. The overarching objective of this “safe” controller is to construct a solution
that prioritizes the safety of the next control action in spite of the sudden appearance of failure modes.
A detailed description of potential faults in an AP system is presented in Section 6.

2.3.4. Operating System and Hardware Layers

The suggested control solution is then passed to the operating system, which acts as the
communication channel between the upper layers and hardware. It is responsible for scheduling tasks,
memory management, parallel executions and communication with peripherals.

Finally, the processor hardware layer includes the firmware of the microprocessor that controls
directly the operation of the hardware by managing the operating system. It is stored in non-volatile
memory, and its main responsibility is to load the operating system’s kernel into primary memory.
In small embedded devices, the last two layers may be combined.

3. Control Algorithms for the Artificial Pancreas

Mainly three control design approaches have been suggested for the regulation of blood glucose
within a closed-loop framework: PID, fuzzy logic and MPC [2]. PID controllers operate on the
difference between the measured and the desired glucose levels and calculate a control signal
(insulin infusion) that is then applied on the system (patient). The relatively simple implementation
and the argument that the PID algorithm is expected to emulate and replace the biological pancreas
action well [54,55] have established PID controllers as a significant candidate for the AP system [56,57].
The wealth of clinical experience behind the decision-making for glucose regulation has, on the other
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hand, motivated the consideration of fuzzy logic control as a potential candidate [58]. Fuzzy logic
aims to solve a problem by mimicking the way a person would make decisions, by introducing
heuristic variables. Finally, the inherent complexity of the system with hard constraints, time delays,
metabolic uncertainty and variability has encouraged the use of MPC. MPC uses a mathematical
model of patients with type 1 diabetes to predict the future effect of control action (insulin/and
glucagon) on their blood glucose concentration. The model is used to formulate an optimization
problem that minimizes an appropriately chosen performance objective that is solved to obtain the
optimal control trajectory. Several formulations of the MPC problem have been proposed for the AP
system, depending on the controller objectives, the type of the mathematical model used and the
control specifications. For example, the desired blood glucose can be of a constant or time-varying
value [59,60] or a euglycemic zone may be formulated that can also be constant [61] or time varying [62].
The mathematical model can be physiological or empirical, time invariant or adaptive.

In this section, the requirements in terms of design, implementation and computation of the
alternative control algorithms that need to be considered in order to develop an embedded AP control
system are discussed. First, a brief description of PID and fuzzy logic control implementation in
embedded systems is provided, and then, the requirements for embedded MPC development are
discussed in detail.

3.1. Proportional Integral Derivative Control

The PID controller consists of three components: the proportional (P), the integral (I) and the
derivative (D). The control update equation of the PID controller [63] is given by:

u (t) = KP

[
e (t) +

1
τI

∫ t

0
e (s) ds + τD

de (t)
dt

]
, e (t) = r (t)− y (t) (1)

where u(t) is the control output, e(t) is the error signal, represented by a difference between the
reference signal r(t) and the measured output y(t). The scalars KP, τI , τD, denote the controller
parameters. The PID update Equation (1) has to be discretized in order to be implemented in digital
platforms [64,65], given by:

uk = KP

[
ek−1 +

∆t
τI

k−1

∑
s=1

es +
τD
∆t

(ek−1 − ek−2)

]
, ek = rk − yk (2)

where ∆t is the sampling time. Once the discrete PID control algorithm is obtained, anti-windup
algorithms should be considered to account for inaccuracies and oscillations imposed by saturating
constraints on the actuator. Then, the aim is to efficiently implement the controller with respect to
minimizing the execution time and the required memory size to meet the hardware requirements.
Issues of finite word length and precision, signal conditioning, pre-filtering and computational delays
will arise when PID is implemented on digital hardware. Methods for addressing some of these issues
are discussed, for example, in [65]. The optimal use of the hardware resources has been recognized to
play an important role in complexity reduction and speed increase in PID implementation. An efficient
FPGA (field programmable gate array) design scheme for PID implementation is proposed in [66].

3.2. Fuzzy Logic Control

Fuzzy logic can be employed to construct rule-based fuzzy logic control methods. The original
model-free nature of fuzzy logic control has gradually changed to model-based FLC [67] with the
introduction of Takagi–Sugeno (T-S) fuzzy models [68]. The dynamics of nonlinear systems can
be expressed using a T-S fuzzy model built on fuzzy rules. These rules denote local input-output
dynamics and are expressed by local linear models; see, for example [69]. The fuzzy inference process
consists of four steps: initialization, fuzzification, fuzzy inferencing and defuzzification. The first
step involves the definition of the linguistic variables and terms, the construction of the membership
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functions (MF) and the rule base. During the fuzzification step, membership functions are used to
convert the crisp data to fuzzy data, which are then used to evaluate the rules in the rule base using
a fuzzy inference system (FIS). The results are combined, and finally, the output data are converted to
non-fuzzy values during the defuzzification step. The key points that need to be considered for small
footprint hardware implementations of fuzzy logic are [70]: (i) evaluation of the contribution of the
active rules only; (ii) restriction of the shapes of the membership functions; and (iii) simplification
of the defuzzification methods. A single-input FLC is proposed in [71] to simplify the involved
evaluation rules, and with an appropriate choice of the MF shape and fuzzification/defuzzification
methods, the proposed embedded scheme achieved reduced memory needs while maintaining the
performance requirements. In [70], a hybrid software/hardware approach was proposed for FLC
hardware implementation that resulted in improved performance and flexibility perfectly suitable for
low-cost and rapid implementations in robotics.

3.3. Model Predictive Control

At each sampling instant, MPC solves an on-line optimization problem in order to find the optimal
control action that minimizes the objective over a specified time horizon and also satisfies constraints
on inputs (insulin/and glucagon), states (physiological/artificial) or outputs (glucose). When the
optimal sequence of the future control actions {ui, ui+1, . . . , ui + Nc−1} is obtained, only the first value
ui is applied to the system, and the optimization problem is then reformulated and solved at the
next time instant, when new measurement information (namely, yi+1) is available. The optimization
problem that yields the optimal zone-MPC control action, described in [62,72], is given by,

min
ûk ,ǔk

Q
Np

∑
k=1

(zk)
2 +

Nc−1
∑

k=0
(R̂û2

k + Řǔ2
k),

subject to :
xk+1 = Axk + Buk

yk = Cxk
zk = Z(yk, yk+i, y

k+i
)

−uk+i ≤ uk ≤ uk+i
ûk = max (uk, 0)
ǔk = min (uk, 0) ,

(3)

where i denotes the current sampling instant and yi is the current measurement output. With glucose
excursions zk deviating from the euglycemic zone defined with the zone-excursion function Z, where,

Z
(

y, y, y
)
=


y − y, if y > y
y − y, if y ≤ y
0, otherwise

the scalar u denotes the control input, y is the measured scalar output, y and y are the upper and
lower bounds of the euglycemic zone and A, B, C are system matrices. The matrix Q penalizes the
glucose deviation from the target zone, and the matrices R̂ and Ř denote the control input weights
above and below the basal insulin level, respectively. The positive integers Np and Nc, with Nc ≤ Np,
denote the prediction and control horizons of the MPC. The successful implementation of MPC in
real-time applications relies on balancing the different aspects of controller design, such as constraint
satisfaction, optimality, stability and complexity reduction. The repetitive solution of the optimization
problem (3) is computationally intensive and possibly prohibitive for low-memory and low-power
hardware implementation. In real-time applications with hard constraints on execution time and
storage capabilities, it is very challenging to compute an optimal solution in actual time. To overcome
this challenge, alternative approaches that can be employed are discussed in this section.
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3.3.1. Explicit/Multi-Parametric MPC

An approach to overcome implementation complications related to demanding online
computations of traditional MPC is the so-called explicit/multi-parametric MPC (mp-MPC) that
has been proposed in [73,74]. The online optimization problem solved in MPC is now solved offline
by leveraging multi-parametric programming to obtain the optimal control laws as explicit functions
of the states/outputs (defined as the parameters of the system) and the “critical regions” where
these functions are valid. Therefore, the online optimization involved in MPC is replaced by simple
function evaluations in the form of a look-up table that leads to a significant decrease in the on-line
computational effort. Hence, mp-MPC is regarded as a potential alternative for low-power hardware
implementations [75,76]. The idea of an explicit MPC-based AP system has been proposed in [16,77,78]
with simplified computational models.

Increasing the complexity of the system’s description produces a significant increase in memory
demands that could be prohibitive for hardware implementation. In fact, increasing the dimensions
of the states and inputs, the length of the prediction horizon or the number of constraints of the
optimization problem can lead to very expensive off-line computations and an increase in the
number of critical regions. The increased complexity of the solution and the large number of critical
regions can consequently affect the efficiency of the online search algorithm. The disproportionate
scaling of the memory, the off-line computational demands and the complexity of the online
search algorithm with the increase of the problem’s complexity has been recognized widely as
a barrier for further consideration of the mp-MPC approach in real-time applications [79–81].
Many studies have tried to address this problem and suggested countermeasures based on the
problem’s formulation and solution. The common rule is to reduce the dimension of the states and
prediction horizon or the number of dynamics in the case of hybrid systems. However, this could
lead to significant loss of optimality and, potentially, the infeasibility of the computed control action.
An effective solution with direct applicability is the inclusion of manipulated variable blocking [82,83].
In essence, the manipulated variables remain constant during specified intervals, which implies
that the number of optimization variables is decreased. Therefore, the computational complexity
of the corresponding mp-MPC problem is also decreased. Complexity reduction of the calculated
explicit solution is suggested in [84,85], where the number of critical regions is decreased, but the
optimality of the simplified feedback is maintained. However, due to their post-processing nature,
these approaches may be inappropriate for certain applications where the offline computation time is
critical. An alternative approach is the development of approximation designs and search algorithms
that produce approximate descriptions of the explicit sub-optimal solutions for reducing both online
and offline computations [86–89]. An alternative, effective way to decrease storage costs and reduce
complexity in explicit model predictive controllers (EMPCs) is by the characterizing the EMPC surface
using regression or interpolation methods [90–93].

Therefore, the successful implementation of explicit MPC on embedded platforms for a particular
application depends on the system formulation (prediction horizon, number of states and inputs),
the available resources and, if necessary, the applicability of a potential approximation algorithm.

3.3.2. Modified On-Line MPC for Embedded Control Systems

Alternative approaches for online MPC implementation have been developed with the main
objective being to decrease the required time for online execution of the computations in order
to fulfil the time constraints imposed by the hardware resources. The efficiency of implementing
online MPC in microscale devices is dependent not only on the optimization problem inherent to the
MPC algorithms, but also on the choice of the optimization solvers. In [94], a direct application
of Newton’s method is considered that results in solving an unconstrained nonlinear problem
and presents direct applicability to different problem formulations. Then, the precision of the
arithmetic operations of the optimization problem is reduced [95] using a logarithmic number system
(LNS) microprocessor-based architecture [96]. LNS demonstrates a significant decrease in memory



Processes 2016, 4, 35 11 of 29

requirements and an increase in optimization speed compared to arithmetic units. Another common
approach is the implementation of the warm-start procedure. The previously computed control
trajectory for the next control horizon is suitably shifted to be used as a starting point for computing
the current optimal controller. This leads to a reduction in the number of iterations in comparison to
cold-start, with some smoothness assumptions on the optimal MPC space. Alternatively, an option
could be to terminate the optimization procedure early, so long as the optimization method produces
feasible solutions at each iteration. The early termination of an appropriate interior-point method
resulted in high quality control, as reported in [80]. Similar to the explicit MPC, manipulated variable
blocking is an efficient method to reduce the complexity of the computations. Additionally, evaluation
points can be introduced to evaluate the control variables at specific time instants and not over the
entire prediction horizon [83]. Another approach that can be employed for complexity reduction is
linear interpolation between precomputed predicted trajectories with desirable characteristics [97,98].
Each predicted trajectory is tuned to achieve different objectives, i.e., optimal performance or
maximum feasibility. Then, interpolation between the predictions is performed to obtain the best
performance subject to feasibility [99]. This method achieves larger feasibility regions for the same
computational load and a performance close to the exact MPC, but with reduced computational
burden. A conceptually similar idea that aims to meet the performance objectives within a limited
time frame is to derive alternative control laws off-line and then online to choose the one that gives the
best performance using a scheduler or supervisor [100]. A feedback scheduler is suggested in [101,102]
that uses feedback information from the optimization algorithm to dynamically allocate CPU time
to tasks and to determine when to terminate the optimization problem and output the control signal.
A hybrid logic MPC is suggested in [94] to decrease further the computational complexity. A less
expensive control-scheme is employed when the output reaches the set-point. In this particular
example, the optimizations are aborted when the output lies within a range. Other approaches based
on suboptimal MPC strategies are investigated in [103,104] that reduce the online computational effort
of MPC.

3.3.3. Optimization Algorithms and Solvers

As discussed in the previous section, the most demanding part of MPC is the repetitive solution
of the optimization problem (3). Therefore, the choice of the optimization algorithm and solver for
embedded control applications is crucial. The solver’s efficiency is directly related to the real-time
specifications of the available hardware platform as discussed in [105]. In essence, the runtime
specifications impose a limit on the number of iterations that can be performed by the solver,
which subsequently affects the level of achieved optimality. Moreover, reduced solver runtimes
imply decreased power consumption that can considerably contribute to extending the life of the
battery that powers the system. Two of the most commonly-used optimization algorithms that are
briefly discussed here are active-set and interior point:

3.3.4. Active-Set Method

This is a very popular method that is based on defining (at each time step) a set of constraints
that are active at the solution and treated as equalities. The active-set method iteratively adjusts the
working set, i.e., an estimate of the active set, since constraints may become active or inactive at
every time step. The process terminates when the current iterate minimizes the cost function over the
working set and all Lagrange multipliers related to the constraints of the working set are non-negative.
The major advantage of the method is the fast solution of the optimization problem since only active
constraints are considered for every iteration. However, since the active set varies from step to step,
the structure of the problem may also change.
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3.3.5. Interior Point Method

The notion of the interior point method (IPM) involves posing the inequality-constrained
optimization problem as a sequence of a system of linear equations [106] that can be solved efficiently
by using Cholesky factorization or exploiting the sparsity of the structure of matrices involved.
The interior point method provides an attractive alternative to the active-set algorithm because
the dimension and structure of the system of linear equations is invariant across iterations [107].
In [108], a comparison of the active-set method (ASM) and IPM performance when implemented
on an FPGA was made. It is suggested that ASM performs better for small-scale applications,
while IPM should be preferred in the case of larger applications. It was also shown that the storage
requirements increase exponentially with the number of inequality constraints for ASM compared to
IPM, which demonstrates a linear storage requirement trend.

Open-source software packages can be used to implement the afore-mentioned optimization
algorithms in embedded platforms. These software tools can generate custom optimization codes
using high-level programming languages, such as C/C++ or Python, that are suitable for real-time
applications. The solvers interfacing with C that were used in this work are briefly presented in
the following.

(1) qpOASES (Quadratic Programming Online Active Set Strategy)

qpOASES [109] is an open source software package that implements a parametric active-set
method. This method is inspired by parametric quadratic programming, and it is built on the idea
that the active set does not change much from one quadratic programming problem (QP) to the
next; since the move from the old QP to the new is made in a convex set, the feasibility of all QPs is
ensured [110]. qpOASES was originally implemented in C++, but a C version can now be used. It is
programmed generally to handle any problem specifications, and therefore, the storage requirements
do not change with the problem size.

(2) CVXGEN (Code Generator for Embedded Convex Optimization)

CVXGEN [111] is an open source software tool that implements the Mehrotra predictor-corrector
IPM. The advantage of CVXGEN is that it generates a custom library-free solver while taking
into account the problem structure and performing pre-conditioning accordingly to boost solution
speed [111]. Additionally, its implementation is straightforward and tailored for seamless integration
into the MPC algorithm. Although CVXGEN works well for small-sized problems with up to 4000 KKT
(Karush–Kuhn–Tucker) coefficients in the constraints and objective, it cannot handle larger problems,
for example an MPC with a large predictive horizon.

(3) ECOS (embedded conic optimization solver)

ECOS [112] is an open-source numerical software package that implements a standard Mehrotra
predictor-corrector interior-point algorithm. It is designed to compute the solution of second-order
cone optimization problems (SOCP). A quadratic programming MATLAB interface rewrites the QP
through an epigraph reformulation of the objective function as a SOCP to be further handled by ECOS.
ECOS code is short and simple with a low footprint, making it suitable for embedded applications.

(4) QPC (Quadratic Programming in C)

QPC [113] is a quadratic programming solver library written in C interfaced with MATLAB.
It provides the option to use ASM or IPM algorithms to obtain the optimal solution. In particular,
qpas (quadratic programming active set) uses a dual active-set algorithm and qpip (quadratic programming
interior point) a primal-dual interior-point algorithm to solve strictly convex QPs.

(5) FORCES (Code Generator for Fast Optimization) Pro

FORCES [114] is an extension of ECOS designed specifically for MPC applications to linear and
nonlinear systems. The toolbox enables automatic code generation for embedded design, making it
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an attractive proposition for integration into the AP system. However, since it is a specialized MPC
solver and not a generic QP solver, a comparison to the other QP solvers detailed above is not a fair
comparison. Therefore, FORCES Pro is not considered in the comparative study that follows.

(6) CVXOPT (Python Software for Convex Optimization)

CVXOPT [115] is an open source software package for convex optimization written in Python.
The implemented algorithm is a standard Mehrotra predictor-corrector interior-point algorithm.

(7) CVXPY (Python-Embedded Modeling Language for Convex Optimization Problems)

CVXPY [116] is an open source software package that converts the optimization problem, specified
by the user, into a standard, conic form and interfaces with a solver to obtain the optimal solution.
The solvers called by CVXPY are CVXOPT and ECOS for small–medium-scale problems and SCS
(splitting conic solver) [117] for large-scale problems.

3.3.6. Performance Comparison

The performance of the solvers is evaluated for zone-MPC as described in [62] and presented
in (3) for the AP system. The zone-MPC incorporates a hybrid logic, which essentially states that the
controller is activated when the output lies outside a zone that can periodically change. The zone
represents the clinically safe range of glucose concentration.

We present the following methodological framework (Figure 3) that describes the steps towards
the implementation of our optimization problem in an embedded setting. Our objective is to determine
which algorithm (not necessarily which solver) performs best with small runtimes and memory footprint
and is therefore suitable for embedded implementation. Initially, we perform a series of simulation
studies to evaluate the performance of the previously presented QP-solvers in a desktop environment
using MATLAB (2015b, The MathWorks Inc., Natick, MA, USA). This step is a high-level assessment of
the available solvers based on their suitability for embedded implementation. For the field of AP, this step
usually is the starting point for any control design evaluation, since the Universities of Padova/Virginia
metabolic Simulator (UVA/Padova) [118], an FDA-accepted tool, is implemented in MATLAB. According
to Figure 3, we propose an intermediate step for the transition between desktop implementation and
dedicated hardware design. This intermediate step is the use of an embedded prototype platform, in our
case a Raspberry Pi Zero and a Raspberry Pi 3 Model B (https://www.raspberrypi.org/). The advantage
of this step is that we will not focus on the explicit design of the system on chip as it is readily
available; instead, we focus on deploying our control algorithm from this embedded device and
address implementation challenges, such as fixed-point/floating precision-related numerical errors
and data communication. Therefore, the performance of the QP solvers is evaluated in preliminary
hardware-in-the-loop simulation studies using the Raspberry Pi as a development tool. The final step
is the evaluation of the solver that the previous steps indicated as the most appropriate in a dedicated
system-on-chip (ASIC) that meets the requirements of the AP application. This final step has not been
investigated thoroughly and is the subject of future work.
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(1) MATLAB implementation

All numerical examples are performed using MATLAB (2015b, The MathWorks Inc., Natick,
MA, USA) running on a computer with two Intel Xeon ES-2623 processors with 32 GB of RAM
(Intel, Santa Clara, CA, USA). A 30-h closed-loop in silico experiment is run using the UVA/Padova
metabolic Simulator (The Epsilon Group, Charlottesville, VA, USA) [118], with unannounced meal
disturbances of 50 g and 70 g of carbohydrates at 17:00 p.m. and 11:00 a.m., respectively. The zone-MPC
problem leverages a discrete-time linear model containing three states, one control input and one
control output, which is an abstraction of the T1DM patient. Two sets of time horizons are evaluated,
namely (i) Np = 20, Nc = 10 and (ii) Np = 12, Nc = 5, to investigate the solvers’ performance for
different problem sizes. The resulting quadratic program, which is to be solved every 5 min, involves
4Nc + 2(Np − Nc) optimization variables and 8Nc + 4(Np − Nc) inequality constraints.

Table 2 summarizes the execution time required for each of the previously-described C solvers
to solve the QP problem (3) for both sets of prediction and control horizons. Multiple runs of the in
silico experiment are performed, and 4000 time points are generated in total. The average runtime,
the standard deviation and the worst case runtime are presented for every solver. The runtime indicates
the computational effort required for the solver to provide the optimal solution. The possibility of the
warm-start procedure for each solver is reported and compared with cold-start. MATLAB’s native
quadratic programming solver quadprog is also tested to compare its performance with the C-based
solvers and to note the acceleration in runtime provided by the C solvers. It should be highlighted
that all solvers converge to the same optimal insulin dosing trajectory during multiple runs of the
experiment with both short and longer predictive horizons and their corresponding control horizons.

Table 2. Solver runtime performance computed for 4000 time points; taver, tmax and SD
(standard deviation) are the average, the maximum and the standard deviation of the solver
runtime in ms observed over the duration of the experiment; IPM (interior point method) and ASM
(active-set method) are the interior point method and the active-set method, respectively, and Y/N
indicate the inclusion or not of the warm-start procedure. In detail, the examined solvers are Quadprog
(quadratic programming) of Matllab, qpOASES (quadratic programming online active set strategy),
CVXGEN (code generator for embedded convex optimization), QPC (quadratic programming in C)
using either qpas (quadratic programming active set) or qpip (quadratic programming interior point)
and ECOS (embedded conic optimization solver).

Solver Quadprog Quadprog Quadprog qpOASES qpOASES CVXGEN QPC (qpas) QPC (qpip) ECOS

Algorithm IPM ASM ASM ASM ASM IPM ASM IPM IPM

Warm-start? N N Y N Y N N N N

Case 1: Np = 20, Nc = 10

taver (±SD)
(ms) 8.6 (±3.3) 12.9 (±20.6) 9.9 (±14.5) 13.7 (±6.9) 12.7 (±6.1) N/A 0.4 (±0.3) 4.3 (±1.9) 7.2 (±2.5)

tmax (ms) 34 114 93 49 48 N/A 2 15 30

Case 2: Np = 12, Nc = 5

taver (±SD)
(ms) 7.9 (±2.8) 6.6 (±7.6) 5.8 (±6.0) 2.5 (±1.4) 2.5 (±1.3) 3.0 (±0.7) 0.2 (±0.15) 1.6 (±0.7) 6.6 (±2.3)

tmax (ms) 33 46 53 22 10 8 2 5 39

It can be deduced from Table 2 that for the problem with longer horizons, the most efficient solver
is qpas with an average runtime equal to 0.4 ms with a standard deviation of 0.3 ms. The solvers qpip
and ECOS follow with computation times of 4.3 (±1.9) and 7.2 (±2.5) ms, respectively. For this case,
CVXGEN is not able to generate a solver because the problem exceeds the number of KKT multipliers
the software can handle. qpOASES requires the most time to compute the solution with an average
runtime of 12.7 (±6.1) ms even with warm-start.

For the case of smaller time horizons, again qpas and qpip perform very efficiently with an average
runtime of 0.2 (±0.15) and 1.6 (±0.7) ms, respectively. For qpOASES with warm-start, the runtime
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reduced by 80% compared to the larger-sized problem without a large degradation in control
performance. Once more, the warm-start procedure does not provide any noticeable improvement in
runtime characteristics compared to cold-start. A reason for this is that for most of the simulation time,
the glucose is within the prescribed zone, and so, the optimal insulin to be applied is known to be the
basal rate, thereby obviating the need for warm-starting in the zone-MPC formulation. CVXGEN also
presents a very robust performance considering that it provides a small runtime value in the worst
case and the standard deviation is relatively small. In the case of quadprog, IPM outperforms ASM
in the case of the larger-sized problem, whereas in the smaller-sized problem, ASM presents better
runtime characteristics. For both cases, the warm-start procedure for ASM improves the performance
of the solver.

Since the most appropriate values of Np and Nc for this application are those of the second case
as also reported in [62], we can conclude that the best choice for further consideration is qpas for the
active-set algorithm if runtime minimization is the highest priority during design. The rationale behind
the study of runtimes is to obtain an insight into the complexity of the solvers’ algorithms. We expect
that the ratio of runtimes provides an estimate of complexity, with small runtimes indicating lower
computational resource requirements. From Table 2, we conclude that qpas performs satisfactorily with
small runtimes, indicating that this implementation of the active-set algorithm may be tractable for
the embedded implementation. An additional metric of the algorithms’ capabilities and limitations
is the resulting code-size/storage requirements, presented in Table 3. We infer that for the smaller
time horizon problem, the solver ECOS has the minimum memory footprint, while the CVXGEN and
qpOASES code size can be prohibitive for the available hardware platforms.

Table 3. Solvers’ storage requirements for the examined problem characteristics.

Solver qpOASES CVXGEN ECOS qpas qpip

Code size (KB) 835 1800 7 25 43

(2) Raspberry Pi implementation

Tables 2 and 3 indicate that ECOS is an efficient solver that performs well for the examined
optimization problems while it has the minimum memory footprint. This solver is based on
CVXOPT [112], which is a Python solver implementing an IPM algorithm. CVXPY, on the other
hand, uses either ECOS or CVXOPT for small-scale problems to obtain the optimal solution. Therefore,
the performance of the zone-MPC that leverages CVXOPT and CVXPY solver protocols is evaluated
with preliminary hardware-in-the-loop simulation studies to provide estimates of runtime and energy
consumption on an embedded device. The previously-defined experiment of two unannounced meals
of carbohydrates is used. The zone-MPC algorithm is deployed from the Raspberry Pi Zero and
Raspberry Pi 3 Model B. The operating system of both models is a dedicated version of Linux known
as Raspbian. The RPi 3 has 1 GB of RAM, while the RPi Zero 512 KB of RAM. The zone-MPC code
is translated from MATLAB to Python, since the Raspberry Pi compiles Python code. A TCP/IP
connection is used to receive virtual glucose data (CGM) wirelessly from the simulator that runs on
a desktop and sends the suggested control action (u) back to the simulator, as presented in Figure 4.
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The code is designed to internally set the floating point precision to 32 and 64 bits for the
construction of the QP parameters, MPC constraint updates and the communication between MATLAB
and Raspberry Pi. An estimate of the average energy in mAh consumed over the duration of the
experiment is calculated using a DROK USB 2.0 digital multimeter (DROK, Service@droking.com)
to measure the average current (in mA) entering the hardware platform. An estimate of the total
energy consumed is found by multiplying the average current by the total simulation time. The results
of runtime and energy consumption are summarized in Table 4. Results of glucose concentration
profiles and the corresponding insulin actions obtained by the zone-MPC when implemented on the
PC, the Raspberry Pi 3 and the Raspberry Pi Zero (blue, yellow and red lines) are presented in Figure 5.
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Figure 5 demonstrates that the solvers implemented on Raspberry Pi 3 and Raspberry Pi
Zero converged to the same optimal solution that is found in the MATLAB implementation, and
therefore, identical glucose profiles are obtained. It should be noted that for this comparison study,
64-bit precision is considered.

Table 4. Solver runtime performance computed for 4000 time points; taver, tmax and SD are the average,
the maximum and the standard deviation of the solver runtime in ms observed over the duration of
the experiment; the average and the standard deviation of the total energy in mAh consumed over the
duration of the experiment are reported for both platforms.

Prototype Platform Raspberry Pi Zero Raspberry Pi 3

Solver CVXOPT CVXPY CVXOPT CVXPY

Case 1: Np = 20, Nc= 10

taver ± SD (ms) 128.8 ± 14.1 189.7 ± 16.3 50.0 ± 10.2 73.7 ± 11.7
tmax (ms) 196.8 268 104.8 143.2

Energy Consumed (mAh) 39.9 ± 0.2 59.9 ± 0.4 16.5 ± 0.0 25.1 ± 0.1

Case 2: Np = 12, Nc = 5

taver ± SD (ms) 56.9 ± 9.2 104.9 ± 11.3 22.4 ± 7.8 41.2 ± 9.6
tmax (ms) 110.3 269 40.2 98.2

Energy Consumed (mAh) 16.5 ± 0.2 32.4 ± 2.0 6.7 ± 0.4 13.2 ± 0.1
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Table 4 shows that for both hardware testing platforms, CVXOPT computes optimal MPC actions
almost twice as fast as CVXPY. As expected, the execution times obtained from the Raspberry Pi Zero
are slower than those reported for the Raspberry Pi 3 because Raspberry Pi Zero has a single-core
CPU, whereas Raspberry Pi 3 a quad-core. The energy consumed (measured via the aforementioned
multimeter) over the duration of the experiment is decreased for CVXOPT by approximately 50% and
95% for the long and short prediction horizons respectively in both platforms.

It can also be deduced from Table 4 that the Raspberry Pi Zero requires more energy than the
Raspberry Pi 3 for longer simulation periods. This is because of the increased execution time of the
Raspberry Pi Zero and also because the average current entering the device does not differ significantly
from the Raspberry Pi 3 due to significant power used in communication and peripheral computing
(for example, updating the state, computing the MPC constraints).

Additionally, we performed a preliminary robustness testing of the glucose regulation
performance on the Raspberry Pi 3 using CVXOPT with 32- and 64-bit precision levels that are
supported by the numpy package in Python. From Figure 5, we can see that glucose and insulin profiles
obtained with floating point precision set to 32 bits are identical to those obtained with the precision of
64 bits (yellow and purple lines). Therefore, a floating point precision of 32 bits can be considered for
safe glycemic regulation with our current precision-agnostic design; there is no need to have a 64-bit
design since that has a higher memory requirement without offering an ascertainable improvement
in performance.

As illustrated in the above screening process, the intermediate step of hardware implementation
on a prototyping platform such as the Raspberry Pi provides keener insights into embedded
implementation as compared to a strictly high-level implementation on a desktop. The comparison
of 32- and 64-bit precision indicated that the current implementation of our control problem can be
supported by 32-bit precision resulting in decreased storage requirements and, therefore, memory
savings. Conversely, choosing a microcontroller offering a 64-bit implementation will increase
the manufacturing cost without providing better control performance. A potential hardware that
enables low floating point precision (16 or eight bits) requires a revised design approach of our MPC
control problem (for example, alteration of the MPC parameters) to ensure safe glucose regulation.
The end goal is to find a compromise to the inherent trade-off between hardware selection and
controller performance implementation. Other trade-offs include: selection of ROM and RAM memory,
wireless communication methods, controller design flexibility, available hardware platforms and
economic constraints, to name a few. Our proposed intermediate step leverages a suitable prototyping
environment to investigate these objectives in order to inform the next (and perhaps the most important)
step of the embedding process: the selection of the chip for deploying the AP.

4. Brief Overview on Design Approaches

The design of an embedded AP system is a complex and challenging procedure. Firstly,
the requirements of the system in terms of performance, manufacturing cost, power, size and weight
need to be determined. Depending on the type of insulin pump considered, i.e., tubed or patch,
different requirements must be met for the underlying system-on-a-chip. The tubed-pump can last
up to five years, and therefore, the control unit should be designed with a long-term perspective;
conversely, patch pumps are replaced every three days, and hence, the design specifications are
completely different. Consecutively, these requirements must be translated to detailed and formal
specifications that will then be used to determine the appropriate architecture design for both software
and hardware. It is crucial that the chosen architecture satisfies the constraints imposed by both
the functional and the non-functional requirements [119]. Safety is an additional, but crucial design
parameter. A safety-aware design procedure is developed as such to guarantee system safety in spite
of exogenous disturbances or unexpected failure modes.

When the various components are combined together, the compliance with the overall
requirements of the integrated system is evaluated. The validation process evaluates whether the
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developed system performs exactly as planned. For safety-critical systems, it is of paramount
importance that the final product integrating both hardware and software is formally certified [120,121].
An overview of the design, verification and validation methods for medical devices can be found
in [122–124]. The performance of different control algorithms and formulations can be evaluated
using a prototyping environment before testing with the actual device, to ensure that the suggested
control method is suitable for the application [125]. In fact, hardware-in-the-loop (HIL) simulation
has been gradually considered as the necessary step from pure virtual simulation to full physical
prototyping [126] for many safety-critical applications. Field programmable gate arrays (FPGAs)
have been considered as very useful platforms for MPC hardware prototyping, especially for the
development of customized boards. The flexibility to design the entire circuit including the processor
and peripherals provides the designer with the ability to create an application-specific optimized
design at both the hardware and software level. On the other hand, the advent of flash memory in
modern microcontrollers has enabled their use as prototyping platforms.

An open source FPGA prototyping toolbox for embedded optimization has been recently
developed [127] to allow fast designing, validation and prototyping of algorithms written in C
or MATLAB on FPGA platforms. An FPGA-in-the-loop simulation experiment was performed
in [128] to evaluate the performance of an MPC controller for an aircraft application with a relatively
large number of inputs and constraints. The problem involved not only an MPC solver based on
primal-dual IPM, but also a target calculator using a fast gradient method. The required custom
solutions for the implementation of MPC solvers such as ASM, IPM or fast gradient method (FGM) on
FPGAs have been exploited in [108,129,130]. In [131] the authors propose a co-design methodology
for MPC implementation on a chip that resulted in a dual architecture consisting of a general
purpose microcontroller and a matrix coprocessor. The matrix coprocessor is responsible for all
of the computationally-demanding operations. The final design was downloaded into an FPGA
for verification and validation. An explicit-MPC scheme for the control of intravenous anesthesia
was implemented and prototyped into an FPGA [132,133]. The performance of the controller was
validated with HIL simulation. Moreover, many low-power microcontrollers have been used for
controller-in-the-loop hardware prototyping. For example, a LEGO NXT testing platform was
used in [134] for the implementation of MPC based on the fast gradient method to control the
position of a Segway-like mobile robot. An Arduino-based microcontroller was used in [135] to
implement an optimized PID that uses MPC as a reference governor; where the reference governor
optimization problem is solved parametrically in an effort to decrease the online computational effort;
and finally, in [136], MPC implementation requirements were exploited using the Cortex-A family of
ARM-based microcontrollers.

5. Key Challenges of Embedded Artificial Pancreas Systems

5.1. Known and Foreseeable Hazards Associated with the Operation of the AP System

The identification and analysis of known and foreseeable hazards is critical for the design of
a safe and reliable system. The potential hazards that can occur during the operation of the AP system
are illustrated in Figure 6 and explained in Table 5. Both Configurations A and B (Figure 6a,b) are
considered. A failure of the AP system can be defined as either: extreme and prolonged hypoglycemia
(denoted as C1 in Figure 6) or extreme and prolonged hyperglycemia (denoted as C2 in Figure 6).
These are two life-threatening medical states, and, therefore the system must prevent them from
occurring. Although the hypo- or hyper-glycemic conditions are the most unsafe, there are numerous
other faults and errors that potentially lead to failure modes. Safety issues related to each component
and the complete AP system are described in [137]. Faults related specifically to the insulin pump
operation and communication channels have been studied in [138–140].

Here, we will focus on potential faults due to MPC implementation on limited power resources,
and we will compare the two different configurations. In the case of MPC, either online or explicit,
it should be guaranteed that a feasible solution can always be obtained; otherwise the control unit
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would fail. This can be accomplished during the control design phase by modifying the optimization
problem to ensure recursive feasibility. As described in Section 3.3, strict runtime deadlines imposed by
the hardware can restrict the number of iterations that can be performed, and so, suboptimal solutions
are obtained. The level of potential performance degradation that can be allowed has to be carefully
considered in order not to promote the hyper- or hypo-glycemic state.
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Table 5. Foreseeable hazards in the AP system.

Cause Hazard

Control Unit

(1) Battery failure

(2) No value displayed

(3) Over/under delivery of insulin

(4) Over delivery of insulin

Control Algorithm

(5) Numerical inaccuracies

(6) Resource limitation-suboptimal control action

(7) Software aging

CGM (continuous glucose monitoring)

(8) No signal

(9) Under/over reading

(10) No glucose display

(11) No communication

(12) Receiver displays failure

Insulin Pump

(13) Failure in reservoir

(14) Failure in delivery line

(15) Battery failure

(16) Mechanical/electrical failure

(17) Request for new delivery while delivering previous bolus

(18) Insulin delivered at maximum infusion rate (60 U/h)

(19) Over/under/no delivery of insulin

User
(20) Infusion set disconnected

(21) Over/under delivery of insulin

Communication

(22) No communication between CGM and transmitter

(23) No communication between CGM and control unit

(24) Loss of communication between CGM and insulin pump

(25) No communication between control unit and insulin pump

Safety Layer

(26) Algorithmic fault

(27) No detection made

(28) Failure to trigger an alarm

Handheld Device

(29) Operating system upgrade

(30) Interference with other applications

(31) Cybersecurity vulnerabilities
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The numerical performance of the iteration algorithms used to solve the optimization problem
depends on whether floating or fixed point arithmetic is used. The floating point arithmetic employed
by the smartphone configuration is subject to numerical round-off errors and accumulation of these
errors that should be accounted for [141]. The use of fixed-point precision in efficient embedded
systems results in quantization errors that could lead to degradation in closed-loop performance.
A problem of interest, therefore, is to develop fast MPC methods robust to quantization effects. This is
a relatively open problem, with only a few methods proposed in the literature to design MPC for
systems with quantized inputs, or equivalently, systems with finite/discrete input alphabet. An early
attempt at guaranteeing the stability of receding horizon control of linear time-invariant (LTI) systems
with quantized inputs is presented in [142], by estimating a region of attraction of the quantized
MPC (Q-MPC). A terminal state penalty term formulation based on an algebraic Lyapunov equation
is proposed in [143] for open-loop-stable LTI systems for analyzing the closed-loop stability of the
Q-MPC-controlled system. Modern Q-MPC methodologies pose the quantization effects as an additive
disturbance term, and robust control methods are leveraged to provide closed-loop stability guarantees;
see, for example, [144]. Robust tube-based MPC formalisms, such as those studied in [145,146], can then
be used to construct Q-MPCs for nonlinear systems that ensure ultimate boundedness or robust stability
in a closed-loop. Recently, the authors in [147] demonstrated that such tube-based Q-MPCs can result
in conservative controllers because the worst-case quantization error is propagated to every step of the
predictive horizon during control action computation. To ameliorate this issue, a practical stability
approach with one-step MPC was proposed in [148] yielding less conservative ultimate bounds on
the closed-loop trajectories. Although not verified, we believe the method in [93] could be extended
seamlessly to construct explicit MPCs for systems with quantized inputs.

Another challenge relevant to embedded MPC is ‘software aging’ that is originated by memory
bloating and leaking, data corruption or storage space fragmentation [49] and can progress with the
extensive usage of the system, resulting possibly in system failure.

The resource capabilities of a smartphone motivate the development and implementation of
advanced controllers that can provide optimal blood glucose regulation. However, the inclusion
of an additional device accompanies the development of new hazards and potential errors in the
AP system, as seen in Figure 6a. Battery failure, loss of wireless communication with the other
AP components, compatibility issues during software upgrades, interference with other apps and
vulnerability to network threats are some of the possible hazards that should be taken into consideration
for the development of a reliable system. On the other hand, the insulin pump system-on-a-chip
provides a more robust configuration because communication issues are restricted since the number
of involved devices is reduced and also the system is treated as a stand-alone medical device whose
reliability and integrity will be formally certified by the manufacturer. However, issues of battery drain,
power and runtime capacities should be considered when advanced algorithms are used. The following
subsection discusses in more detail challenging issues related to system communication in terms of
security and confidentiality.

5.2. Communication: Security and Confidentiality

The communication between the involved components of an AP system introduces significant
challenging issues and potential vulnerabilities in the system. The continuous blood glucose monitor
communicates wirelessly with the pump to transmit the current glucose concentration values.
The security and integrity of these “data in motion” is of high importance, especially in a closed-loop
system because the patient’s treatment is based on the reliable transmission of glucose data. Moreover,
the AP system is integrated wirelessly with peripheral devices, such as a remote control, a PC,
a mobile phone or a tablet, where the history of the patient’s data (glucose values, insulin infusions,
meal announcements and other “data at rest”) is gathered and used as a helpful tool for the patients to
acquire familiarity with their blood glucose regulation and as the physician’s support platform for
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future alterations in patient’s treatment. The peripheral devices can pose additional security challenges
in the AP system [149].

In [150,151] it was demonstrated that malicious attacks can compromise the privacy and integrity
of the AP system. The wireless channel for communicating between the insulin pump and the CGM,
the remote control and peripheral devices is vulnerable to seemingly innocuous attacks that can
be launched using public-domain information and off-the-shelf hardware. As a result, erroneous
insulin treatment can arise that jeopardizes the patient’s health. The development of responsive
medical devices to cybersecurity vulnerabilities is now more important than before because the
once isolated and stand-alone medical devices are integrated with networking, software, operational
systems that are widely exposed to threats [152,153]. A brief overview of some challenges in designing
“high-confidence” medical devices is given in [154].

Other sensitive data include device information (model, serial numbers), physicians and health
team center identification, patient identity information, medical condition, health history and treatment
history. Access to this sensitive and confidential data should only be allowed to the patient or their
legal guardian and their physicians. Attacks that threaten the secure transmission of private data
and therefore violate the patient’s medical record confidentiality are referred as eavesdropping.
Impersonation, on the other hand, refers to failure to authenticate the operation of a medical device
that can lead to malfunctions caused by viruses and threats or deliberate illegitimate usage of the
device. Finally, jamming attacks refer to attacks that aim for the denial of service (DoS). In [155],
potential methods to mitigate these types of threats are discussed for implantable medical devices
that include: cryptography [156], either regular or physiological signal (PV) based, anomaly detection,
external device deployment and direct sequence-spread spectrum (DSSS) or frequency hopping (FH).

Therefore, AP-specific security guarantees need to be defined, and information security
requirements need to be expressed and enforced in order to develop secure and trustworthy AP
systems. Each of the AP devices should be secure at the hardware level to ensure that the computations
will not be corrupted and at the operational system level to ensure that the system will not be
vulnerable to viruses and threats. Two alternative options have been proposed in [150] to defend
a system against the risks: (i) a rolling code based on the cryptographic method; and (ii) a defense
based on body-coupled communication. In [151], a personalized patient infusion pattern-based access
control scheme for a wireless insulin pump is proposed, which can identify abnormal insulin overdose
attacks using patient-specific insulin infusion patterns.

Another risk that must be considered is that the system’s security can be also threatened
through physical access, since the pump’s settings can be easily changed through the user interface.
An unauthorized alteration in the pump’s setting while the system is unattended can pose a serious
threat to the security of the system that can put the patients’ health at risk. In [149], potential options
for risk mitigation are proposed: (i) a fail-safe physical interface for the patient to acquire the device
control in case of a lost or stolen remote; and (ii) the ability to disable wireless communication.

6. Conclusions

Embedded control for medical applications is an emerging field that is driven by the need to
develop wearable medical devices that actively control the patient’s treatment and health management.
The miniaturization of the available hardware resources, induced by the required flexibility of a wearable
device, imposes stringent design constraints on the system (power, memory, execution time).

We have focused in this paper on the regulation of glucose using embeddable algorithms. In this
context, the advantages and the wide use of MPC for glucose regulation within an AP system
motivate the development of lightweight MPC adequate for hardware implementation. Approximation
techniques, appropriate problem formulation and computational considerations for the optimization
algorithms [80,134,157] can be employed to derive low footprint, but efficient MPC controllers. For such
safety-critical applications, the controller must be integrated in a system that is able, in the case of
external causes that lie outside the area of the controller’s responsibilities, to detect any abnormal
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behavior and to respond adequately. Thus, the system’s architecture design at the software and
hardware level has to be developed in a safety-aware manner with a high degree of redundancy.
Safety is the most crucial parameter that imposes hard constraints on the system requirements and
must be satisfied even at the cost of performance degradation. Safety constraints should be strongly
connected to and included within the control algorithm. The fact that MPC has been demonstrated to
work with safety constraints makes it a great candidate in the context of embedded medical controllers.

In general, a holistic approach that involves engineering, safety and security requirements
should be aimed at the design of a system architecture that ensures the reliability of the embedded
medical device.
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Clinical evaluation of an automated artificial pancreas using zone-model predictive control and health
monitoring system. Diabetes Technol. Ther. 2014, 16, 348–357. [CrossRef] [PubMed]

8. Dassau, E.; Brown, S.A.; Basu, A.; Pinsker, J.E.; Kudva, Y.C.; Gondhalekar, R.; Patek, S.; Lv, D.; Schiavon, M.;
Lee, J.B.; et al. Adjustment of open-loop settings to improve closed-loop results in type 1 diabetes:
A multicenter randomized trial. J. Clin. Endocrinol. Metab. 2015, 100, 3878–3886. [CrossRef] [PubMed]

9. Stewart, Z.A.; Wilinska, M.E.; Hartnell, S.; Temple, R.C.; Rayman, G.; Stanley, K.P.; Simmons, D.;
Law, G.R.; Scott, E.M.; Hovorka, R.; et al. Closed-Loop Insulin Delivery during Pregnancy in Women
with Type 1 Diabetes. N. Engl. J. Med. 2016, 375, 644–654. [CrossRef] [PubMed]

10. Del Favero, S.; Place, J.; Kropff, J.; Messori, M.; Keith-Hynes, P.; Visentin, R.; Monaro, M.; Galasso, S.;
Boscari, F.; Toffanin, C.; et al. Multicenter outpatient dinner/overnight reduction of hypoglycemia and
increased time of glucose in target with a wearable artificial pancreas using modular model predictive
control in adults with type 1 diabetes. Diabetes Obes. Metab. 2015, 17, 468–476. [CrossRef] [PubMed]

11. Nimri, R.; Phillip, M. Toward Automation of Insulin Delivery—Management Solutions for Type 1 Diabetes.
Endocr. Dev. 2016, 30, 1–13. [PubMed]

https://www.cdc.gov/diabetes/pubs/statsreport14/national-diabetes-report-web.pdf
https://www.cdc.gov/diabetes/pubs/statsreport14/national-diabetes-report-web.pdf
http://dx.doi.org/10.2337/dc13-2108
http://www.ncbi.nlm.nih.gov/pubmed/24757226
http://dx.doi.org/10.1097/MED.0000000000000073
http://www.ncbi.nlm.nih.gov/pubmed/24937038
http://dx.doi.org/10.1177/1932296815602098
http://www.ncbi.nlm.nih.gov/pubmed/26370244
http://dx.doi.org/10.2337/dc14-3073
http://www.ncbi.nlm.nih.gov/pubmed/26049550
http://dx.doi.org/10.2337/dc15-2344
http://www.ncbi.nlm.nih.gov/pubmed/27289127
http://dx.doi.org/10.1089/dia.2013.0231
http://www.ncbi.nlm.nih.gov/pubmed/24471561
http://dx.doi.org/10.1210/jc.2015-2081
http://www.ncbi.nlm.nih.gov/pubmed/26204135
http://dx.doi.org/10.1056/NEJMoa1602494
http://www.ncbi.nlm.nih.gov/pubmed/27532830
http://dx.doi.org/10.1111/dom.12440
http://www.ncbi.nlm.nih.gov/pubmed/25600304
http://www.ncbi.nlm.nih.gov/pubmed/26682752


Processes 2016, 4, 35 23 of 29

12. Qin, S.J.; Badgwell, T.A. A survey of industrial model predictive control technology. Control Eng. Pract. 2003,
11, 733–764. [CrossRef]

13. Joosten, D.A.; Van Den Boom, T.J.J.; Lombaerts, T.J.J. Fault-tolerant control using dynamic inversion and
model-predictive control applied to an aerospace benchmark. In Proceedings of the 17th IFAC World
Congress, Seoul, Korea, 6–11 July 2008; pp. 12030–12035.

14. Hrovat, D.; Di Cairano, S.; Tseng, H.E.; Kolmanovsky, I.V. The development of Model Predictive Control
in automotive industry: A survey. In Proceedings of the 2012 IEEE International Conference on Control
Applications, Dubrovnik, Croatia, 3–5 October 2012; pp. 295–302.

15. Valencia-Palomo, G.; Rossiter, J.A. Efficient suboptimal parametric solutions to predictive control for PLC
applications. Control Eng. Pract. 2011, 19, 732–743. [CrossRef]

16. Dassau, E.; Zisser, H.; Harvey, R.A.; Percival, M.W.; Grosman, B.; Bevier, W.; Atlas, E.; Miller, S.; Nimri, R.;
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