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Abstract

To address the overvoltage problem in distribution networks with large-scale photovoltaic
(PV) integration, this paper proposes an interactive game-based voltage optimization con-
trol strategy based on microgrid cluster partitioning. A multi-agent control architecture is
constructed, including a dynamic partitioning layer, a parallel independent optimization
layer, and an interactive game optimization layer. In the dynamic partitioning layer, micro-
grid clusters are formed considering coupling degree, voltage regulation capability, and
cluster scale. In the parallel optimization layer, a network reconfiguration-based control
model is established for utility-owned microgrids, and a PV active/reactive power regula-
tion model is developed for PV microgrids, enabling independent cluster-level control. In
the game optimization layer, a non-cooperative game model is formulated to coordinate
voltage regulation among clusters. The effectiveness of the proposed method is demon-
strated on an actual 10 kV feeder system.

Keywords: distribution network; microgrid; voltage control; distributed photovoltaic;
non-cooperative game

1. Introduction

With the proposal of the “dual carbon” strategic goal, China is vigorously developing
renewable energy sources such as photovoltaic (PV) and wind power. However, due to
the uncoordinated integration of large-scale distributed generation (DG), a series of prob-
lems have emerged within distribution networks, including overvoltage, reverse power
flow, and line overloads. Among these, the overvoltage problem is particularly promi-
nent, severely constraining the integration and utilization of large-scale distributed gener-
ation [1].

Traditional distribution networks with photovoltaic (PV) generation are often in a
weakly controllable or even uncontrollable state, relying solely on conventional voltage
regulation devices. With the large-scale integration of distributed PV into distribution net-
works, the establishment of hardware foundations like Wide-Area Measurement Systems
(WAMS) provides a crucial platform for smart inverters to participate in voltage regula-
tion [2]. Existing methods for PV inverter participation primarily involve active power cur-
tailment strategies [3,4], reactive power compensation strategies [5,6], and optimal active—
reactive power (P-Q) allocation strategies [7,8]. Among these, the optimal P-Q allocation
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strategy has become the primary means for PV inverters to participate in voltage regula-
tion, as it incorporates all the advantages of both active curtailment and reactive compensa-
tion strategies. In practical engineering, distribution network voltage regulation involves
the coordinated control of multiple auxiliary voltage regulation devices. Besides PV invert-
ers, other key devices include On-Load Tap Changers (OLTCs) [9,10] and reactive power
compensation devices such as capacitor banks and reactors [11,12].

Reference [13] proposed a coordinated voltage control strategy for distribution net-
works involving PV and OLTCs, achieving voltage regulation within safe operating limits
for all buses through the coordinated action of PV systems, OLTCs, and Static Synchronous
Compensators (STATCOMs). Considering the different regulation speeds of various reac-
tive power compensation devices, Reference [14] designed a two-time-scale approach for
the optimal configuration of discrete and continuous regulation devices. This method en-
ables real-time tracking of the distribution network state, online decision-making for op-
timal reactive power regulation schemes, and operates without relying on precise power
flow models. Reference [15] addressed long-time-scale regulation involving OLTCs and
capacitor banks by establishing a day-ahead reactive power—voltage optimization model
based on Mixed-Integer Second-Order Cone Programming (MISOCP), aiming to minimize
active power losses and overcome the high communication overhead and weak real-time
performance of traditional methods.

The aforementioned methods all assume that the distribution network operator has
absolute dispatching authority over distributed generation (DG). However, in practice,
large-scale distributed PV is often installed on the customer side. Under relevant PV op-
eration standards and requirements (such as power factor and point-of-common-coupling
voltage limits), these systems are managed by PV operators, and the utility company lacks
direct authority to control the PV inverters. If both the utility company and PV opera-
tors participate in voltage regulation solely to maximize their own interests, it not only
increases losses for the utility but also leads to resource wastage. From this perspective,
the utility company and PV operators represent distinct interest entities within the distri-
bution network’s voltage regulation landscape [16]. Furthermore, each PV operator also
aims to minimize its own regulation costs when participating, making them separate in-
terest entities as well. How to perform refined partitioning of the microgrids participating
in voltage regulation within the distribution network into microgrid clusters—such that
the partitioning results reflect both the common interests within a cluster and the inde-
pendence between clusters regarding voltage regulation participation—requires further
in-depth research.

When microgrid clusters participate in voltage regulation, each cluster should deter-
mine its regulation strategy based on various factors such as the voltage level in its area, its
own regulation capability, and the benefits of regulation. In recent years, distributed op-
timization scheduling strategies have provided ideas for formulating voltage regulation
strategies involving multiple interests [17]. Reference [18] proposed a microgrid cluster
partitioning method based on an improved modularity function and developed a voltage
control strategy that prioritizes active power regulation of inverters followed by reactive
power regulation, significantly simplifying the distribution network voltage control pro-
cess. Reference [19] presented a distribution network voltage control method based on
microgrid cluster partitioning, constructing an optimal active and reactive power control
model for PV inverters within clusters and solving it using a Particle Swarm Optimization
(PSO) algorithm to achieve effective voltage control. Reference [20] introduced a zonal
coordinated optimal voltage control method for active distribution networks with high-
penetration distributed PV. Within reactive power zones, a second-order cone optimiza-
tion model for PV inverter reactive power was established, aiming for minimal reactive
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power adjustment. Within active power zones, a second-order cone optimization model
for PV active power curtailment was built, aiming for minimal curtailment. Coordinated
optimization between active and reactive power zones enabled rapid voltage control. Ref-
erence [21] proposed a reactive power—voltage control strategy for PV based on adaptive
active power adjustment. Considering the differences in reactive power regulation capa-
bility among PV microgrid clusters, it employed a reactive power variable droop control to
provide necessary reactive power support to the grid. When the inverter’s reactive power
capacity was insufficient, it curtailed part of the PV active power output based on priority
to meet the system’s reactive power demand.

The implementation premise of the above distributed optimization control methods
is that the distribution network topology remains unchanged. However, after large-scale
DG integration, the network topology changes according to its operating state, and the
boundaries of “zones” or “clusters” also shift. Consequently, the applicability of these
methods becomes limited. Existing methods not only lack adaptability to dynamic changes
in network topology, but their models also often fail to adequately account for dynamic
interactivity and fairness in resource allocation. Furthermore, these methods are primar-
ily implemented based on maximizing the utility company’s interests. Especially when
coordination between multiple zones is involved, they do not fully consider the subjec-
tive willingness of each regulating entity to participate, lacking fairness and interactivity.
Based on the preceding literature review, this study identifies the following critical and
interrelated research gaps in current research addressing distribution networks with high-
penetration distributed energy resources: firstly, there is a lack of effective mechanisms
to support real-time and autonomous interactive decision-making among microgrids; sec-
ondly, there is insufficient attention to fairness in the allocation of costs and benefits arising
from collaborative operation; thirdly, existing models have limited adaptability to topolog-
ical changes in dynamic environments. Therefore, how to comprehensively utilize various
voltage regulation measures within the distribution network under changing topologies
and establish fair and reasonable regulation strategies still requires further resolution.

To address the aforementioned issues, this paper proposes an interactive game-based
voltage optimization control strategy for distribution networks based on microgrid cluster
partitioning. Firstly, a multi-agent voltage optimization control architecture for the distri-
bution network is constructed. Then, within the dynamic microgrid cluster partitioning
layer, a comprehensive partitioning index for distribution network microgrids is estab-
lished, and a partitioning method based on a community detection algorithm is proposed.
In the parallel independent optimization layer, voltage optimization control models are,
respectively, developed for the utility-owned microgrid cluster and the PV microgrid clus-
ters. In the interactive game optimization layer, an interactive game model for microgrid
clusters is constructed based on non-cooperative game theory. This facilitates coordinated
cooperation among microgrid clusters during the voltage control process, thereby enhanc-
ing the voltage management level of the distribution network.

2. Interactive Game-Based Optimization Control Method for
Microgrid Clusters

The interactive game-based optimization control method for microgrid clusters pro-
posed in this paper comprises a three-layer optimization architecture: the Microgrid Clus-
ter Dynamic Partitioning Layer, the Parallel Independent Optimization Layer, and the
Interactive Game Optimization Layer. The interaction relationships and implementation
logic between these optimization layers are illustrated in Figure 1.

The Microgrid Cluster Partitioning Layer is primarily responsible for the dynamic
partitioning and adjustment of the various microgrids within the distribution network.
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It serves as the foundation for the subsequent Parallel Independent Optimization Layer
and Interactive Game Optimization Layer. Within the Parallel Independent Optimization
Layer, a voltage optimization control model internal to the microgrid cluster is established
for each microgrid cluster. This layer then performs parallel independent optimization
solving within each cluster, based on the optimization results received from the Interac-
tive Game Optimization Layer.

Dynamic Layering Division of Multiple Microgrids
division indicators | division algorithm |

Parallel Independent Optimization Layers
Utility Microgrid PV Microgrid PV Microgrid PV Microgrid
o Cluster || Cluster1 | | __ Cluster2 __ Cluster N
. OLTCand SCs | || glver teli glverteli glvtqrteli
0 tima oo tima ptima
Control Model __Contbol Model || | Conteol Model | | Control Model
Cluster-
Optimized l
States

Non-cooperative Game Model among MMG Clusters
Interactive Game-Theoretic Optimization Layer

Figure 1. Schematic of the proposed control strategy.

Following the independent optimization within each microgrid cluster, the optimiza-
tion results are transmitted to the Interactive Game Optimization Layer. Here, the mi-
crogrid clusters engage in game-based interactions based on their respective optimization
results, aiming to minimize their own regulation costs. The optimized results from these
interactive games are then fed back to both the Microgrid Cluster Partitioning Layer and
the Parallel Independent Optimization Layer. These results are used as inputs for the
next round of optimization. This iterative cycle repeats continuously until convergence
is achieved, ultimately generating the final optimal control scheme.

3. Method for Dynamic Partitioning of Multiple Microgrid Clusters

Voltage regulation within the distribution network requires coordinated cooperation
among various voltage regulation devices. In this paper, the voltage regulation devices
present in the distribution network primarily include OLTCs, Line Sectionalizing Switches
and Tie Switches, and PV Inverters. Among these, the OLTCs, line sectionalizing switches,
and tie switches are owned by the utility company, while the PV inverters are managed by
PV operators. Therefore, the microgrids within the distribution network can be classified
into two main categories based on the ownership of the regulation devices: Utility-Owned
Microgrids and PV Inverters. As mentioned previously, PV operators also aim to mini-
mize their own regulation costs when participating in voltage regulation, and different PV
operators constitute separate interest entities. Therefore, finer-grained partitioning of the
PV microgrids is required.

3.1. Partitioning Indices for Multiple Microgrid Clusters

When partitioning microgrid groups within a distribution network, it is essential to
consider the intrinsic characteristics of microgrids to establish appropriate partitioning in-
dicators. From the perspective of microgrid participation in voltage regulation, the follow-
ing characteristics are essential:
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(1) High internal interest coupling;
(2) Participatory voltage regulation capability;
(3) Balanced group size among stakeholders.
Based on these considerations, this paper constructs microgrid group partitioning in-
dicators to enable reasonable and effective group division.

3.1.1. Interest Coupling Degree Indicator

When overvoltage occurs in a certain area of a distribution network, not all nodes
can effectively control the voltage in that region. Typically, only those nodes with high-
voltage sensitivity can achieve voltage control within a safe operating range with minimal
regulation effort, indicating high individual interest coupling. These nodes are inclined to
be grouped into the same microgrid cluster.

Voltage sensitivity matrices can be obtained through transformations of the Jacobian
matrix from power flow analysis in power systems. The power flow calculation satisfies

2)-

where AP and AQ are active and reactive power injection changes; Ad and AU are voltage

the following equation:

HP6 LPU
G KQU

AS

AU @

angle and magnitude changes; H'® , LFU, GQ%, KU are the formed Jacobian matrix repre-
sents the relationship between the variations in node voltage phase angles and magnitudes
(A6, AlU) and the variations in node injected power (AP, AQ). Perform matrix transforma-

AP
AO ] @

where JP® and ]9 represents the changes in node voltage magnitude and phase angle

tion on Equation (1):
A
AU

]P5 ]Qé
= [ JPU QU

when unit active power is injected into the node. J'U and JU are sensitivity of voltage
magnitude to active and reactive power.
Rewriting (1), the voltage magnitude variation can be expressed as:

AU = JPY. AP+ U . AQ A3)

Assuming the cost of regulating AP active power is S” = AP AP and for reactive power

$Q=AQAQ, (3) becomes:
B ]PU P ]QU
M= 4
By normalizing the cost sensitivity matrix and incorporating preference weights. Let
EPU = JPU/AP, EQU = JQU/AQ | Then, the relationship between voltage variation and power

variation in distribution network nodes can be converted into the relationship between

s “)

voltage variation and node regulation cost, as shown below:
AU = EPUSP 4 EQUsQ (5)

Here, EP'Y, EPU are defined as interest coupling matrices, indicating how much voltage
changes per unit cost of regulation.
We then define the interest coupling index  as:

« :% Z[]W(i,nmm—u(i,n—n[ﬂ)) ©)
iell[i
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where I1 denotes the set of all microgrid groups, I1[i] represents the microgrid group to
which node belongs, and N denotes the number of microgrids in the distribution network.
u(i,¥): Sum of interest coupling between microgrid i and group ¥, as shown below:

1
LY) =5 L Ei @)
Q=Y Y Ej; ®)
ielljell

where () is Total sum of interest coupling across the system; E;;: is Interest coupling be-
tween nodes i and j, calculated as:

Lippu, pPU , pQU | QU
B =7 (EfV + B}V + E§Y + E3Y) )

They represent the node benefit coupling degree matrix E'Y and
EFPU EFU

£ Y B
EPV and the elements within and E*'~, respectively. The benefit coupling degree index
o characterizes the degree of benefit coupling among nodes in the distribution network
when adjusting voltages. It ranges from (0, 1), with a higher value indicating a greater

degree of benefit coupling among microgrids within the microgrid cluster.

3.1.2. Voltage Regulation Capability Indicator

Besides strong internal interest coupling, a microgrid group must also have sufficient
regulatory capacity to respond to voltage needs. The voltage regulation capability indica-
tor B is defined as:

B= =Y s(11) (10)

Rl
™o

Il
—_

]

where C is the number of microgrid groups, and I1; is the j-th microgrid cluster. J(I)) is
the proportion of required to available voltage regulation capacity:
S AU < AU
s(my) =4 4% ! /
1 AUF > AUY

(11)

Here, AU]‘-‘ is the required voltage regulation for group j. AU; is available voltage reg-
ulation from active/reactive power. Its value can be obtained by substituting the adjustable
active and reactive power [APs, AQs] within the microgrid cluster into Equation (3).

The value range of the microgrid cluster regulation capability index § is [0, 1], and a
larger value indicates a stronger ability of the microgrid cluster to participate in voltage
regulation under the current division state.

3.1.3. Group Size Balance Indicator

The size of each microgrid group impacts the complexity of subsequent optimization
models. Larger microgrid clusters, with more nodes, result in higher-dimensional vari-
ables in their voltage optimization control models. Unbalanced group sizes may lead to
uneven computational loads. If there is a significant disparity in the sizes of microgrid
clusters, it will cause substantial differences in the solution times for voltage optimization
within different clusters. Consequently, optimization results may not be obtained on the
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same time scale, hindering the rapid regulation of voltage. Thus, the group size balance
indicator vy is defined as:
¢ (N)(N-N))
=1 (12)
a CN

where N; is the number of nodes in group j, and N is the total number of nodes. The value
range of the microgrid cluster size balancing index is (0, 1), with a larger value indicating
a more balanced size distribution among the divided microgrid clusters.

Combining the above three indicators, we propose a composite partitioning index (:

(= (w4 wr + wzy) (13)

W=

where w1, wy, w3 are weights representing the importance of each indicator, set based on
the decision-maker preference.

The comprehensive division index for microgrid clusters not only reflects the degree
of coupling of individual interests within each microgrid cluster but also indicates the
varying capabilities of different microgrid clusters in participating in voltage regulation.
In practical applications, weight determination can employ subjective weighting methods
(such as AHP and expert experience), objective weighting methods (such as the entropy
weight method, variance method, and PCA), or a combination of both, tailored to reflect
the relative emphasis on interest coupling degree, regulation capability, and scale balance
across different scenarios. Additionally, it serves to constrain the size of microgrid clus-
ters, preventing them from becoming excessively large and thereby increasing the compu-
tational complexity of voltage optimization control models within the clusters.

3.2. Microgrid Group Partitioning Algorithm

With the large-scale integration of distributed energy resources, distribution networks
are evolving into complex systems composed of interconnected nodes and lines. Dur-
ing the voltage regulation process, certain nodes exhibit strong community characteris-
tics, such as the aforementioned high interest coupling and active participation in voltage
regulation. Nodes within the same community typically share stronger internal correla-
tions, while nodes belonging to different communities exhibit weaker inter-community re-
lationships. These community attributes reflect the relational characteristics among nodes
in complex networks. Community detection algorithms utilize these relationships to un-
cover latent structures and identify the formation mechanisms of communities within
the network.

Based on the previously defined comprehensive stakeholder partitioning index, this
paper applies a community detection algorithm to identify communities among distribu-
tion network nodes. The resulting communities correspond to distinct stakeholder groups
within the distribution network. The implementation steps are as follows:

Step 1: Initialize each node as an individual community. Compute the initial { using
Equation (13).

Step 2: For a given community, randomly select another to merge. Calculate the
updated ¢ and its increment AZ.

Step 3: Iterate over all possible pairwise community merges. Choose the pair with
the largest A for merging.

Step 4: Treat the merged community as a new entity and repeat Steps 2-3.

Step 5: Terminate when no further merge increases . The final partitioning is the one
yielding the maximum ¢, with each community representing a microgrid group.
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4. Optimization Control Model Within Microgrid Groups
4.1. Voltage Optimization Control Model for Utility-Owned Microgrids

The utility-owned microgrid group (denoted as T18'9), primarily regulates voltage
through OLTC and network reconfiguration. The regulation cost mainly includes the
switching cost of the OLTC and tie switches. The objective function for voltage optimiza-
tion is expressed as:

pre

F&"4 = minR¥ |k — kP™| + R® ) ’si]- -

ijex

(14)

where RX is cost per OLTC tap change; k, kP current and previous tap positions of the
Sgre
is on/off states of line (i,j) at the current and previous time steps (1 for closed, 0 for open);

OLTC; yx is set of all network nodes. R® is cost per switching action of the tie switch; Sijs

The constraints for the microgrid voltage optimization control model of the power
company are as follows:
Constraints:

(1) Power Flow Constraints

Net PV L _
PR+ P =P =) siPy (15)
JjET (@)
QU+ QM ~Qf = ¥ siQ; 16)
jer (@)
Pl']' = Gi]-uiz — Gijul-u]- COSs 61] — Bl-ju,-u]- sin 91] (17)
Qij = —Bi]'lxliz + Bl-]-ul-u]- COS 61] — Gl-]-ul-u]- sin 91] (18)

Here, I'(7) represents the set of nodes connected to node i. P]Net and Q}\Iet denote the
injected active power and reactive power at the root node of the network, respectively.
P]-PV* and Q})V* represent the active power and reactive power output by the photovoltaic
inverter at node j, with their values being constant and optimized by the photovoltaic profit
entity. P]-L and Q].L denote the active and reactive load demands at node j. P;; represents
the active power transmitted on line i-j, and Q;; represents the reactive power transmitted
on line i-j. u; and u; denote the voltages at nodes i and j, respectively. G;;, Bj; and 0;;
represent the conductance, susceptance, and phase angle difference between nodes i and
j, respectively.

(2) Network radial structure constraints

T+ Ti=sij  (Lj) €X

Y =1 (ij)ex
jET() 19
T = 0 ] S F(l) (19)
5 =1{01}  (i,j) €x
sij =101}  (i,j) € x

Here, 7;; is a Boolean variable that represents the direction of power flow in the line.

When the power flow is from node j to node i, Tij =1. The first term in the above formula is
used to ensure the bidirectionality of the power flow direction. The second term indicates
that, except for the root node of the network, all other nodes have a parent node. The third
term indicates that the root node does not have a parent node. Through these constraints,
the radial nature of the network structure can be ensured.

(3) Voltage Constraints
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ymin < up U, Vi e x (20)

min max

Here, ™" and u™?* respectively represent the lower and upper limits of the safe op-

erating range for node voltages.

(4) OLTC Operational Constraints
utl = 41(1.001 + 0.0125k)
Jmin < k< jemax (21)

In the formula, u and u" respectively represent the voltage magnitudes on the low-
voltage side and high-voltage side of the OLTC (On-Load Tap Changer), while k™" and
k& denote the minimum and maximum values of the OLTC tap position.

To efficiently solve the nonlinear optimization problem, nonlinear terms in the above

constraints are linearized. (See Appendix A in the original document.)

4.2. Voltage Optimization Control Model for PV Microgrids

PV microgrids regulate voltage by adjusting active and reactive power output via
inverters. The cost includes active power curtailment and inverter loss for reactive power
support. The objective function is:

ot PV,p PV, real PV PV,Q PV
Fy = min RPVP Y (pPVsest _ pPV) 4 gPVQ 3 f (22)
j€l, jelly

where F;: Objective function of PV microgrid group I1;. RFYP: Cost coefficient for active
power curtailment; P].PV, P]P Vireal, Available and dispatched active power at node. RFV/Q:
Cost coefficient for reactive power regulation; Q})V: Reactive power output.

Constraints for this model are provided in Appendix B of the original paper, including:

(1) Power flow equations;
(2) Inverter operating limits (apparent power limits, power factor range);
(3) Tie to OLTC and switching states from the utility microgrid.

5. Interactive Coordination Model Among Microgrid Groups

When participating in voltage regulation, any microgrid group hopes to participate in
voltage regulation at the cost of its minimum adjustment cost. However, a reduction in the
adjustment cost of any microgrid group implies an increase in the adjustment costs of other
microgrid groups. Therefore, voltage regulation involving multiple microgrid groups is
a competitive game process among them. This paper establishes a non-cooperative game
model to describe the competitive game relationship among multiple microgrid groups
during the voltage regulation process, thereby achieving interactive coordination among
multiple microgrid groups. The model is expressed as follows:

Players: IT, (9=1,2, ..., C), T18id

Strategies: D, (7=1,2, ..., C), D8"d

Here:

19Y%
v =9

j i —
"oy tanZGmi“ < QP J€elly p,q=12,...,C (23)
j =

Q}?V < P].PV tan gmin

PV

_ PV APV
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kmin S k S Jemax
Sl']‘ = {0,1}

The operating cost function: F,(D,, D8"4), F8rid(D,, D8tid) here g=1,2, ..., C.
According to reference [22], for a strategic game, if its strategy space is a non-empty

,(i,]) € x} (24)

compact convex subset of a Euclidean space and its payoff function is continuous and con-
cave, then the game has a pure strategy Nash equilibrium. In the model presented in this
paper, the strategy spaces of the game are all non-empty compact convex sets, and the
payoff functions are continuous and concave. Therefore, based on the definition of equi-
librium, it exists as follows:

D;* = arg max FY(Dy,Dy%,...,Dc*, D&dY)
D

D,* = arg max F? (D1*,Dy,...,Dc*, Dgrid*)
o (25)

D&id” = arg max Ferid(Dy*, Dy*, ..., Dc*, D8rid)
peti

That is, D;‘ g=12..0), D&’ are all the optimal responses of one’s own side under
the opponent’s choice of optimal strategy. In other words, under this strategy combination,
all benefit subjects can achieve the minimum operating cost under the equilibrium meaning,.

6. Solution Process for the Three-Layer Interactive Optimization
Control of Distribution Networks

This paper proposes a three-layer interactive optimization control method for distri-
bution networks with multiple microgrid groups. The implementation steps are as follows:

Step 1: Initialization of Regulation Devices in Each Microgrid Group

Initialize the regulation parameters for each device within the microgrid groups:

PPVs = PIPV QMVr =0, vje m
{ j P9 J (26)

ke =kPre, s =sb- V(i j) €x

where P]-f'PV forecasted active power of the PV at node j;

Step 2: Dynamic Microgrid Group Partitioning

Execute the stakeholder (microgrid group) partitioning process using the community
detection algorithm based on the composite index ¢, and transmit the partitioning results
to the parallel independent optimization layer.

Step 3: Parallel Independent Optimization Within Each Microgrid Group

Based on the dispatch variables of regulation devices and considering the constraints
of each model, independently solve the voltage optimization control models for each mi-
crogrid group.

Compute the initial cost of each group:

PPV (jelly, q=1,2, ..., C), QY (j€lly, 4=1,2, ..., C), k si((i)€x), Fo(q=1,2, ..., C), F&"4.

Step 4: Interactive Game-Based Optimization
Define the convergence threshold p and compute the change in total cost:

A= R -F,B-H,... Fd_ peidl] (27)

If A < b the iteration is considered converged, and the optimal control solution
is returned.
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Otherwise, update the device settings:

PVx _ pPV PV _ PV :

k* =k, S:-;- = Sjj \V/(l,]) Siy
Return to Step 2 and repeat the process until convergence is achieved.

7. Case Study and Analysis
7.1. Explanation of Example Parameters

This paper adopts a practical 10 kV feeder in China as the analysis object to verify
the effectiveness of the proposed method. The topology structure of this 10 kV feeder is
shown in Figure 2, comprising 69 nodes in total, forming a radial three-phase balanced
system. The specific parameters of the lines are detailed in Appendix C, Table Al. The
total load connection amount in the lines is 22.43 MW. OLTCs are installed in the initial
sections of the lines, and the installation positions of the sectionalizing switches and tie
switches are illustrated in Figure 2.

12345 1213 14 15 16 25 DR ET
T | LI ISZI» © P P P P ' b
CSS-Equipped LineSi S1 v v 17 V Vv vV Vv v
4
_____ 1 18__
Tie-Switch-Equipped g__ 19—+ 26 27 28 29 3b\
ineSj 8__ PV 20_— PV \

| 24 BRE TSR S10

|

|

|

|

|

|

|

o 21-+PV LS9 |
(.) 10_- w 22__ \ |
11+ 23--PV 585960 |
|

|

|

|

|

|

|

|

oLte s7/ IS8 157 vv
/ 4u5|,—4|6—47—b4§' v 54 156
Py Pﬁﬁﬂﬁfﬁﬁi“t / EE%% ¥ v 5% s b P
3I5| 3{I7|3|9 S4 1 L1 ! IV i |V v

B —1— ——t— 1
36 38 40 49 50 51 5256 6162 63 64 6566 6768 69
Figure 2. A real network topology of 69 nodes system.

The total photovoltaic (PV) connection capacity in the feeder is 10.47 MW, all of
which are distributed PV systems managed by PV operators. The installation locations
and capacities of each PV system are shown in Appendix C, Table A2. This paper utilizes
OpenDSS 2023 software for model building of the feeder and employs MATLAB R2024a to
call OpenDSS 2023 for simulation analysis. In the simulation, the allowable power factor
range for PV inverters is (—0.95, 0.95).

7.2. Implementation of the Method in This Paper

The node voltage distribution diagram of the 69-node feeder under no voltage reg-
ulation measures throughout the day is shown in Appendix D, Figure Al. At this time,
switches S1, S2, S3, 54, S5, and S10 are in the closed state, while switches S6, S7, S8, and
S9 are in the open state. It can be seen from the diagram that during most periods of the
day, multiple nodes in the feeder experience voltage issues, and effective voltage regula-
tion means must be adopted. In response to the overvoltage problem in the feeder, this
paper selects the scenario with the most severe node voltage exceedance throughout the
day for analysis and adopts the voltage control method proposed herein for regulation.
After optimization and control using the method in this paper, the division results of the
benefit subjects in the feeder, the switching states of the line switches, and the regulation
amounts of the line on-load voltage regulating transformers are as shown in Table 1.
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Table 1. The partition of stakeholders and switch optimization results.
Unity MMG Ilg;iq PV MMG IJ;
Line switch Si (Status) IT; (1,2,3,4,5,12,13,14,15)
52 (on) S7 (on) I, (16,17,18,19,20,21,22,23,24)
53 (on) S1 (off) IT5 (25,26,27,28,29,30,31,32,33,34)
54 (on) S8 (off) I14 (6,7,8,9,10,11,35,36,37)
S5 (on) S9 (off) IT5 (38,39,40,41,42,43,44,45,46,47,48)
S6 (on) 510 (off) ITs (49,50,51,52,53,54,55,56,57,58,59,60)
OLTC IT; (61,62,63,64,65,66,67,68,69)

Under the control strategy in this paper, the feeder is divided into 7 photovoltaic (PV)
microgrid clusters, which, together with the power company’s microgrid clusters, form
multiple microgrid clusters within the feeder area. In response to the overvoltage issue
in the distribution network, the power company’s microgrid has undergone network re-
configuration and on-load transformer regulation. Specifically, switches S1 and 510 have
changed from their original closed state to an open state, while switches S6 and S7 have
changed from an open state to a closed state, and the OLTC has been adjusted down by
one tap position. Simultaneously, the PV microgrid clusters have also undergone corre-
sponding adjustments. The active and reactive power regulation amounts managed by
them are shown in Appendix D, Figure A2. After these adjustments, the voltage distribu-
tion in the distribution network is as shown in Appendix D, Figure A3. As depicted in the
figure, without any voltage regulation measures, overvoltage phenomena occurred at all
PV installation nodes within the distribution network. Therefore, all PV operators within
each PV microgrid cluster have made adjustments to their respective PV systems. Through
coordination with the power company’s microgrid, the distribution network voltage has
been regulated to within the safe operating range.

7.3. Performance Analysis of Microgrid Cluster Division

The quality of microgrid cluster division directly affects the subsequent voltage con-
trol effect. In the numerical example of this paper, it is considered that the benefit coupling
degree indicator, the regulation capability indicator of microgrid clusters, and the scale
balance indicator of microgrid clusters are equally important for the division of microgrid
clusters. Therefore, the weights are chosen as w; = wy = w3z =1.

During the microgrid cluster division process in this paper, the changes in the compre-
hensive division indicator { for multiple microgrid clusters in the distribution network, cor-
responding to different microgrid cluster divisions, are illustrated in Figure 3. As depicted
in the figure, the comprehensive division indicator { reaches its maximum value when the
PV operators within the distribution network are divided into 7 microgrid clusters.

Therefore, the feeder is divided into 7 PV microgrid clusters, and the node regions
corresponding to each microgrid cluster are detailed in Table 1. To demonstrate the effec-
tiveness of the multi-microgrid cluster division method proposed in this paper [23,24], a
comparison analysis is conducted with the modularity function division method. The mod-
ularity function division method primarily constructs a modularity function for the distri-
bution network based on its structural parameters and employs a partitioning algorithm
to divide the network into regions. Under the modularity function division method, the
division of PV microgrid clusters within the distribution network is presented in Table 2.

A comparison of Tables 1 and 2 reveals that under the modularity function division
method, microgrid clusters Il and Iy do not contain any PV systems. When overvoltage
occurs in the distribution network, microgrid clusters I'l; and I1; lack adjustable resources
for voltage regulation, making it difficult to address the overvoltage issues within their
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coverage areas. In contrast, as shown in Table 1, under the method proposed in this pa-
per, each microgrid cluster is equipped with PV systems, ensuring that there are sufficient
adjustable resources within each microgrid cluster for subsequent voltage regulation.
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o
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Figure 3. Comprehensive partition index ( versus the number of stakeholders.

Table 2. Partition results of modularity function.

PV MMG I, PV MMG IJ;
I1; (1,2,3,4) T1, (26,27,28,29,30)
I1, (5,12,13,14,15,16) I1; (35,36,37,38,39,40)
I1; (6,7,8,9,10,11) Tl (41,42,43,44 45 46,47,48)
T1, (16,17,18,19,20,21,22,23,24) I, (53,54,55,56,57,58,59,60)
T1;9 (49,50,51,52,61,62,63,64,65,66,

IT5 (25, 31,32,33,34) 67,68,69)

Furthermore, Table 1 indicates that under the modularity function division method,
the distribution network is divided into 10 microgrid clusters. The smallest microgrid
cluster (I1;) covers 4 nodes, while the largest microgrid cluster (Il;p) covers 13 nodes, re-
sulting in a significant disparity in cluster sizes. However, under the method proposed
in this paper, the distribution network is divided into 7 microgrid clusters. The smallest
microgrid clusters (I1j, I, I14, I'l7) cover 9 nodes each, and the largest benefit subject (I14)
covers 12 nodes. Compared to the modularity function division method, the PV microgrid
clusters under the proposed method are more evenly sized, effectively preventing certain
microgrid clusters from being excessively large and increasing the difficulty of solving the
voltage optimization control model for microgrid clusters.

To further illustrate the effectiveness of the proposed method in this paper, the voltage
control strategy presented herein was applied under two different partitioning methods for
voltage control. The voltage control results are depicted in Figure 4, and a comparison of
the total reactive power adjustment Q"Y, total active power adjustment P"", and total cost
of photovoltaic regulation F'V for photovoltaic inverters within the distribution network
is presented in Table 3.

The simulation results indicate that the voltage control strategy proposed in this paper
can maintain voltage regulation within the safe operating range under both partitioning
methods mentioned above. However, in terms of regulation cost, the proposed partition-
ing method incurs lower costs compared to the modularity function method. Additionally,
regarding the adjustment of photovoltaic inverters, the proposed method results in higher
reactive power adjustment and lower active power adjustment of the inverters. Compared
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to the modularity function method, the proposed approach more effectively utilizes the
reactive power of photovoltaic inverters, reduces the photovoltaic curtailment rate, and
exhibits superior partitioning performance.
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Figure 4. Comparison of voltage profiles under the two methods.

Table 3. Comparison of the optimization results.

Method QPV/kVar PPV/KW FPVi¥Y FGrid/y
Modularity 2856.6 930.6 1036.6 500
This Paper 2972.2 814.3 1001.6 500

7.4. Voltage Control Performance Analysis

To further analyze the superiority of the proposed method in distribution network
voltage control, it is compared with the traditional centralized control method [25] and
the partitioned control method presented in reference. The traditional centralized control
method regards all nodes in the distribution network as a single stakeholder and then uti-
lizes the subsequent voltage control method proposed in this paper for voltage regulation.
The optimization results of switches within the distribution network under the three volt-
age control methods are shown in Table 4.

Table 4. Comparison of switch optimization.

Concentrated Partition This Paper
52 (on) 57 (on) 52 (on) S7 (on)
S3 (on) S1 (off) S3 (on) S1 (off)
54 (on) S8 (off) No adjustment S4 (on) S8 (off)
S5 (on) S9 (off) S5 (on) S9 (off)
S6 (on) S10 (off) 56 (on) S10 (off)
OLTC (Downshift 1) No adjustment OLTC (Downshift 1)

A comparison of Table 4 reveals that the optimization results of the power company’s
microgrid cluster under the centralized control method are identical to those presented in
this paper, indicating that the proposed method achieves the same optimization results
as centralized control in optimizing OLTC and line switches. However, under the parti-
tioned control method, neither OLTC nor line switches are activated. This is because the
partitioned control method primarily relies on local voltage regulation by photovoltaic
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inverters within each partition, without considering network reconfiguration or the coor-
dination of multiple voltage regulation devices in the distribution network. Consequently,
both OLTC and line switches remain inactive. The total reactive power adjustment Q"V,
total active power adjustment PV, total photovoltaic regulation cost F''V, total power com-
pany regulation cost F&', and optimization time considering communication delay T°"
for photovoltaic inverters in the distribution network under these three methods are pre-
sented in Table 5. As shown in Table 5, for the reactive power adjustment of photovoltaic
inverters, the partitioned control method results in the highest total reactive power adjust-
ment of photovoltaic inverters, while the proposed method yields the lowest total reactive
power adjustment. This implies that partitioned control maximizes the utilization of re-
active power from photovoltaic inverters. Regarding active power curtailment, the parti-
tioned control method leads to the highest total active power curtailment of photovoltaics,
whereas the centralized control method results in the least active power curtailment, indi-
cating that centralized control maximizes the accommodation of photovoltaic power. In
terms of optimization time, the partitioned control method has the shortest optimization
time when considering communication delays, while the centralized control method has
the longest optimization time. This suggests that the partitioned control method exhibits
the best performance in terms of computational speed. Figure 5 illustrates the voltage dis-
tribution of the distribution network under the three different control methods.

Table 5. Comparison of the optimization results.

Method QfV/KkVar PPV/KW FPVi¥Y FGrid/y TP!/s
Concentrated ~ 3051.4 788.6 1004.6 500 364.1

Partition 3147.2 1063.5 1161.2 0 24.2
This Paper 2972.2 814.3 1001.6 500 63.6
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Figure 5. Comparison of voltage profiles under the three method.

Further analysis, combined with Figure 5 and Table 5, reveals the following:

(1) Partitioned control outperforms the proposed method in terms of photovoltaic in-
verter reactive power utilization and optimization computational performance. How-
ever, partitioned control solely relies on photovoltaic inverter regulation and fails
to achieve coordinated operation among multiple voltage regulation devices within
the distribution network. Consequently, it cannot regulate the distribution network
voltage within the safe operating range. In contrast, the proposed method enables
coordinated operation of multiple voltage regulation devices within the distribution
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network through an interactive game between photovoltaic microgrid clusters and
power company stakeholders, thereby further regulating the distribution network
voltage within the safe operating range.

(2) Centralized control exhibits advantages over the proposed method in terms of pho-
tovoltaic inverter reactive power regulation, active power curtailment, and photo-
voltaic regulation cost. However, based on the result data, the total reactive power
adjustment, total active power adjustment, and total regulation cost of photovoltaic
inverters are nearly identical between the two methods. It is important to note that,
considering communication delays, the optimization time of the proposed method
is 63.6 s, while the optimization time of the centralized control method is 364.1 s.
Under the same optimization effect, the proposed method demonstrates a faster opti-
mization speed and significantly superior optimization computational performance
compared to centralized control.

Therefore, based on the comprehensive analysis above, the proposed method is more
suitable for voltage control in future distribution networks with large-scale distributed
photovoltaic integration.

8. Conclusions

To address the challenges of multi-stakeholder coordination and voltage control in
distribution networks with high penetration of distributed generation, this paper proposes
a three-layer interactive optimization control strategy. The main contributions and conclu-
sions are as follows:

A Multi-Stakeholder Voltage Optimization Framework is constructed, consisting
of dynamic stakeholder partitioning, parallel independent optimization, and interactive
game-based coordination. This structure enables effective collaboration while preserving
the autonomy of each participant.

A Composite Index-Based Microgrid Grouping Method is proposed, considering in-
terest coupling, voltage regulation capability, and group size balance. A community detec-
tion algorithm is used to dynamically partition microgrid groups based on these indicators.

Independent Voltage Optimization Models are developed for both utility-owned and
PV microgrids, addressing their respective cost structures and regulation mechanisms.
This allows for autonomous decision-making within each group.

A Non-Cooperative Game-Based Coordination Model is designed to resolve conflicts
among different stakeholder groups and achieve an overall cost-effective regulation solu-
tion. The existence of a Nash equilibrium ensures convergence of the proposed method.

Simulation results on a real 10 kV feeder demonstrate that the proposed method
effectively suppresses voltage violations, significantly reduces total regulation cost, and
achieves rapid convergence. Compared to uncoordinated control, the strategy improves
both voltage safety and economic performance; compared to centralized control, it better
respects stakeholder autonomy and data privacy.

In practical operation, due to the significant uncertainty of photovoltaic (PV) output,
there may be substantial deviations between the actual output and forecasted values. If
voltage control strategies are still formulated entirely based on forecasted data, it can easily
lead to ineffective voltage regulation. Therefore, subsequent research will build upon the
work presented in this paper to further incorporate the uncertainty of large-scale PV out-
put and develop a robust voltage optimization control strategy based on multi-stakeholder
partitioning, thereby enhancing the distribution network’s capability to address overvolt-
age issues.

On the other hand, while the partitioning method proposed in this paper effectively
balances interest coupling degree, regulatory capability, and scale balance in small-to-
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medium-scale systems, in large-scale distribution networks, the calculation of the com-
prehensive indicator increment A{ during the pairwise merging process may incur signif-
icant computational overhead. Future work will focus on improving the scalability of the
algorithm by exploring heuristic approaches such as local neighborhood constraints, incre-
mental updates, and parallel computing to enhance its practicality in large-scale systems.
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Appendix A

The model contains nonlinear constraints, primarily Equations (15)-(18), which are
processed as follows.

Al
ij = uiU‘COS(Qi — 9]) ( )

Wl']' = Uill]« Sin(ei — 9])

Substituting the above equations into Equations (17) and (18) allows them to be trans-
formed into:
Pij = GjjU; — GijVij — BjjWi;
Qij = —Bj;jU; + B;;Vij — Gj;U; (A2)
Uill; = V2 + Wi;i”
The last term of the above equation can be relaxed using a second-order cone con-
straint, transforming it into the standard form of a second-order cone:

2V
2W;; < Ui+ U (A3)

Ui —Uj |,

For the nonlinear term involving the product of s;; and P;; still present in Equation (15),
the “branch voltage” method from reference [22] is adopted for linearization:

0< LIZ.H < sl-]-(uma")2
0< u]U < Sij(umax)z
0<U;— U < (1—s;)(um)?
0<Uj— U < (1—s;)(um)?

(A4)
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where LIZ.U and UlJ, respectively, denote the node voltage variables U; and U; which corre-
spond to the “branch voltage” variables associated with branch i-j. From the above equa-
tion, it can be seen that when branch i-j is disconnected, both UIU and U]I.] become 0. When
branch i-j is connected, U;" = U; and u].U = U;. Hence, Equations (17) and (18) can be trans-
formed into:

Net PV L _ I
PR+ PV =P = ) Gyl — GV — By Wi (83)
jer(i)
QNet+QPV* Q} — Z 7Bl]u +B1]V G U (A6)
jEr (i)
WP~ v+ (4

At this point, all constraints in the model have been transformed into either linear or
second-order cone forms. The model is now converted into a Mixed-Integer Second-Order
Cone Programming (MISOCP) problem, which can be efficiently solved using Cplex.

Appendix B

The constraints of the photovoltaic microgrid voltage optimization control model are
as follows:

PN 4P =P = )0 Gyl = GyViy — ByWy; i,j €11, (A9)
jer @)
pNet | pPVx _ Z Giil; — G;jVij — BijWy; i,j ¢ 11 A9
; ; ij ijWVij 1] q (A9)
jEr (i)
QY+ QY —Qr = Y —Bylli+ByVy = Gyllj i,j €I, (A10)
JEL ()
QR Qb= ¥ BBV, -G il (A1)
JEL ()
QY
P,I])V,real < S})v’ jE H‘i (A12)
2
—P]«PV’ real tan oMin < Q}’V < PjPV, real tan Gminlv]' c Hq (A13)
Sij = S?j (A15)

where Equations (A8) to (Al1) represent the power flow constraints. Equations (A12) to
(A13) describe the operational constraints of the photovoltaic inverters, where S]I-)V denotes
the apparent capacity of the photovoltaic inverter at node j, and i represents the min-
imum allowable power factor angle for the inverter. P]-PV* is the optimized active power
output value of the photovoltaic system at node j, Q}-’V* indicates the reactive power regu-
lation value of the photovoltaic inverter at node j, which is calculated by other microgrid
clusters excluding the power flow equation I, of the photovoltaic microgrid cluster. k™ de-
notes the tap position of the OLTC, and s]’-‘ represents the switching status variable of branch

i-j. Both k" and s;-k are provided by the power company’s microgrid cluster optimization.
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Appendix C
Table A1l. Parameters of the 10kV radial feeder.
Startin Terminal Line Impedance . . . Terminal Line Impedance Line Distance

No deg Point «Q /Em) Line Model Distance (km) Starting Node Point «Q /lr(’m) Model (km)
0 1 0.0754 +j0.085 DL-300 0.92 34 69 0.099 +0.093 JKLY-185 0.574
1 2 0.099 +j0.093 JKLY-185 0.221 0 35 0.0754 +j0.085 DL-300 0.88
2 3 0.099 +0.093 JKLY-185 0.099 35 36 0.099 +0.093 JKLY-185 0.102
3 4 0.099 +0.093 JKLY-185 0.203 36 37 0.099 +0.093 JKLY-185 0.036
4 5 0.099 +0.093 JKLY-185 0.106 37 38 0.099 +0.093 JKLY-185 0.036
5 6 0.099 +0.093 JKLY-185 0.459 38 39 0.099 +0.093 JKLY-185 0.108
6 7 0.099 +j0.093 JKLY-185 0.274 39 40 0.099 +j0.093 JKLY-185 0.105
7 8 0.099 +0.093 JKLY-185 0.312 40 41 0.099 +j0.093 JKLY-185 0.336
8 9 0.099 +0.093 JKLY-185 0.233 41 42 0.099 +0.093 JKLY-185 0.201
9 10 0.099 +0.093 JKLY-185 0.085 42 43 0.099 +0.093 JKLY-185 0.146
10 11 0.099 +0.093 JKLY-185 0.157 43 44 0.099 +0.093 JKLY-185 0.157
11 37 0.32+j0.119 JKLY-70 0.681 44 45 0.099 +0.093 JKLY-185 0.056
5 12 0.099 +j0.093 JKLY-185 0.311 45 46 0.099 +j0.093 JKLY-185 0.201
12 13 0.099 +0.093 JKLY-185 0.073 46 47 0.32+0.119 JKLY-70 0.133
13 14 0.099 +0.093 JKLY-185 0.315 47 48 0.099 +0.093 JKLY-185 0.092
14 15 0.099 +0.093 JKLY-185 0.618 40 49 0.32 +j0.119 JKLY-70 0.364
15 16 0.099 +0.093 JKLY-185 0.445 49 50 0.099 +0.093 JKLY-185 0.136
16 17 0.32+j0.119 JKLY-70 0.059 50 51 0.099 +j0.093 JKLY-185 0.122
17 18 0.32 +j0.119 JKLY-70 0.141 51 52 0.099 +j0.093 JKLY-185 0.141
18 19 0.32 +j0.119 JKLY-70 0.202 52 53 0.32+0.119 JKLY-70 0.335
19 20 0.32 +j0.119 JKLY-70 0.284 53 54 0.32+0.119 JKLY-70 0.335
20 21 0.32+j0.119 JKLY-70 0.163 54 55 0.32+j0.119 JKLY-70 0.114
21 22 0.099 +0.093 JKLY-185 0.249 55 56 0.32 +j0.119 JKLY-70 0.143
22 23 0.099 +j0.093 JKLY-185 0.27 56 57 0.32 +j0.119 JKLY-70 0.103
23 24 0.099 +0.093 JKLY-185 0.05 57 58 0.32+0.119 JKLY-70 0.096
24 48 0.099 +0.093 JKLY-185 0.435 58 59 0.32 +j0.119 JKLY-70 0.101
16 25 0.32+j0.119 JKLY-70 0.447 59 60 0.32+j0.119 JKLY-70 0.156
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Table A1. Cont.
Starting Terminal Line Impedance . . . Terminal Line Impedance Line Distance

Node Point (Q/km) Line Model = Distance (km) Starting Node Point (Q/km) Model (km)
25 26 0.32+j0.119 JKLY-70 0.367 52 61 0.32+j0.119 JKLY-70 0.418
26 27 0.32 +j0.119 JKLY-70 0.085 61 62 0.32+j0.119 JKLY-70 0.056
27 28 0.32+j0.119 JKLY-70 0.13 62 63 0.32 +j0.119 JKLY-70 0.048
28 29 0.32+j0.119 JKLY-70 0.09 63 64 0.32 +j0.119 JKLY-70 0.094
29 30 0.32+j0.119 JKLY-70 0.22 64 65 0.32+j0.119 JKLY-70 0.121
30 60 0.099 +0.093 JKLY-185 0.574 65 66 0.32 +j0.119 JKLY-70 0.136
25 31 0.32 +j0.119 JKLY-70 0.341 66 67 0.32+j0.119 JKLY-70 0.065
31 32 0.32 +j0.119 JKLY-70 0.302 67 68 0.32+j0.119 JKLY-70 0.162
32 33 0.32+j0.119 JKLY-70 0.362 68 69 0.32 +j0.119 JKLY-70 0.159
33 34 0.32 +j0.119 JKLY-70 0.063
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Table A2. Capacity and locations of the installed PV.
Node Capacity/kW Node Capacity/kW Node Capacity/kW
8 200 10 502 11 81
12 407 14 102 20 500
21 512 23 501 28 512
29 501 31 400 32 500
34 600 45 700 48 850
53 400 59 780 60 800
64 600 68 800 69 390
Appendix D
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Figure A2. The regulated active and reactive power of PVs under the proposed method.
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