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Abstract: Continuous monitoring of structural health is essential for the timely detection of damage
and avoidance of structural failure. Guided-wave ultrasonic testing (GWUT) assesses structural
damages by correlating its sensitive features with the damage parameter of interest. However, few or
no studies have been performed on the detection and influence of debris-filled damage on GWUT
under environmental conditions. This paper used the pitch–catch technique of GWUT, signal cross-
correlation, statistical root mean square (RMS) and root mean square deviation (RMSD) to study
the combined influence of varying debris-filled damage percentages and temperatures on damage
detection. Through experimental result analysis, a predictive model with an R2 of about 78% and
RMSE values of about 7.5 × 10−5 was established. When validated, the model proved effective, with
a comparable relative error of less than 10%.
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1. Introduction

High economic structural assets in aerospace, shipbuilding, oil, and gas are con-
structed using thin-wall metallic materials. The structural assets convey products prone
to environmental hazards that could happen through structural failure [1,2]. Failures in
structures are deeply traced to undetected damage. Cracks and corrosion are forms of
damage that are mainly studied individually using guided-wave ultrasonics [3]. Damage
is a state of structure that differs from its pristine state [4]. It is an indispensable factor
affecting the structure’s service lifecycle and its reliability for intended operational services.
Damage may be initiated in structural material during the manufacturing process at the
micro-level and progresses into the macro-level during the service time of the structure.
Formed damage, such as a crack in structures, could accumulate debris over time and
accelerate structure deterioration, paving the way for catastrophic failure. The accumulated
debris causes crack closure, affects crack propagation and enhances pitting corrosion activi-
ties, as explained in [5,6]. The prime effects of corrosion and crack on metallic structures are
thickness thinning, rigidity reduction, integrity and load-carrying-capacity degradation [7],
shortening the structure’s service lifecycle and making it unreliable. Hence, continuous
monitoring of the structural assets with cost-effective damage-sensitive NDT devices and
techniques is a priority to avert catastrophic failure, suggest timely maintenance, and save
the economy. Most of the previous studies have been on the monitoring and prediction
of empty cracks (cracks without debris or dry cracks) in structures using various struc-
tural health-monitoring techniques [8–14]. In recent decades, the guided-wave ultrasonic
technique has received more attention than other NDT techniques for SHM [15]. The high
interest in GWUT is due to its potential for long-range inspection, non-invasive inspection,
the lightweight and small size of the ceramic PZT, and cost-effectiveness. It has been suc-
cessfully used for the detection and localisation of various damages in structures [9,15–18].
The effect of environmental and operational conditions on the ultrasonic guided wave,
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especially temperature, has been well studied [19,20]. However, the influence of debris-
filled damage cum temperature variation on the guided wave has not been studied. The
influence of debris-filled damage of different percentages under temperature variation
is meticulously studied in this paper using statistical RMS and RMSD of the captured
response signals from the pitch–catch ultrasonic guided-wave configuration. The suitability
of RMS is because the guided-wave ultrasonic used in SHM is a continuous propagation of
energy from one point of the structure to another. And, the sensitivity of the signal’s energy
to damage is significantly higher than the amplitude, since it is the square of amplitude
by value.

2. Theory
2.1. Structural Health Monitoring (SHM)

Structural health monitoring (SHM) via an ultrasonic guided wave uses an embedded
ceramic piezoelectric (PZT) transducer to transform an oscillating excitation signal into an
actuating signal that would cause a stress wave to propagate in the host structure through
surface pinching. The propagating wave interacts with the structure and becomes captured
as a response signal by another ceramic PZT called a sensor [21]. The PZT operates through
a linear transduction mechanism as expressed in the linear constitutive equations in [9,15].

Actuation : Sij = sE
ijklTkl + dkijEk (1)

Sensing : Di = diklTkl + εT
ikEk (2)

where Sij and Tkl , are the strain and stress mechanical variables, respectively. Di and
Ek, are electrical displacement and electrical field variables, respectively. sE

ijkl , is the me-

chanical compliance at zero electric fields, εT
ik, is the dielectric constant at zero mechanical

stress, and dikl and dkij, denote a coupling between the electrical and mechanical variables.
Equations (1) and (2) are actuation and sensing equations. Hence, the sensor PZT captures
the strain effect of the propagating stress wave and transforms it into a signal voltage. The
sensor’s output voltage is proportional to the amount of the strain effect caused by the
propagating wave and the thickness of the sensor.

2.2. Wave Motion in Thin Plate

The ultrasonic wave propagates as a distributed stress on a thin plate. The stress
causes material particles to vibrate and transfer energy from one point to another as waves.
The waves are guided to propagate within the boundaries of the structure. The motion of
the vibrating particle in the plate is governed by Equation (3). The boundary condition of
surface traction force is in Equation (4).

µ.ui.jj + (λ + µ)uj.ji + ρ fi = ρ.
..
ui (i, j = 1, 2, 3) (3)

ti = σjinj (4)

where u is the displacement of the plate via the particle motion, λ and µ are Lame’s
constants, ρ is the density of the plate particles,

..
ui is the acceleration of the vibrating

particles, fi is the force body on the material, ti is surface tractions at the normal nj,
and σji, is the stress on the plate surface. It is considered zero for a traction-free body
condition. The solution to Equation (3) by the method of potential separation, as in [22],
results in characteristics frequency equations of lamb wave grouped into two modes as
in Equations (5) and (6). The terms of the equations are as expanded in Equations (7)
through (9).

Symmetric modes :
tan(qb )
tan pb

=
4k2 pq

(p2 − k2)
2 (5)

Anti-symmetric modes :
tan(qb)
tan(pb )

= −
(

p2 − k2)2

4k2 pq
(6)
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where
k =

2π

λw

p =

√√√√ ω2

c2
L −

(
ω
Cp

)2 (7)

q =

√√√√ ω2

c2
T −

(
ω
Cp

)2 (8)

Cg =
∂ω

∂k
=

Cp

1 − ω∂Cp
k ∂ω

(9)

The velocity of the propagating wave is related to the lame’s constant and mechanical
properties of the material, as expressed in Equations (10) and (11).

CT =

√
µ

ρ
=

√
E

2ρ(1 + ν)
(10)

CL =

√
λ + 2µ

ρ
=

√
(1 − ν)

(1 + ν)(1 − 2ν)

E
ρ

(11)

where CT is the transverse velocity, and CL is the longitudinal or radial velocity of the wave
in a solid medium. Cp is the phase velocity of lamb wave, and ρ, E, and ν are the material
density, elastic modulus, and Poison ratio, respectively. It is pertinent to observe that the
velocity of the propagating wave depends on the mechanical properties of the waveguide.
Hence, any consequential effect on the material would affect sensitive parameters of the
propagating wave, especially its energy being transferred as the wave propagates.

2.3. Wave Dispersion Curve

In an active structural health-monitoring (SHM) mode, the actuator pinches the struc-
ture to create probing waves when excited with an oscillating electrical voltage. The
frequency of the probing signal is often selected from the dispersion curve. The dispersion
curves are a set of curves that represent the propagation of wave modes in each waveguide.
It describes the relationship between wave velocity (group or phase) and the excitation
frequency [18]. The dispersion curve is determined using Disperse software or a Dispersion
calculator versionV2.3 by providing the necessary properties of the plate material [23]. The
dispersion curves of the 3.00 mm mild carbon steel plate with properties listed in Table 1
are in Figure 1.

Table 1. Mechanical properties of mild carbon steel.

Material Young Modulus,
E (N/m2)

Poisson’s
Ratio, v

Density, ρ
(kg/m3)

Length, L
(mm)

Width, W
(mm)

Thickness, Th
(mm)

Mild
Carbon steel 2 × 1011 0.289 7800 500 300 3

From the dispersion curves, only the fundamental modes exist when the frequency is
below 500 KHz, but beyond it, multi-modes exist. Also, the fundamental symmetric mode
possesses higher velocity, which is relatively more constant at the early frequency range
than the fundamental asymmetric mode. The selection of probing frequency is critical for
damage detection. There are some criteria used to select an appropriate probing frequency.
One of the criteria is that the frequency must be sensitive to the targeted damage and
possess enough energy to propagate the needed distance. An excitation frequency with the
largest RMS is selected through experimental frequency sweep because it possesses more
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energy than any other and could travel the longest distance. Recall the rule of thumb for
damage detection, which states that damage would stand a higher chance of detection if it
is larger than 1

2 λ of the probing wave [24]. Hence, it is necessary to compare the probing
wave’s wavelength with the targeted damage’s length. The wavelength of the excitation
frequency can be determined using Equation (13).

v = f × λ (12)

λ = υ/ f (13)
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2.4. Wave–Damage Interaction Effects and Inspection-Transducer Configuration

Guided-wave ultrasonic inspection could be performed using active or passive ul-
trasonic configuration techniques. The exciter is vital in guided-wave inspection, which
determines if a configuration is active or passive. When damage generates the propagat-
ing wave, a passive mode is configured [21], and all the embedded transducers would
function like human ears and listen to pick up the wave. The active mode is configured
when the propagating wave is due to the excitation of the actuator with an oscillating
electrical voltage of a given frequency [21,25–27]. The vibration of the actuator causes
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atoms of the structure around its installation to start displacing their positions temporarily.
This mechanism transfers wave energy from one point of the structure to another. The
propagating stress wave is constrained by the boundaries of the structure (waveguide),
hence the guided wave. The wave interaction with the structure, especially with damage or
discontinuity, causes scattering, reflections, mode conversion, and some energy absorption
at the damaged spot [28]. Figure 2b depicts the effect of wave–damage interaction. Fig-
ure 2b shows that the through-transmitted wave is much smaller than the edge-scattered
wave. Hence, capturing the edge-scattered wave would be more valuable than the through-
transmitted wave. Also, depending on the nature of the damage, the through transmitted
is the resultant wave after absorption, back reflection, and diffraction of the incident wave,
which is usually small in value.

Processes 2024, 12, x FOR PEER REVIEW 5 of 21 
 

 

wave, a passive mode is configured [21], and all the embedded transducers would func-
tion like human ears and listen to pick up the wave. The active mode is configured when 
the propagating wave is due to the excitation of the actuator with an oscillating electrical 
voltage of a given frequency [21,25–27]. The vibration of the actuator causes atoms of the 
structure around its installation to start displacing their positions temporarily. This mech-
anism transfers wave energy from one point of the structure to another. The propagating 
stress wave is constrained by the boundaries of the structure (waveguide), hence the 
guided wave. The wave interaction with the structure, especially with damage or discon-
tinuity, causes scaĴering, reflections, mode conversion, and some energy absorption at the 
damaged spot [28]. Figure 2b depicts the effect of wave–damage interaction. Figure 2b 
shows that the through-transmiĴed wave is much smaller than the edge-scaĴered wave. 
Hence, capturing the edge-scaĴered wave would be more valuable than the through-
transmiĴed wave. Also, depending on the nature of the damage, the through transmiĴed 
is the resultant wave after absorption, back reflection, and diffraction of the incident wave, 
which is usually small in value. 

 
(a) 

 
(b) 

Figure 2. (a) Wave–damage interaction effects. (b) Typical wave–damage interaction effect. 

All the effects mentioned above make it possible for damage to be detected and lo-
calised using guided-wave techniques and a sensitive wave parameter called the signature 
or feature. The extent of wave reflection or scaĴering depends on the encountered dam-
age’s nature, shape, size, and orientation. Pitch–catch and Pulse–Echo transducer config-
uration topology are often used in the active-mode inspection technique, as shown in Fig-
ure 3. The choice of either topology depends on the nature of the damage. This study uses 
pitch–catch configuration topology to acquire wave signals interacting with the damaged 
and scaĴered. 
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All the effects mentioned above make it possible for damage to be detected and
localised using guided-wave techniques and a sensitive wave parameter called the signature
or feature. The extent of wave reflection or scattering depends on the encountered damage’s
nature, shape, size, and orientation. Pitch–catch and Pulse–Echo transducer configuration
topology are often used in the active-mode inspection technique, as shown in Figure 3. The
choice of either topology depends on the nature of the damage. This study uses pitch–catch
configuration topology to acquire wave signals interacting with the damaged and scattered.
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2.5. Temperature Effect on Guided Wave

Damage and temperature affect mechanical structures differently but collectively
influence structural degradation [29,30]. The core influence of temperature on a mechan-
ical structure is thermal expansion and assisted degradation of the structure’s strength
and stiffness. In particular, an increase in temperature causes a decrease in the elastic
modulus of a metallic structure, and features of the propagating wave depend directly
on most of the structure’s mechanical properties, especially the elastic modulus, as in
Equations (10) and (11). Assuming a linear dependence of the wave characteristics on
temperature, the equation below would be suitable for the study.

S(T) = S(T0) +
∂S(T)

∂T
∆T (14)

where

S = any characteristics parameter of the wave.
S(T0) = the value of the wave feature at a reference temperature.
T = current-state temperature of the structure.
T0 = reference temperature of the structure.

∆T = (T − T0)

∂S(T)
∂T = the parameter sensitivity to temperature.

2.6. Signature/Wave Feature Extraction and Processing

Damage detection and identification largely depend on the approach and signal-
processing technique adopted. The captured response signal carries sufficient information
about the structure. Wave amplitude is one of the sensitive parameters of the wave and
could be easily extracted from the signal. The damage in the structure could modulate
the signal amplitude to either higher or lower values. However, the signal energy is more
sensitive to damage and is proportional to the square of its amplitude. Hence, we adopted
root mean square (RMS) and root mean square deviation (RMSD) to extract the energy
feature of the response wave and determine the damage index. A model for predicting the
debris-filled damage under temperature variation will be established through the extracted
feature of the wave. The average RMS of the two sensors’ signals used in the design is
given in Equation (15), and the relative RMS is expressed in Equation (16).

XARMS =
1
2

((√
1
N ∑N

i=1 x2
i

)
PZT2

+

(√
1
N ∑N

j=1 x2
j

)
PZT4

)
(15)
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RRMS =
XARMS
ERMS

(16)

where

Erms = the RMS of the excitation signal.
x2

i and x2
j are the captured response signals from PZT2 and PZT4, respectively.

N is the number of samples of the signal. Hence, the RRMS is computed for each study
case and used to establish the predictive regression model for each damage situation. The
damage index is computed by determining the RMSD between the healthy state of the
structure and its damaged state. Equation (17) expresses the damage index.

DISC = ∑M
i=1

√√√√√√∑
(

RRMS
D
i − RRMS

H
i

)2

∑
(

RRMS
H
i

)2 (17)

where
RRMS

D
i is the relative RMS of the sensors’ captured response signals in the damaged

state of the plate, while the RRMS
H
i is the healthy counterpart of the sensors’ response signals.

3. Materials and Methods
3.1. Material Preparation

The materials used in the study are mild carbon steel plates. Mild carbon steel has a
low carbon percentage. It is tough and ductile, making it a predominantly used material
to construct essential and critical structures of high economic value, such as oil and gas
pipelines, rail tracks, and bridges. The dimensions of the mild carbon steel plate used in
this study are 500.00 mm × 300.00 mm × 3.00 mm. Damage of 40.00 mm length, 5.00 mm
width, and varying depth of 1.00 mm to 2.50 mm at an interval of 0.50 mm, as depicted in
Figure 4, was carefully machined at the mid-distance between the actuator, PZT1 and sensor,
and PZT3. Circular PZT transducers were used due to their omnidirectional capability of
radiating and receiving response signals, unlike rectangular PZTs, which are orientation
dependent [31]. The variation in the damage depth was used to simulate the material-
thinning thickness that corrosion activities would cause. Table 1 reveals the mechanical
properties of the used plate material. Wave reflection from the edges of the plate is known
to contribute to the complexity of the response wave. In particular, the edge-reflected wave
would cause mutual interference with the response wave of the actuated signal. Hence,
DAS modelling air-dried clay [32] is installed around the edges of the plate to absorb any
wave reflection from it. Also, the transition of random vibration between the plate and the
working table was minimised by placing soft foams between the two.
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3.2. Experimental Setup

Pitch–catch configuration topology was adopted and implemented using four ceramic
PZT transducers from Mouser Electronics, Wycombe, UK (PZT: 7.000 mm × 0.195 mm) as
shown in Figure 4. A circular type of PZT transducer was used due to its omnidirectional
capability in capturing response signals. Before transducers were installed, acetone was
used to clean the plate’s surfaces, and it was allowed to dry up for about 10 min. The
transducers were embedded on the top surface of the plate using epoxy adhesive. The
curing time of the epoxy adhesive is 150 min and has an operating temperature range of
−55 ◦C and 120 ◦C [33]. However, we allowed 180 min to ensure the proper curing of
the adhesive. One transducer, PZT1, was wired as the actuator to generate the probing
wave, while the remaining three transducers were used as sensors. The sensor PZTs were
arranged and named as left sensor (PZT2), middle sensor (PZT3), and right sensor (PZT4)
when viewed from the actuator’s position. The epoxy adhesive was lightly applied to
bond the PZTs on the top surface of the plate and to eliminate the high impedance that
air would have introduced. The properties of the ceramic PZTs are in Table 2. The PZTs
are installed 102.00 mm from the end edges of the plate and at least 100.00 mm from the
side edges. The PZT1 is 300.00 mm separated from the PZT3. The distance between the
middle sensor, PZT3, and either of the two sensors is 50.00 mm. The excitation signal
was generated using an arbitrary function generator (TG550 Function Generator), while
the response signals were visualised and registered using an Agilent Technologies Mixed
Signal Oscilloscope (MSO-X 3024A), with a sampling frequency of 1 MHz. The experiment
study was conducted in 3 phases.

Table 2. The properties of PZT used in the study are PZT-5A.

Parameter Unit Min. Value Typical Value Max. Value

Diameter of ceramics mm 6.80 7.00 7.20
Thickness of ceramics µm 175 195 215

Curie temperature Tc 340
Piezoelectric constant pC/N 420

Elastic compliance m2/N 19.6 × 10−12

Serial resonance frequency fs kHz −5% 285 +5%

3.3. Study Phases

Phase I: To ensure that the testing rig works and proper excitation frequency is
selected and used for the study, PZT1 was excited with different centre frequencies of an
amplitude-modulated wave. The modulating frequency is internal 400 Hz of the arbitrary
function generator, and the different centre frequencies are 100 KHz, 180 KHz, 280 KHz,
and 360 KHz. Each modulated wave was used to excite the PZT1 5 times and averaged to
ensure repeatability and minimise the random-noise effect. The signals captured by PZT2
and PZT4 were processed using Equations (15) and (16) to determine which excitation
frequency offered the maximum signal energy. The signal captured by PZT3 was processed
using the cross-correlation method to determine the time of flight (ToFE) of the wave
packets and compared it with the theoretically determined time of fight, (ToFT).

Phase II: The selected excitation frequency was used to acquire baseline signals
by PZT2 and PZT4 under the influence and no influence of temperature on the wave
signal at the healthy state of the plate. A silicone heat mat and K-type thermocouple
temperature sensor were integrated into the testing rig to generate heat and acquire the
plate’s temperature, respectively. A control circuitry was designed using Arduino Mega
and solid-state relay (SSL) to regulate the heating rate of the silicone heat mat and ensure
that the targeted temperature value was achieved and maintained before baseline response
signals were acquired and recorded. The temperature was varied from 30 ◦C to 70 ◦C at an
interval of 5 ◦C.



Processes 2024, 12, 957 9 of 20

Phase III: After baseline signal acquisition, the healthy plate was replaced with an
unhealthy plate that had damage dimensions, as depicted in Table 3. The response signals
were captured by PZT2 and PZT4 after they had interacted with the following:

Empty damage at influence and no influence of temperature.
Damage filled with different percentages of corrosion debris at influence and no

influence of temperature. The testing rig used is as in Figures 4 and 5.

Table 3. The damage dimension.

S/N Damage Depth (mm) Damage Length (mm) Damage Width (mm)

1 1.00 40.00 5.00
2 1.50 40.00 5.00
3 2.00 40.00 5.00
4 2.50 40.00 5.00
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4. Results
4.1. Excitation Frequency Selection

In structural health monitoring, SHM, inspection frequency is essential for detecting
damage. As stated in Phase I, two approaches were used to determine the excitation
frequency for the studies. In the first approach, PZT1 was excited with different centre
frequency signals, and the corresponding response signals for each frequency were captured
using the PZT2 and PZT4 sensors. The following four frequencies, 100 KHz, 180 KHz,
280 KHz, and 360 KHz, were used to excite the actuator. The response signals captured
by the sensors were processed for the relative average RMS value as in Equation (16). The
response signals were sampled at 1 MHz to avoid signal aliasing due to under-sampling,
according to Nyquist’s theory in Equation (18).

fs ≥ 2 × fmax (18)

where fmax and fs are the maximum frequency of the signal and the sampling frequency,
respectively. Figure 6 is the plot of the computed result. The response signal of excited
180 KHz exhibited the maximum relative RMS value compared to others. The RMS value
starts decreasing shortly after 180 kHz. The second approach computed the response-signal
time of flight (ToF) generated using 180 KHz and captured by PZT3. ToF is a crucial
feature of guided-wave ultrasonic for damage localisation. In a pitch–catch configuration,
ToF is the time taken for the excited wave to propagate from the actuator to the sensor.
Different methods are used to determine ToF, but cross-correlation ensures a better result
because it compares the similarity between two wave signals of the same length and
shape and eliminates spurious reflections caused by the structure boundaries [34,35]. Also,
velocity is a needful feature of the wave that depends on and changes with variations in
the structure parameters. The knowledge of the propagating wave velocity is essential,
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especially for damage localisation. From the group-velocity dispersion curve generated
using the mechanical parameters of the plate material and a dispersion calculator [36], the
fundamental symmetric mode was observed to be the fastest and non-dispersive wave
up to 500 KHz, with relatively stable group velocity, as shown in Figure 1b. The group
velocity of the wave at 180 KHz is 5330.7 m/s. The signal’s theoretical time of flight (ToF) is
computed using the group velocity and the actuator–sensor distance. Experimentally, the
excitation signal is cross-correlated with the response signal captured by the PZT3 sensor
to obtain the ToF of the signal using Equation (19). Figure 7 shows the cross-correlation
between the excitation and captured response signals.

Ri−j =
∑(xi(t)− x)(yj(t)− y)√

∑(xi(t)− x)2 ∑(yj(t)− y)2
(19)

where

xi(t) = excitation signal of the i-sensor.
yi(t) = response signal of the j-sensor.
x= mean of the excitation signal.
y = mean of the captured response signal.
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The relationship between the propagating wave velocity, distance covered, and ToF is
expressed in Equation (20). The equation defines the theoretical time of flight, ToFT , as

ToFT =
da−s

V
(20)

where da−s is the distance between the actuator, PZT1, and the middle sensor, PZT3. The
distance is 300.00 mm. The group velocity of the propagating wave packet is V. From the
group-velocity dispersion curve of Figure 1b, the nearly stable group velocity at 180 KHz
frequency is 5330.7 m/s. Using Equation (20), the theoretical ToF of the signal is

ToFT =
0.3

5330.7
= 5.6278 × 10−5s (21)

By cross-correlating the excitation signal with the response signals captured by the
PZT3 sensor, we observed that the excitation signal lags the response signal by 261 match-
ing index values, as shown in the resultant cross-correlated signal of Figure 7c. The
261 matching index value is the point at which the two signals indicate the maximum
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peak of similarity. The matching index value is then converted into time of flight using
Equation (22).

ToFE =

∣∣∣∣ (Imax − Itotal)

Itotal

∣∣∣∣× t (22)

where

Imax = matching index value of the maximum peak of the correlated signals.
Itotal = total matching index value of the correlated signal.
t = sampling time in seconds.

ToFE =

∣∣∣∣ (261 − 5000)
5000

∣∣∣∣× 0.001= 5.22 × 10−5s. (23)

Relative Error, R.E =

∣∣∣∣ToFE − ToFT
ToFT

∣∣∣∣ = 0.072 or 7.2% (24)

Hence, the relative error percentage between the theoretical and experimental ToF is
7.2%. The result signifies that the system setup works well, and the stress wave propagates
as designed. Therefore, the S0 probing frequency of 180 KHz is selected to further the
studies. The choice of the S0 mode also encompasses its in-plane displacement that contains
energy for long coverage inspection, unlike the A0 mode, which would leak energy to
surroundings through out-of-plane displacement [36].
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4.2. Baseline Signal Acquisition

Acquisition of the baseline signal is vital in structural health monitoring, as it helps to
quickly detect a deviant behaviour of the structure at an early stage. The PZT2 and PZT4
captured the response signals that were excited using PZT1. In the absence of temperature
variation, 10,000 samples were captured and processed for their RMS values. The relative
average RMS of the two sensors’ response signals is 2.236 × 10−3. The experiment was
repeated when the heat source was activated. The plate temperature was raised from 30 ◦C
to 70 ◦C at an interval of 5 ◦C. At each temperature level, response signals were captured
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by the sensors PZT2 and PZT4. The relative average RMS value of the captured response
signals was computed and plotted against temperature variation, as shown in Figure 8.

Processes 2024, 12, x FOR PEER REVIEW 12 of 21 
 

 

 
Figure 8. The relative RMS response of the plate under varying temperatures. 

Figure 8 shows that, as the temperature of the plate increases, the corresponding 
computed relative average RMS of the sensors decreases. This could be aĴributed to an 
expansion effect of heat on the material and variation of the mechanical properties of the 
plate as its body temperature increases, especially the elastic modulus that is very sensi-
tive to temperature. The elastic modulus of steel decreases with an increase in tempera-
ture, and lamb wave features depend on it for propagation [37]. The thermal differential 
effect between two response intervals decreases as the temperature increases, leading to a 
general polynomial response behaviour, as depicted in Figures 8 and 9. Figure 9 is the 
Power Spectrum of the PZT2 sensor, showing that the signal power decreases as the plate 
temperature increases. It could be said that guided-wave amplitude is thermally sensitive 
and decreases due to the superposition of the guided wave with the thermally induced 
stress wave in the structure. An empirical predictive model for a thermally influenced 
guided wave is deduced by fiĴing the measured values. The predictive model is Equation 
(25) with an RMSE of 5.012 × 10ି଺ and an R2 of 0.9814 when compared with the meas-
ured signal. The empirical predictive model is good since it could explain about 98% of 
the variation in the measured signal due to temperature increase. 

f (ܶ) = ଵܶଶܣ − ଶܶܣ + (25)  ܥ

where ܶ is the body temperature of the plate, 

ଵ = 7.687ܣ × ଶ = 9.815ܣ ,10ି଼ × 10ି଼ and C = 0.001978 

f (ܶ) = 7.687 × 10ି଼ܶଶ − 9.815 × 10ି଼ܶ + 0.001978 

Figure 8. The relative RMS response of the plate under varying temperatures.

Figure 8 shows that, as the temperature of the plate increases, the corresponding
computed relative average RMS of the sensors decreases. This could be attributed to an
expansion effect of heat on the material and variation of the mechanical properties of the
plate as its body temperature increases, especially the elastic modulus that is very sensitive
to temperature. The elastic modulus of steel decreases with an increase in temperature,
and lamb wave features depend on it for propagation [37]. The thermal differential effect
between two response intervals decreases as the temperature increases, leading to a general
polynomial response behaviour, as depicted in Figures 8 and 9. Figure 9 is the Power Spec-
trum of the PZT2 sensor, showing that the signal power decreases as the plate temperature
increases. It could be said that guided-wave amplitude is thermally sensitive and decreases
due to the superposition of the guided wave with the thermally induced stress wave in
the structure. An empirical predictive model for a thermally influenced guided wave is
deduced by fitting the measured values. The predictive model is Equation (25) with an
RMSE of 5.012 × 10−6 and an R2 of 0.9814 when compared with the measured signal. The
empirical predictive model is good since it could explain about 98% of the variation in the
measured signal due to temperature increase.

f(T) = A1T2 − A2T + C (25)

where T is the body temperature of the plate,

A1= 7.687 × 10−8, A2= 9.815 × 10−8 and C = 0.001978

f(T) = 7.687 × 10−8T2 − 9.815 × 10−8T + 0.001978
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4.3. Depth Variation Response

The influence of damage with varying depths on the guided wave was studied. As in
Table 3, crack damage of varying depths was machined mid-distance between the PZT1
and PZT3 positions. The distance between the actuator and the sensors is 300.00 mm.
The selected inspection frequency is 180 KHz of 29.615 mm wavelength and propagates
with a group velocity of 5330.7 m/s2. The wavelength of the inspecting wave can detect
the damage sufficiently since the damage has the possibility of detection if its length is
at least greater than 1

2 λ of the inspecting wave [24]. The response signals captured by
PZT2 and PZT4 for each damage depth were analysed for relative average RMS values.
From Figure 10, we observed that the average relative RMS value of the response signals
increases as the depth of the damage increases. The increase in RMS values implies that
the scattering effect of the response signal increases with damage depth. The captured
scattered waves are probably from the tips of the damage, as seen in Figure 2b. And, the
two sensors were installed to capture scattered and diffracted wavefields from the tips of
the damaged. The result suggests that more incident waves are diffracted as the damage
depth increases. Although, it is observed that the response value is less than the healthy
state value when the damage depth is less than half the thickness of the plate, suggesting a
combined effect of attenuation and scattering being more pronounced than wave scattering
at the damage tip. It is noted that the scattering effect due to the shallowest depth is about
0.26% of the incident wave, while it is about 0.48% for the deepest depth.

The relationship between the damage depth and the response signal is linear, as in the
deduced empirical predictive model in Equation (26), with an R-squared value of 0.9381
and an error value of 1.574 × 10−4 when compared with the measured data.

f(d) = B1 × d + B0 (26)

where d is the damage-depth value in mm, B1 = 7.747 × 10−4, and B0 = 4.3 × 10−4.
It was observed that, when the damage depth is about half the structure thickness or

less, the relative RMS of the responses is less than that of the healthy state of the structure.
But, in the case of the damage depth being greater than half the thickness of the structure,
the relative RMS response signal is greater than that for the healthy state of the structure.
Hence, the model could predict damage depth greater than half of the structure’s thickness
more accurately than damage depth less than half the structural thickness.
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Recall that the response value of the system in a healthy condition is 2.236 × 10−3,
which is the baseline signal value. Unhealthy responses are noted as the responses captured
when damage exists in the plate. The root mean squared deviation (RMSD) between the
healthy and unhealthy state of the plate is computed and plotted in Figure 11. It was
observed that the percentage of the RMSD value decreases as the damage depth increases.
As the guided wave interacts with the damaged area, some of its energy is dissipated
through various mechanisms, such as scattering, reflection, and mode conversion. The
deeper the damage, the more energy is absorbed or redirected away from the sensor.
This is manifested in the decreased value of RMSD as the depth increases. An empirical
predictive model for detecting damage depth due to deviation from the baseline signal
value is deduced and expressed in Equation (27) with an R-squared value of 0.8866. From
Equation (27), it implies that, beyond the damage depth of 2.748 mm, the damage-response
deviation becomes negative. This change in value sign could serve as a great deal of alarm
for system stoppage to avoid abrupt failure of the system, as it signifies that the structure is
in the worst health state when compared with its pristine state of health.

f(
.
d) = C1 ×

.
d + C0 (27)

where
.
d = damage-depth value in mm. C1 = −24.44 and C0 = 67.16
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4.4. Temperature Influence on Empty Damage Response of Guided Wave

Two damage depths, 1.50 mm and 2.00 mm were selected. The plate temperature
varied from 35 ◦C to 65 ◦C at an interval of 10 ◦C. At each targeted temperature stage,
the response signals were captured by PZT2 and PZT4 sensors, and RMS values were
processed. Comparing the results in Figures 12 and 13 showed a variation in the RMS
signal value as the temperature increased. The RMS value of the response signal decreases
as the temperature increases due to the dependence of the wave on the material parameter
for propagation, especially on the material elastic modulus. The percentage of RMSD
was computed and plotted against the temperature variation and depth, as shown in
Figure 14. A linear predictive model of Equation (28) was deduced through curve fitting
of the points. An R2 value of 0.8614 and an RMSE value of 1.377 were obtained when
the model result was compared with the actual RMSD. This implies that the model could
explain more than 86% variation in the response signal caused by temperature and damage
depth. Also, the decrease in the RMS value still complies with the trend of elastic material
modulus variation, when the temperature of the material is increased. This still suggests the
dependence of guided waves on material parameters and responsiveness to its variations.

f (T, d) = p1 ∗ T + p2 ∗ d + p0 (28)

where d is damage depth, T is the temperature of the material, and p1, p2 and p0 are
−0.2669, 12.69 and 21.96, respectively.
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4.5. Effect of Debris-Filled Damage on the Response Signal

The testing rig remains the same, but the damage is gradually filled with corrosion
debris. The debris filled the damage lengthwise at an interval of 20%, starting from 20%
to 80% of the damage length. At each increased interval of the debris, the response wave
is captured and used to compute the relative RMS value and RMSD. Figure 15 shows
that debris-filled damage could cause the response signal to either increase or decrease.
When the damage depth is less than or equal to half of the plate thickness, the debris
damage index decreases with the increasing debris percentage. But, when the damage
depth is greater than half of the plate thickness, the debris damage index increases, as the
filled debris percentage increases. This suggests that response wave scattering increases
as the damage depth filled with debris increases. Table 4 and Figure 16 compares the DI
of a specified empty damage depth with its debris filled to obtain the debris-fill factor.
This factor depicts the intensity of debris accumulated by a given damage depth. Hence,
as the damage depth increases, the debris factor increases, which suggests more debris
accumulation in the damage. From the result, debris in the damage tends to amplify the
response wave signals, suggesting that incident wave scattering increases as the debris
percentage and the damage depth increase simultaneously.
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Table 4. Comparing empty and debris-filled DI.

Crack Depth (mm) Empty Damage DI Debris-Filled Damage DI Debris Factor

1.00 0.408000000 0.7058892961 1.730120824
1.50 0.367800000 0.6449988693 1.753667399
2.00 0.114700000 0.6519333363 5.683812871
2.50 0.085000000 0.5202911002 6.121071767
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4.6. Influence of Temperature and Debris-Filled Damage on Guided-Wave Response

The testing rig for 1.5 mm damage depth was maintained, but the temperature of
the plate was varied gradually from 25 ◦C to 65 ◦C to study the collective influence of
temperature and debris-filled damage on the response wave signal. From the early study, it
was observed that, in the healthy state of the structure, an increase in temperature decreases
the RMS of the captured response signals, while an increase in the damage depth increases
the response of the captured signal. The effect of temperature increase on the guided wave
that had interacted with empty damage is a decrease in the intensity of the measured
RMS, as shown in the cases of 1.5 mm and 2.00 mm in Figures 12 and 13, respectively. In
furtherance, 1.50 mm crack depth damage was used to understand the effect of temperature
on a guided wave that had interacted with debris-filled damage. The crack was filled
with different corrosion-debris percentages from 20% to 100% of the damage length. The
damage is filled with debris from 20% to 100% at each temperature stage, and PZT2 and
PZT4 capture the response signals. The relative average RMS is computed and used to
make a surface plot, as shown in Figure 17. An empirical predictive model was deduced
through curve fitting, as shown in Equation (29). The model result was compared with
the measured response signal, as shown in Figure 18. The goodness of fit, R2 value of
0.7879, and RMSE of 7.5 × 10−5, derived from the predictive model, shows that it could
explain more than 78% of the variation in the measured responses of the structure caused
by temperature and debris filled. Also, the relative error in Table 5 shows that a high error
is recorded when the temperature is very high, and the ratio of unfilled damage length to
the probing wavelength is less than 0.5. This is because, as the debris fills the damage, its
length decreases through the closure, consequently decreasing the damage size ratio to
probing wavelength. As earlier said, damage stands a high probability of detection if the
ratio of its size is greater than or equal to one-half of the probing wavelength [24].

f (D, T) = A1 × D + A2 × T + A0 (29)
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where T = temperature, and D = percentage debris. A1, A2, and A0 are 4.77 × 10−6,
1.17 × 10−6, and 1.252 × 10−3.
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Table 5. Comparing the predictive model response with the measured sensor response.

Debris Temp. Predicted Response Measured Response Relative Percentage Error

20 45 0.001400 0.001442 3.01
40 55 0.001507 0.001495 0.78
80 65 0.001709 0.001868 9.31

100 25 0.001758 0.001692 3.75

5. Conclusions

As damage is an inevitable part of structures, continuous monitoring of structural
health status using cost-effective technology and processing algorithms of less computa-
tional power is needed to avert the catastrophic failure of high-valued structures. This has
sparked a high interest in using guided-wave ultrasonic testing (GWUT) for SHM. GWUT
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has been used to inspect many forms of damage in structures. However, not much work has
been done to account for debris-filled damage, especially under environmental conditions
such as temperature. Also, the choice of postprocessing technique for the response-signal
feature extraction captured is a crucial aspect of SHM. In this work, three transducers
were used to design a pitch–catch configuration topology to study the confluence effect
of temperature and debris-filled damage meticulously. By relying on the wave scattering
effect from the tip edges of the damage, as in Figure 2, only two sensors were used to
capture and process the damage’s impact on the propagating signals. Due to the high
sensitivity of the propagating wave energy to the damage when compared to other features
of the response wave signal, RMS and RMSD were used to analyse the captured response
signals. Monitoring the damage-depth increase suggests that more incident waves are
diffracted as the damage depth increases. Also, the influence of shallow depth differs
from that of the deepest depth as the latter causes more wave energy diffraction than the
former. The relationship between the damage depth and the response signal was linear,
establishing the empirical predictive model of Equation (25) with an R2 value of 0.9381.

The temperature significantly influenced the response signals, especially on the wave
that had interacted with the damage. The major influence is a decrease in the intensity of
the measured RMS in the cases of 1.5 mm and 2.00 mm damage depths in Figures 12 and 13,
respectively. Also, the combined influence of debris-filled damage and temperature was
studied, and a good predictive model was established. The validation of the model with
arbitrary values shows a relative error of less than 10% while its R2 value is about 78%
and has an RMSE value of about 7.5 × 10−5. In summary, this study’s results are useful for
continuously monitoring structures for possible damage detection in an oil and gas facility
where debris-filled damage with the influence of temperature is highly possible.
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