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Abstract: Chromatography modeling for simulation is a tool that can help to predict the separation
of molecules inside the column. Knowledge of sorption isotherms in chromatography modeling is
a crucial step and methods such as frontal analysis or batch are used to obtain sorption isotherm
parameters, but they require a significant quantity of samples. This study aims to predict Langmuir
isotherm parameters from Surface Plasmon Resonance (SPR) affinity data (requiring less quantity of
sample) to simulate metal chelating peptides (MCPs) separation in Immobilized Metal ion Affinity
Chromatography (IMAC), thanks to the analogy between both techniques. The validity of simulation
was evaluated by comparing the peptide’s simulated retention time with its experimental retention
time obtained by IMAC. Results showed that the peptide affinity constant (K4) can be conserved
between SPR and IMAC. However, the maximal capacity (qmax) must be adjusted by a correction
factor to overcome the geometry differences between IMAC (spherical particles) and SPR (plane
sensor ship). Therefore, three approaches were studied; the best one was to use Gmax IMAC imidazole
determined experimentally while a correction factor was applied on qmax,spr to obtain the qmax vAc
of the peptide, thus minimizing the discrepancy between the experimental and simulated retention
times of a peptide.

Keywords: metal chelating peptides; chromatography modeling; transport dispersive model; simulation;
IMAC; SPR; sorption isotherm

1. Introduction

To date, in an ecological transition context, there is a huge interest in discovering new
biomolecules, as an alternative to chemicals produced by the petroleum industries. Yet,
the discovery of natural biomolecules is challenged by the separation processes to recover
them. Hence, peptide hydrolysates obtained from protein hydrolysis can be considered
as a bank of peptides in which to screen some target peptides, endowed with various
biofunctionalities and bioactivities. Some peptides present in these hydrolysates, known
as metal chelating peptides (MCPs), are able to form complexes with metals and thus
have a variety of industrial applications in the food, cosmetic, and health domains [1,2].
For example, MCPs can be used to inhibit lipid oxidation in oil-in-water emulsions by
complexing metal ions which act as prooxidants in emulsion systems [3]. They can also be
used to enhance the mineral absorption and bioavailability of zinc in the human body [4,5].
Despite the huge interest, it is still a challenge to recover and separate these MCPs from
hydrolysate since they are present at very low concentrations in this complex mixture.
Generally, various types of chromatography are used to separate peptides, such as ion
exchange chromatography, and reverse phase-HPLC; yet, Inmobilized Metal ion Affinity
Chromatography (IMAC) has particularly been used to separate and purify MCPs [6-8].
Indeed, in IMAC, the separation is based on the interaction between peptides and a metal
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ion, which is immobilized on a support via a complexing agent such as Nitrilotriacetic acid
(NTA) or iminodiacetic acid (IDA) [9]. Thus, it is possible to choose which metal ion to
immobilize in IMAC chromatography and from the Hard and Soft Acid and Base (HSAB)
theory to predict the composition of peptides mostly to be complexed by the immobilized
metal [10]. For example, metal chelating peptides separated in IMAC-Ni?* would contain
mostly histidine residues and tryptophane residues [11,12]. To date, MCPs’ discovery in
hydrolysate is led by several consecutive cycles of separation/bioactivity and biofunctional
evaluation to identify a single sequence of interest by mass spectrometry.

Thus, considering this empirical approach used for MCPs separation from peptide
hydrolysate, chromatography purification is time consuming and expensive. In this context,
the chromatography modeling and simulation is an alternative to predict the separation
of MCPs from hydrolysate in IMAC; this would reduce the number of experiments to
be carried out, save time, and reduce the cost of purchasing expensive reagents. To
predict chromatographic separations of MCP in IMAC, models such as the transport
dispersive model must be developed to simulate the concentration profiles at the outlet of
chromatography columns; yet, these models need input data [13]. A key piece of input data
concerns adsorption isotherm, which gives information about the equilibrium between
the solute quantity adsorbed on the solid phase and the concentration of the solute in the
mobile phase, and numerous methods, such as adsorption-desorption, frontal analysis,
perturbation, etc., are used for measuring adsorption isotherms [14,15]. Some of these
methods for determining a sorption isotherm require a large quantity of product (e.g.,
frontal analysis) and in some cases, as for example the development of separation methods
for MCPs in hydrolysate, very little product is available. Therefore, a major challenge is to
develop methods able to determine isotherms while consuming very little product. These
methods are notably based on the use of biosensors such as Surface Plasmon Resonance.
Thus, SPR could be a good option since it requires very few peptides or hydrolysates
and presents some similarities with IMAC; indeed, both techniques are based on the
peptide-metal ion interactions [16]. In addition, SPR has been reported to be an efficient
technique to screen MCPs in hydrolysates.

Therefore, the objective of this work was to determine IMAC adsorption isotherm
parameters from SPR measurements in order to be able to further predict MCPs separation
from hydrolysate. To our knowledge, this approach has not been studied except for a proof
of concept that was previously carried out on small peptides (mainly di and tripeptide)
using very low volume and concentration injections in our group [17]. In order to extend
this approach, the present work is based on the study of a larger number of peptides and
operating conditions for the injections. A pool of peptides constituted of 3 to 10 amino-acid
residues were used to develop an efficient approach to predict each of the parameters of the
isotherm in IMAC from their affinity parameters previously determined in SPR. Multiple
operating conditions were simulated, on the one hand by carrying out injections over a
wide range of concentrations and volumes, including conditions leading to overloaded
elution profiles, and on the other hand by carrying out the elution in the isocratic mode
or in the eluent gradient mode using imidazole. Indeed, imidazole was chosen as an
eluent because it is a competitive agent commonly used in IMAC, which has a high affinity
for immobilized metal ions compared to peptides. The relevance of the parameters was
assessed based on the comparison of experimental elution profiles obtained from IMAC
experiments and simulated elution profiles obtained using IMAC isotherm parameters
predicted by different approaches.

2. Materials and Methods
2.1. Simulation Program
2.1.1. Axially Dispersed Plug Flow Model

The chromatography column was modeled by the axial-dispersed plug flow model.
This transport dispersive model describes the mass transfer inside the column, taking into
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consideration the isothermal adsorption, the radial homogeneity, the lumped coefficient for
axial dispersion, and the mass transfer resistances [13].

Thus, the mass balance was established considering that, for each slice of column,
the Input is equal to the sum of Output plus Accumulation [18] and is defined below in
Equation (1):

[FCi—SerDL%E| = [FCi—SerD 52|+ §lSAz(erCi+ (1~ er)a]

Input = output + accumulation

(1)

where F is the flow rate of the feed, C; is the concentration of the peptide i in the mobile
phase (g-Lyobite phaseil)/ S is the section of the column, e7 is the uniform porosity, Dy is
the apparent axial dispersion coefficient (m2-s71), z is the axial coordinate (m), Az is a
differential slice of thickness, f is the time coordinate (s), g; is the concentration of the
peptide i at a given point in the stationary phase (g-L~1). After simplification, the mass
balance led to Equation (2):

oC  1—erdq  usdC _ _ PC .
ot o T o5 =Dim% Vi=12... L )
ot + er ot et 0z L7522 Vi ,2,...,Neandz € (0,L) )

where

9Ci Jescribes the accumulation in the mobile hase,
ot P
% represents Vs/Vp,, which is the phase ratio, where Vs and Vi, are the volumes of
the stationary phase and mobile phase, respectively,
178'1" %
er ot

;‘—; % is the convective transport in the mobile phase,

is the accumulation in the stationary phase,

Dy, "’;Z‘ii is the transport by axial dispersion in the mobile phase.

And where t is the time coordinate (s), z is the axial coordinate (m), et is the total
porosity of the column, u; is the superficial velocity (m-s~!), Dy is the apparent axial
dispersion coefficient (m?-s~!), N, is the number of components in the system and L is the
column length (m).

The accumulation term in the stationary phase can be expressed by a simplified Linear
Driving Force-type relationship as the rate-limiting step of the process was considered to
be the internal mass transfer:

9

ot
where k, is the lumped mass transfer coefficient (s~1), g; is the concentration of the pep-
tides at a given point in the stationary phase (g-L™!), t is the time (s), 4} is the peptide
concentration in the stationary phase at equilibrium as defined by the Langmuir adsorption
isotherm (g-L~!) in the next section.

= km(q; —q:) 3)

2.1.2. Adsorption Isotherm

The adsorption isotherm represents the amount of peptides (noted g;) adsorbed onto
the stationary phase when thermodynamic equilibrium is reached, as a function of the
concentrations of peptides present in the mobile phase (noted C;) at constant temperature.
The Langmuir isotherm was considered in this study [18], and for a single-component
system, it is expressed by Equation (4):

_ Gmax,iKa,iCi

i 4
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In the case of a multi-component system, where other peptides or eluants like imi-
dazole are involved, a competition effect must be taken into account and the Langmuir
isotherm is expressed by Equation (5) [14]:

Grmax,iKa,iCi
_ ATNA, 5

where i and j are components, # is the number of components in the system, g,y ; is the
maximal adsorption capacity of a peptide i (g-Lstationary phase_l), g; is the concentration of
the peptide i in the stationary phase (g~L’1), Ky i is the affinity constant (L- g’l), C; is the
concentration of the peptide 7 in the mobile phase (g-Lyobile phaseil)'

Determining the isotherm parameters g,,,,,; and K, ; is, therefore, essential for chro-
matography modeling and simulation.

2.1.3. Initial and Boundaries Conditions for Solving the Transport Dispersive Model and
Other Parameters for Chromatography Modeling

To solve the equations with the pdepe solver of Matlab-R2020b, the initial conditions
and boundary conditions must be established. First, the column was initially equilibrated
by the loading buffer, leading to the initial peptide concentration at a given point z in the
mobile and stationary phase equal to zero:

{C(th,Z)fO ©)

Secondly, the boundary conditions at the inlet of the column (z = 0) and at the outlet
of the column (z = L) were as follows:

aC _ s —

L= sTuDL X (C(t,z = 0) — Cfeed(t)) )
aC -0
Jz =L

where ¢ is the time coordinate (s), z is the axial coordinate (m), C is the concentration of
the peptide in the mobile phase (g-Lobite phase’l), Cleeq is the feed concentration of the
peptide, g is the concentration of the peptide in the stationary phase (g-L 1), er is the
total porosity of the column, u; is the superficial velocity (m-s~1), Dy is the apparent axial
dispersion coefficient (m?-s~!), and L is the column length (m).

During the injection step, Creg () corresponds to the concentration of the solution
injected into the column. As the column flow rate is kept constant, the volume injected
depends on the injection time.

During the elution step, Cg (f) corresponds to the concentration of the eluent over
time. The eluent chosen here was imidazole. Thus, in the case of the isocratic elution mode,
the concentration of imidazole used during elution was constant.

Meanwhile, in the case of the gradient elution mode, the idea was to simulate the
protocol used experimentally where elution was carried out using a linear gradient of
imidazole, varying from 0 to 600 mM over 60 min. Since the experimental retention times of
all peptides did not exceed 20 min, the simulated elution was done with a linear gradient of
imidazole varying from 0 to 300 mM in 30 min in order to shorten the simulation time. The
slope of this linear gradient of concentration in imidazole was implemented considering
the molecular weight of the eluent MW, (g-molfl), and is given by Equation (8):

AC  0.6—0 0.3-0

A= g X MWetient = =5~ X MWetyent = 0.01 X MWepyent (g_Lfl,mmq) ®)

All the other parameters concerning column dimensions (length, diameter, volume),
volume and concentration of the peptide, eluent (imidazole) concentration, etc., were
selected and entered in the model, as summarized in Table 1 as standard conditions.



Processes 2024, 12, 592

50f19

Table 1. Parameters used in the simulation: standard conditions and variation range for studying the
effect of each parameter in isocratic elution mode.

Parameter (Unit) Standard Conditions Variation Range Justification
Injected peptide volume (uL) 50 10 to 50 1-5% of total column volume
Peptide concentration (mM) 2 or 20 0.001 to 20 2 mM in IMAC experiments

Peptide molecular weight Peptide MW 280 to 1400 Average MW of a.2 to
(g/mol) 10 residues peptide
0 mM isocratic 0 to 500 mM in isocratic
Imidazole concentration (mM)  Elution gradient: 0-600 mM in i 0-500 mM in IMAC
60 min experiments
Flow rate (mL/min) 1 05to 1.5 1 mL in IMAC experiments
Total porosity (no unit) 0.48 Otol 0.48 in IMAC experiments
Column volume (mL) 1 land 5 IMAC column dimensions
Column diameter (cm) 0.7 - -
Column height (cm) 2.5 - -
Lumped mass tragsfer 1 % 10-6 ) )
coefficient (Km) (min—1)
Appa}r?nt axial dispersion 0.05 ) )
coefficient (Dy ) (cm?-5~1)
Simulation time (min) 30 - -

2.1.4. Study of the Concentration Profiles Obtained at the Column Outlet in the Case of
Injections of Variable Concentration and/or Volume
In the case of low concentration and low volume injection of a peptide, the number
of moles injected into the column was low and the dilution effect of the eluent led to low
peptide concentration levels in the column. For low peptide concentrations, Equation (4)
led to the following;:
limg = guaxKaC )
C—0

where the product K4 *qmax corresponds to the slope of the Langmuir isotherm for small
peptide concentrations in the mobile phase C. A similar result could be obtained in the case
of a multi-component system (Equation (5)) if the concentrations of all the species present
are sufficiently low. These conditions correspond to the domain of linearity of the isotherms
and there is no longer any effect of competition between the species present. In the case
of these low peptide concentrations, a rearrangement of Equation (2) and Equation (9)
makes it possible to determine a velocity for each specie, which does not depend on its
concentration; therefore, the theoretical retention time (fg 4,0,) in a column of length L is
expressed by Equation (10):

L l—erdg) L 1—er ] _Q
IR theo = U (1 + T dC) U (1 + er KAqmax ; U= Ser (10)

where u is the interstitial velocity of the mobile phase (m-s~1), et is the total porosity
(without unit), L is the column length (m). The term dgq/dC corresponds to the slope of the
sorption isotherm at low peptide concentration (linearity zone), which is equal to K4 * gax-

The injection of a small volume and low concentrations of each peptide results in
symmetrical peaks at the column outlet, the retention time of each species being given
by Equation (10). Analytical chromatography injections generally correspond to this case,
with symmetrical peaks and retention times characteristic of each species. According to
Equation (10), the experimental determination of the retention time tg can then provide
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information on the slope of the isotherm at the origin and thus, in the case of a Langmuir
isotherm, determine the product K4 * §uax.

In the case of an injection of greater volume and/or higher concentration of a peptide,
commonly known as column overload, some of the concentrations are no longer in the
domain of linearity and the previous simplifications can no longer be carried out. The
velocity of the specie then depends on the local concentration of that specie and of other
species. Approaches have been developed to express these velocities within the framework
of equilibrium theory [13]. In the case of a Langmuir isotherm for a single-component
system (Equation (4)), the slope dgq/dC of the isotherm decreases as the peptide concentration
increases, which leads to the fact that the greater the concentration of the species, the greater
the velocity in the column. An overload injection of peptide produces a dissymmetric peak
with a tail behind the peak; thus, the time taken for the peak to reach its maximum depends
on the concentrations involved.

Yet, for facilitating the reading of this manuscript, a single notation retention time (fg)
will be used to designate the time corresponding to the maximum of the peak. When the
concentrations involved are low enough to remain within the range of linearity, this g
corresponds to the theoretical retention time fg 4,,, given by Equation (10).

2.2. Adaptation of Affinity Constant K4 and Maximum Response Ry Obtained in SPR for
Peptide Concentration Profile Simulation in IMAC

2.2.1. Peptides Investigated and Their Initial Binding Parameters Used for
Initial Simulation

Investigated peptides were selected for their good /medium affinity for Ni** in the
range of concentration studied according to SPR. Some of the peptides are potentially
present in pea proteins [19] and potato proteins, and some in unknown sources of pro-
tein [17]; they are presented in Table 2.

In order to simulate the concentration profiles of peptides at the column outlet, input
data (qmax; Ka mac (L-g~1)) of peptides and imidazole were initially calculated from data
obtained by SPR (Ry4x spr: Ka spr) and summarized in Table 2. Indeed, the conversion
of K4 spr (M™1) into Ka,mac (L-g~!) using the molecular weight MW (g-mol~') of the
peptide studied was given by the following equation:

Ka,spr
Ka,imac = MW (11)

Note that according to the Biacore® NTA sensor chip specification, and considering
the thickness of the chip, a response of 100 RU (Resonance Unit) represents an adsorbed
molecule concentration of about 1 g-L~!. Therefore, the value of Gmax,sPR Was calculated as

follows: R
Qmax,SPR = %SPR (12)
where 4,4, spr is the maximum adsorption capacity of peptides at the NTA sensor chip
interface (g-L_l) and Ry, is the maximal resonance (RU) of peptides determined in SPR.
For the first simulations as described in the proof of concept published in [17], the follow-
ing value was considered for the maximum capacity in IMAC: 52 IMAC = Jmax,SPR = Gmax-
Therefore, within the simulation program, the peptide molecular weight MW (g'molfl),
its affinity constant K4 (L-g!), and its maximum capacity gmqx (g-L~!) were entered to
generate a chromatogram where the retention time (fg simuiated, IR sim.) Was read on the
maximum of the peak.
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Table 2. Peptides investigated and their corresponding input data obtained from SPR.
Source No Peptide (glxln‘,:)]l) I(<13[’§1;1)2 Riax ”lrgi,EI;R Kff]g]\fz«ic ‘nga'xl,dlﬁ/IlAC Ka*Gmax
1 GRHRQKHS 1005.12 53,590.6 28.70 0.29 53.32 0.29 15.30
2 KGKSR 574.67 21,929.8 24.90 0.25 38.16 0.25 9.50
3 HHHHHH 840.87 1,472,754.1 43.80 0.44 12.81 0.44 5.61
" 4 KRHGEWRPS  1152.27 1355.2 366.30 3.66 1.18 3.66 4.32
5 5 HGSLHKNA 862.95 5115.1 72.38 0.72 5.93 0.72 4.29
% 6 RHGEWRPS 1024.09 3290.6 81.30 0.81 3.21 0.81 2.61
& 7 HGSLH 549.59 2928.3 38.40 0.38 5.33 0.38 2.05
$ 8 YPVGR 590.67 6385.7 15.00 0.15 10.81 0.15 1.62
& 9 QRHRK 723.90 1098.9 52.85 0.53 2.73 0.53 1.44
10 GLH 325.36 638.2 19.30 0.19 1.96 0.19 0.38
11 GLHLPS 622.71 179.0 54.50 0.55 0.29 0.55 0.16
12 KERESH 784.82 206.8 76.90 0.85 0.14 0.85 0.12
o 2 13 THTAQETAK 986.04 65,574.0 13.00 0.13 66.50 0.13 8.65
=g 14 ASH 313.31 16,003.0 14.60 0.15 51.08 0.15 7.46
"g E 15 DHGPKIFEPS  1126.22 12,900.0 15.50 0.16 11.45 0.16 1.77
i 16 DNHETYE 906.85 682.0 16.10 0.16 0.75 0.16 0.12
17 HHH 429.43 14,400.0 99.78 1.00 33.53 1.00 33.46
18 HW 341.36 8850.0 109.90 1.10 25.93 1.10 28.50
19 HGH 349.35 4310.0 93.70 0.94 12.34 0.94 11.56
20 GNH 326.31 175.0 127.10 1.27 0.54 1.27 0.69
o 21 CAH 329.38 370.0 51.81 0.52 1.12 0.52 0.58
g 22 DAH 341.32 286.0 58.76 0.59 0.84 0.59 0.49
< 23 DTH 371.35 370.0 41.20 0.41 1.00 0.41 0.41
s 24 RTH 412.44 161.0 95.34 0.95 0.39 0.95 0.37
25 NCs 322.34 483.0 23.59 0.24 1.50 0.24 0.35
26 DSH 357.32 179.0 39.90 0.40 0.50 0.40 0.20
27 EAH 355.35 169.0 28.54 0.29 0.48 0.29 0.14
Imidazole 68.07 160.0 41.35 0.41 2.35 0.41 0.96

2.2.2. Adjustment of g,y 1pac Values to Improve Simulation of Peptides” Concentration
Profiles in IMAC

2.2.2.1. Determination of a Correction Factor Applied to g;.x of Each Peptide

An assumption made in the following was that the affinity of peptides for immobilized
Ni?* metal ions was similar in IMAC and SPR. The value of K4 (L-g~!) was therefore kept
constant for all simulations.

Due to the geometry difference between the IMAC column phase and SPR NTA-
chip, and the difference in quantity of Ni>* metal ions available on each support, it seems
reasonable to assume that the value of g,y 1M 4c is different from that of gy,4y spr. The aim
is therefore to determine a method that best estimates the value of g,y 1pmac from that of
Hmax,SPR-

Thus, in order to study the influence of the nature of the stationary phase and also the
properties of the peptide, in particular steric hindrance effects, a correction factor was first
estimated for each peptide on gy, spr. For that purpose, several values of the correction
factor were tested until the difference between the simulated and the experimental retention
times was as minimal as possible. Since experimental elution was carried out in the presence
of imidazole, the simulation had to take into account the multi-component isotherms
(Equation (5)) of the peptide studied and the imidazole. Thus, in this first approach, the
correction factor estimated for each peptide was also applied to the eluent (imidazole) at
the same time.
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2.2.2.2. Determination of a Mean Correction Factor Applied to Peptide gyax

From the various correction factors specific to each investigated peptide, a mean value
was determined for the correction factor and applied to all peptides and eluent (imidazole)
in order to determine the simulated retention times associated with it and to simplify the
approach for further simulation of peptides in the mixture.

On the other hand, a study was made to determine whether the addition of such a
mean correction factor had any impact on the linearity domain of the sorption isotherm for
each peptide. To do so, the adsorption isotherms (Equation (4)) were plotted taking into
account the average value of the correction factors for each peptide in such a way as to scan
a large range of concentrations, especially at low concentrations. The study of the linearity
range of each peptide already studied in the isocratic mode was used as a reference.

Moreover, a parametric sensitivity analysis was performed around this average cor-
rection factor to determine if better predictions could be obtained by slightly increasing or
decreasing the value of this coefficient. This parametric sensitivity analysis was carried out
by taking £2.5%, £5%, £10%, or £20% of the mean value.

2.2.2.3. Experimental Measurement of the g, 1prac of Imidazole and Determination of a

New Correction Factor Applied to the gy4x of Each Peptide

e  Determination of a specific gy mac for imidazole from experimental imidazole
retention time

In this section, the affinity of peptides and imidazole for immobilized Ni** metal ions
were still assumed to be the same in IMAC and SPR, thus K4 (L-g’l) was not modified.
Experimentally, measurements of the retention time of imidazole were performed at con-
centrations varying from 0.1 mM to 5000 mM imidazole, by injecting 50 uL and eluting
with PBS1X, pH 7.4 on both columns (which are described in Section 2.3). The value of
Gmax,IMAC (g~L’1) of imidazole was determined based on the expression of the theoretical
retention time (Equation (10)). Theoretical retention time (tg /,,,) was taken as the mean
of the imidazole experimental retention time corresponding to 0.1 mM and 1 mM imida-
zole concentrations only, i.e., low concentrations of imidazole in the linearity range of the
sorption isotherm. Then, we checked if the set of values (experimental g,y 1MAC imidazoles
K4 sPR imidazole) could lead to simulated retention times closer to the experimental retention
times of imidazole, even outside the linearity range of the sorption isotherm. This study
could thus corroborate, in the case of imidazole, the hypothesis concerning the analogy of
the K4 value between IMAC and SPR, and confirm the value of the maximum capacity of
imidazole in the IMAC column (§uqx 1MAC)-

e  Determination of a new correction factor specific to each peptide to be applied to Gy
for each peptide

This study consisted in resuming the search for the correction factor to be applied
for each peptide, but this time the experimental §,,,, ivac for imidazole determined in the
previous subsection was used immediately and there was no need to add a correction factor
for imidazole since it was obtained by IMAC experiments. The simulation should then
be even more reliable since the true g, mac for imidazole was used. For selecting the
correction factor for g,,4x of peptides, several values were tested and the value chosen is
the one that minimizes the difference between the simulated retention time (fg ;) and
experimental retention time (tg).

The entire methodology used to adjust the values of gy, Mac has been summarized
graphically and is presented in Figure 1.
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Approaches to improve the determination of IMAC Langmuir isotherm parameters

from SPR data
Assumption: K spr = Ky imac

Integration of correction factor on .
o Exp. determination of Qmay imidazole
max

| 2.822 g.L'* for HiFliQ NTA-Ni?*

Approach 1

Integration of the correction factor

specific to each peptide .y, Same for

qmax,imidazole

6.191 g.L"* for HisTap X-Ni%*

Approach 2
Integration of the mean correction factor
to gmax Of all peptides & imidazole

Validation of Omax,imidazole by

comparing 1:R.sim, imidazole & tR.exp,

mean relative diff.=0% both columns Frmean=17.54 for HiFliQ-NTA imidazole

Correction factors vary from one peptide to Frmean=32.02 for HisTrap-X

another

No correlation found to predict correction factors

mean relative diff.=18% both columns

1:R.sim,imidamle closer to tKexp,imidamle

Study of the impact on the linearity
range

Approach 3
No impact App|icati0n of Omax,imidazole and

integration of the new correction
factor specific to each peptide

Parametric sensitivity analysis around Qrmax

the mean value

Slightly modification of F,,.,, value might mean relative diff.=0% both columns

improve tg g, prediction

Figure 1. Approaches studied to improve the prediction of retention time during imidazole gradient
elution mode.

2.3. Experimental IMAC Used to Evaluate the Validity of Peptides’ Simulated
Concentration Profiles

To determine experimentally the retention times of peptides in IMAC, two columns
were used: HiFliQ-NTA and HisTrap-X. The complexing agent in HiFliQ-NTA was a
tetradentate NTA, while the complexing agent was unknown (X) in the column HisTrap-X.
Both columns were studied: HiFliQ-NTA was selected since it had the same complexing
agent as the SPR chip, which might result in more reliable simulation; yet, peptides were
more retained in the HisTrap-X column, which gives more data (experimental retention
times, Table 3).

In this latter table, a horizontal line separates the first 7 peptides from the others, since
they were the only ones retained during their passage in both IMAC columns. Thus, their
results were more interesting to investigate. For better comparison, the dead time (0.72 min)
through the pipes of the system was subtracted from the experimental retention time.

The standard IMAC protocol corresponded to the following operating conditions:
20 mM of peptide were loaded on HiFliQ-NTA and HisTrap-X columns using PBS1X buffer
pH 7.4, and eluted using a gradient of imidazole (0-600 mM during 60 min) in order to
obtain the experimental retention time as described in [19].

To compare experimental and simulated retention times, the measure of the absolute
difference between the experimental retention time and the simulated retention time
(A(tRexp — trsim)) was carried out. The relative difference, showing the gap remaining
between the simulated and the experimental retention times was expressed in percentage,
and was calculated using Equation (13):

absolute diff. A(tRexp — tRsimu)

tR,exp tR,exp

relative dif f. = * 100 (13)
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Table 3. Various approaches used to improve the determination of IMAC Langmuir isotherm parameters from SPR data in order to simulate the peptides’
concentration profiles in IMAC. The evaluation of each approach is based on the relative mean difference between f ¢yy and fg sin,- The lower it is, the closer fg eyp
and tg giy,. * Peptides not considered in all approaches due to their low affinities, ** peptides not considered in calculation of mean correction factor and mean relative
difference for approach 2.

Approach 1 Approach 2 Approach 3
Experimental Initial Simulation Correction Factor Fi on gmax of Each Peptide and Imidazole Mean correction Frean Factor on gmax of Peptides and Imidazole Correction Factor on gmax of Each Peptide, gmax Imidazole Detemined by
IMAC Experimental IMAC
AltR, - max New A(tR exp — Mean max New max New

t 5 .exp i i q P i q Alt - i i K At — i

No. Peptide R,r‘zxp t‘Rs.";‘ tR sim) R(]e;:aft;ve Cl;:“efho“ Corrected tR sim tR.sim) R(]e;:a:;ve Correction Corrected tR.sim ( Reexp . Rgé'l:;ve Ct;:"e: tion Corrected tR.sim { R.exp . R?;.afl;ve
(min) min (min) i actor gLl (min) (min) - Factor gL1 (min) IR sim) (min) - actor gL 1 (min) tR.sim) (Min) e
1 GRHRQKHS 15.28 0.480 14.800 97% 52.25 15.00 15.280 0.0 x 1000 0% 32.02 9.19 9.985 5.30 35% 53.41 15.33 15.280 0.0 x 1000 0%
2 KGKSR ** 4.18 0.485 3.695 88% 13.93 3.47 4.180 89 x 10716 0% 32.02 7.97 9.265 5.09 122% 13.85 3.45 4.181 1.0 x 10703 0%
3 HHHHHH ** 19.58 0.490 19.090 97% 132.85 58.19 19.580 3.6 x 10715 0% 32.02 14.02 7.625 11.96 61% 138.28 60.57 19.580 3.6 x 10715 0%
4 KRHGEWRPS 8.38 0.675 7.705 92% 30.65 112.27 8.380 18 x 10715 0% 32.02 117.29 8.590 0.21 3% 31.74 116.26 8.380 1.8 x 10715 0%
o3 5 HGSLHKNA 6.88 0.500 6.380 93% 28.53 20.66 6.880 0.0 x 1000 0% 32.02 23.18 7.450 0.57 8% 29.92 21.66 6.881 1.0 x 1003 0%
§ 6 RHGEWRPS 4.58 0.500 4.080 89% 2197 17.86 4.580 0.0 x 1000 0% 32.02 26.03 5.930 1.35 29% 2351 19.11 4.580 0.0 x 1000 0%
E 7 HGSLH 4.68 0.495 4.185 89% 26.7 10.25 4.680 89 x 1016 0% 32.02 12.30 5.285 0.61 13% 29.87 11.47 4.680 89 x 10716 0%
T 8 YPVGR * 0.48 0.485 0.005 1% 1 0.15 0.485 50 x 1073 1% 1.00 0.15 0.485 50 x 1073 1% 1.00 0.15 0.485 5.0 x 1003 1%
9 QRHRK * 0.48 0.500 0.020 4% 1 0.53 0.495 15x 1072 3% 1.00 0.53 0.495 15x 1072 3% 1.00 0.53 0.495 1.5 x 10702 3%
10 GLH* 3.28 0.495 2785 85% 204 3.94 3.280 44 x 10716 0% 20.40 3.94 3.280 44 x 10716 0% 20.40 3.94 3.280 44 x 10716 0%
11 GLHLPS * 3.28 0.500 2.780 85% 48.6 26.49 3.280 44 x 10716 0% 48.60 26.49 3.280 44 x 10716 0% 48.60 26.49 3.280 44 x 10716 0%
12 KERESH * 0.48 0.500 0.020 4% 1 0.85 0.500 20 x 102 4% 1.00 0.85 0.500 20x 102 4% 1.00 0.85 0.500 2.0 x 10702 4%
mean relative difference 92% 0% 18% 0%
1 GRHRQKHS 8.38 0.480 7.900 94% 27 7.75 8.385 50x 1073 0% 17.54 5.04 5.085 3.30 39% 27.53 7.90 8.383 3.0 x 10703 0%
2 KGKSR ** 0.48 0.485 0.005 1% 1 0.25 0.485 50 x 1073 1% 1.00 0.25 0.485 0.01 1% 1.00 0.25 0.485 5.0 x 10703 1%
3 HHHHHH ** 13.48 0.490 12.990 96% 725 31.76 13.485 50 x 103 0% 17.54 7.68 4.625 8.86 66% 76.20 33.38 13.481 1.0 x 10703 0%
4 KRHGEWRPS 5.18 0.675 4.505 87% 13.72 50.26 5.180 89 x 1016 0% 17.54 64.26 6.035 0.86 17% 14.31 52.42 5.180 8.9 x 10716 0%
ﬁ 5 HGSLHKNA 4.68 0.500 4.180 89% 16.9 12.24 4.675 50 x 103 0% 17.54 12.70 4.815 0.14 3% 18.09 13.10 4.681 1.0 x 10703 0%
z 6 RHGEWRPS 298 0.500 2.480 83% 125 10.16 2975 5.0 x 103 0% 17.54 14.26 3.885 0.90 30% 13.96 11.35 2.980 14 x 10716 0%
,C__y' 7 HGSLH 3.48 0.495 2.985 86% 17.6 6.76 3.480 44 x 10716 0% 17.54 6.74 3.470 0.01 0% 20.84 8.00 3.480 44 x 10716 0%
'E 8 YPVGR * 0.48 0.485 0.005 1% 1 0.15 0.485 50 x 103 1% 1.00 0.15 0.485 50x103 1% 1.00 0.15 0.485 5.0 x 10703 1%
9 QRHRK * 0.48 0.500 0.020 4% 1 0.53 0.500 20 % 1072 4% 1.00 0.53 0.500 20 x 1072 4% 1.00 053 0.500 2.0 x 1002 %
10 GLH* 0.48 0.495 0.015 3% 1 0.19 0.495 15x 1072 3% 1.00 0.19 0.495 15x 1072 3% 1.00 0.19 0.495 1.5 x 10702 3%
11 GLHLPS * 0.48 0.500 0.020 4% 1 0.55 0.500 20 x 102 4% 1.00 0.55 0.500 20 x 102 4% 1.00 0.55 0.500 2.0 x 10702 4%
12 KERESH * 0.48 0.500 0.020 4% 1 0.85 0.500 20 x 1072 4% 1.00 0.85 0.500 20x 1072 %o 1.00 0.85 0.500 2.0 x 10702 4%
mean relative difference 77% 0% 18% 0%
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The approach was validated when the relative difference was closer to zero, meaning
the gap between simulated and experimental retention times was lower.

3. Results and Discussion

Two main parts will be developed in this section. The first part (Section 3.1) uses the
simulation tool that has been developed to illustrate the influence of different parameters
such as injected volume, injected peptide concentration, and imidazole concentration
during isocratic elution. Throughout this first part, the simulations were carried out using
Langmuir isotherm parameters calculated directly from the SPR data (Section 2.2.1).

The second part (Section 3.2) presents initial simulation with non-adjusted IMAC
Langmuir parameters obtained in Section 2.2.1 and also presents improved simulation
using the methodologies described in Section 2.2.2 to adjust Langmuir isotherm parameters.
Simulation is carried out with imidazole gradient elution mode, which is closer to the
IMAC experimental conditions.

3.1. Simulation of Peptide Concentration Profile in Isocratic Elution Mode: Effect of
Various Parameters

3.1.1. Effect of Injected Volume of the Peptide

The effect of the injected volume onto the IMAC columns—which varied between
10 and 50 pL—was investigated, while all the other parameters were kept constant. The
27 peptides listed in Table 2 were studied. Yet for clarity, we only presented trends obtained
for some peptides in three main classes. The first class contains peptides GRHRQKHS,
KGKSR, HHHHHH, KRHGEWRPS, HGSLHKNA, RHGEWRPS, ASH, THTAQETAK,
HHH, HW, and HGH, which have a good affinity for NiZ*. The simulated retention
times were plotted as a function of the volume injected as illustrated in Figure 2A for the
six peptides (i.e., GRHRQKHS, KGKSR, HHHHHH, KRHGEWRPS, HGSLHKNA, and
RHGEWRPS), and other results are given in the Supplementary Data (Figure S1A,B).

The results show that for the peptides having a good affinity for Ni?*, the simulated
retention time decreases sharply when the injected volume increases (Figure 2A).

The second class contains some peptides (i.e., HGSLH, YPVGR, QRHRK, and DHG-
PKIFEPS) that have medium affinity for Ni?* and the same trend is observed although
less pronounced (Figure S1C,D). Finally, the third class of peptides (i.e., GLH, GLHLPS,
KERESH, DNHETYE, GNH, CAH, DAH, DTH, RTH, NCS, DSH, EAH) have very low affin-
ity for Ni?* ions and the retention time is not affected by the injected volume (Figure S1E).
Whatever the class of peptide (whatever the affinity of peptide for Ni?*), when the injected
volume increases (so the greater the moles of peptides injected), the curve tends to a plateau
value, which is the residence time of peptides within the column (ty ., = 0.48 min). In
fact, the retention time of the peptides gets closer to this value when the injected volume
increases and peptides just cross the column quickly.

3.1.2. Effect of the Peptide Concentration

The effect of peptide concentration on the retention time (tg) was investigated between
0.001 and 20 mM. For better understanding, we first considered the HW peptide as an
example for data interpretation.

e  Example of HW peptide

By performing the simulations at various peptide concentrations, we observed chro-
matogram deformations when the peptide concentration increased as illustrated in Figure 3.

For high concentrations of HW, at 20 mM and 8 mM (Figure 3A), the simulation
generates oscillations, and the “peak” is not symmetrical at all. For the concentration of
2 mM, initial oscillations are lower, yet, the peak is still slightly asymmetrical (Figure 3B).
Finally for lower concentrations, there are almost no more oscillations, and the simulated
peak is well symmetrical (Figure 3C,D, obtained for 0.2 mM and 0.001 mM, respectively),
meaning that the field of the linear chromatography domain is reached.
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Therefore, there is a limit value of concentration from which the peak is no longer
symmetrical, meaning that the obtained chromatogram is no longer in the field of linear
chromatography [20,21], and thus, no longer in the linearity zone of the sorption isotherm
(Figure 3E). There is also a so-called saturation zone, which corresponds to the plateau zone
of the isotherm. Thus, while simulating the effect of concentration on the chromatogram
obtained, we determined for each investigated peptide a sorption isotherm from which
three zones were determined: linear, intermediary, and saturation zone.

e  Determination of the saturation range and linearity range of concentration

Based on the expression presented in Equation (10), the retention time (tg) depends
directly on the slope of the sorption isotherm g—g at low peptide concentration, which is a
constant, equal to K4, ;1A * Gmax in the linearity zone of the isotherm [17]. In the linear
zone of the isotherm (Figure 3E), the retention time does not depend on the concentration of
peptide injected. In the intermediary zone of the sorption isotherm (Figure 3E), the slope of
the sorption isotherm is very sensitive to the peptide concentration, and so is the retention
time. The plot of the simulated retention time as a function of the GRHRQKHS and other
peptide concentrations is shown in Figure 2B. The retention time is constant in two areas
corresponding to low and high concentrations, respectively. That means that the slope of the
isotherm of GRHRQKHS is constant in the linear domain (i.e., low peptide concentration),
then varies appreciably in the curved domain before reaching an asymptote in the zone
of the isotherm plateau (i.e., high peptide concentration where saturation phenomenon
is observed). In Figure 4, the GRHRQKHS peptide is shown as one of the peptides with
the highest affinity for Ni**, while for the KERESH peptide (one with the lowest affinity
for Ni?* in SPR), the retention time plot is concentration-independent (Figure 2C). For this
latter KERESH peptide, the retention time does not vary significantly as a function of the
peptide concentration. Indeed, the affinity of KERESH for Ni** is low, and the peptide is
not retained upon simulation (low tg g;,); thus, we cannot determine if the peptide is in
its linearity or saturation zone at such investigated concentrations. Whatever the peptide
sequence, the graphics presenting the simulated retention time tg 4, as a function of the
peptide concentration are presented (Figure S2). From these graphics, we determined
the linearity range and the saturation range for each investigated peptide (Table S1). The
peptides for which neither the linearity zone nor the saturation zone can be determined are
those with the lowest affinity for Ni>*. Indeed, whatever the amount of peptide injected,
the peptide is not retained and these results can be related to the K4 * ;4 value of each
peptide as shown in Figure 4. This figure shows that the peptides with high affinity for
Ni?* (i.e., GRHRQKHS, KGKSR, HHHHHH, ASH, THTAQETAK, HHH, HW, and HGH)
have a high K4 * guax product.

3.1.3. Effect of Imidazole Concentration

Initially, the imidazole concentration was studied in the isocratic mode, i.e., at constant
concentration set between 0 to 500 mM, and for a peptide concentration of 2 mM, corre-
sponding to the saturation zone of the sorption isotherm. While increasing the imidazole
concentration (0-500 mM), the tg ¢, decreases slowly. The peptides with the highest affin-
ity for Ni>* according to SPR data were quickly eluted, even in the absence of imidazole
since there were not enough Ni?* sites to bind the peptides at 2 mM, already close to the
saturation zone (Figure S3A). The simulation on the peptides with the lowest affinity for
Ni?* determined in SPR (i.e., GNH, CAH, DAH, DTH, GLH, RTH, NCS, DSH, GLHLPS,
EAH, KERESH, DNHETYE) proved to be the worst, with very low retention times close to
the residence time already (0.48 min) observed from 50 mM of imidazole.
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0.682 - 0.121 GNH, CAH, DAH, DTH, GLH, RTH, NCS,
DSH, GLHLPS, EAH, KERESH, DNHETYE

Figure 4. Effect of peptide concentration on linearity zone of its sorption isotherm and the link with
the slope of the sorption isotherm K*quqx and peptide affinity for Ni>*. GRHRQKHS and KERESH
were highlighted in bold since they served as example for discussion.

Meanwhile, the imidazole concentration was investigated—still in the isocratic
mode—between 0 and 300 mM for a peptide concentration of 0.001 mM (Figure S3B).
Indeed, this latter peptide concentration value was determined in the linearity range of the
sorption isotherm for peptides with good and medium affinity for Ni** (i.e., GRHRQKHS,
KGKSR, HHHHHH, KRHGEWRPS, HGSLHKNA, RHGEWRPS, ASH, THTAQETAK,
HHH, HW, HGH, HGSLH, YPVGR, QRHRK, and DHGPKIFEPS). Results show that the re-
tention time of peptides significantly decreases when the imidazole concentration increases
(e.g., peptides ASH and THTAQETAK). Generally, for a concentration determined in the
saturation or linearity range, peptides are no longer retained beyond 100 mM of imidazole
(Figure S3A,B), which means that their imidazole concentration required for elution (the
so-called IMC) is below 100 mM. Experimentally in IMAC (20 mM peptide concentration,
gradient elution mode 0-600 mM in 60 min), all the peptides were eluted with the con-
centration of imidazole (IMC) lower than 100 mM, except for peptides with very high
affinity for Ni?* such as HHHHHH and GRHRQKHS using the HisTrap-X column and
only HHHHHH using the HiFliQ-NTA column [19]. Hence, our simulation results are in
agreement with the literature on experimental data, which reports low or very low peptide
experimental retention times in the presence of imidazole as eluent, which is suitable to
elute peptides with very high affinities [22,23].

3.2. Simulation of Peptide Concentration Profile in Gradient Elution Mode
3.2.1. Initial Simulation

In order to simulate the concentration profiles at the column outlet, input data (§max;
Kamac (L-g™ 1)) of peptides and imidazole were initially calculated from data obtained by
SPR without applying any correction factor (Section 2.2.1). The IMAC data (experimental
retention times, fg ¢xy.), the simulation data (simulated retention times, t i), and the anal-
ysis of the results (absolute and relative differences) are presented in Table 3 for HisTrap-X
and HiFliQ-NTA columns, respectively. To evaluate the approach, the absolute difference
(A (t Rexp — 1 R,Simu)) and relative difference (Equation (13)) were calculated for each inves-
tigated peptide and the mean of the relative difference was calculated for peptides with
high affinity for Ni?* (i.e., GRHRQKHS, KGKSR, HHHHHH, KRHGEWRPS, HGSLHKNA,
RHGEWRPS, HGSLH), for both columns. Note that the peptides GLH and GLHLPS were
not considered for this latter calculation of the mean of the relative difference since they are
only retained in the HisTrap column. Upon the initial simulation, the calculation of the rela-
tive difference mean value showed a wide gap between the simulated and the experimental
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retention times using the imidazole gradient elution mode, with a mean value of 92% and
77% for HisTrap-X and HiFliQ-NTA columns, respectively. Therefore, the prediction at this
stage on retention times made by the simulation is still very far from experimental values.
Thus, we need to find a methodology to better estimate the parameters of the isotherm in
IMAC from SPR data.

3.2.2. Simulation of Peptide Concentration Profile Using Adjusted qyaximac
3.2.2.1. Integration of a Specific Correction Factor on gy of Each Peptide and Imidazole

A first approach consists of evaluating a correction factor applied on the value of
Gmax (g-L 1) for each peptide while keeping K4 (L-g~!) constant since we assumed a similar
affinity of the peptide for Ni** in the SPR and in the IMAC column. The introduction
of this correction factor (named F) should allow the simulated retention time (tg ;) to
better match the experimental retention time (fg ¢xp.) for each investigated peptide. The
simulation results are presented in Table 3 (Approach 1) for HiFliQ-NTA and HisTrap-X
columns and only peptides with a retention time greater than the residence time of non-
retained species (i.e., with a corrected experimental retention time > 0.48) were assigned a
correction factor. The calculation of the relative difference mean value was based only on
the first seven peptides (peptides numbered from 1 to 7) that were retained in both columns.
Indeed, regarding the HisTrap-X column results, the two peptides GLH and GLHLPS were
not considered in the exploitation and analysis of results, since the simulation provided
elution profiles with double peaks. In this latter case, the determination of the simulated
retention time was made more complex, creating an important variability in the value of
the correction factor to apply.

The addition of a well-adjusted correction factor F; allowed the simulated retention
time to match perfectly the experimental retention time with an average value of the relative
difference equal to 0% for both columns. This result is linked to the fact that, for each
peptide, we can adjust one parameter, the correction factor F, to allow one parameter, the
simulated reaction time (tg 4,), to be as close as possible to the experimental retention time
(tR exp)- A drawback of this approach is the difficulty of using a predictive aspect to evaluate
a correction factor for each peptide.

3.2.2.2. Integration of a Mean Correction Factor on g4y of All Peptides and Imidazole

The aim of this second approach was to investigate whether a unique correction factor
could be used for correcting the g4 of all peptides. The advantage would be to simulate all
peptides using the same correction factor, which would be more practical for its application
on peptide hydrolysate. The calculation of the mean value of the correction factor on the
gmax of peptides was based on five of the seven peptides with good affinity for Ni%* (i.e.,
GRHRQKHS, KRHGEWRPS, HGSLHKNA, RHGEWRPS, HGSLH). Indeed, the correction
factors associated with peptide KGKSR and peptide HHHHHH were not included in this
calculation since their values were too far from the other peptides. The results of the
mean correction factor (Fiesn = 32.02 and 17.54 for HisTrap-X and HifliQ-NTA columns,
respectively) and new simulated retentions are summarized in Table 3 (Approach 2). The
results obtained show that the average relative difference associated with retention times
while using a mean correction factor Fueqn on gmax is 18% for both columns, which is not
negligible to obtain a reliable prediction; however, the orders of magnitude obtained can
provide interesting estimations.

Meanwhile, a study was carried out to determine whether the integration of such a
mean correction factor Feqan on gmax of peptides (and applying the same value for imidazole)
had any impact on the linearity zone of the sorption isotherm of peptides. To do so, the
adsorption isotherms (defined by Equation (4)) were plotted (g vs. C) according to the
calculation of 4 while applying the mean correction factor on gy.x. The comparison with
the linearity zone determined initially in the isocratic mode without the introduction of
any correction factor was made. Results (Table S2) show that the use of the mean correction
factor Fiean on the guqy of peptide and on imidazole has absolutely no impact on the
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linearity range of the sorption isotherm of each peptide. Indeed, increasing the maximum
capacity of guq, only impacts the proportion of peptides that will be adsorbed onto the
stationary phase.

In addition, a study of the parametric sensitivity of the mean correction factor (Fy;ean)
was conducted. The aim was to quantify the uncertainty associated with the mean cor-
rection factor (Fjueqn) by studying a range of possible values: Fieqn £ 2.5%, Fiean £ 5%,
Friean £ 10%, and F00n = 20%. The results are summarized in Table S3 and show that
increasing the value of the mean correction factor on gy, only increases the mean value of
the relative difference between the simulated and the experimental retention time values.
Inversely, decreasing the value of this mean correction factor Fyeq, slightly reduces the
mean value of the relative difference. A value between 2.5% and 5% should be taken
into consideration for the HiFliQ-NTA column, and a value around 10% for the HisTrap-
X column. Thus, slightly correcting the value of the mean correction factor on gy (i-e.,
16.886 g-L~! and 28.818 g-L.~! for HiFliQ-NTA and HisTrap-X columns, respectively) would
slightly improve the prediction of the peptide’s simulated retention time.

3.2.2.3. Evaluation of the Use of Experimental gy, imac of Imidazole Combined with the
Integration of a New Correction Factor on g of Each Peptide

For the two previous approaches, the correction factor (F;) applied to the g4 of the
peptide was also applied to the g5y of imidazole as an eluent. Therefore, the aim of this
third approach is to determine the g4, of imidazole experimentally in order to improve the
accuracy of simulation. For this purpose, measurements of the retention time of imidazole
in IMAC were performed for various concentrations (from 0.001 mM to 5000 mM) by
eluting with PBS1X pH 7.4 only; retention times as a function of imidazole concentration
are illustrated on Figure 5.
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Figure 5. Imidazole simulated retention times with g2y vac and experimental retention times (A) for
HisTrap-X and (B) for HiFliQ-NTA columns.

The calculations show that for g, IMAC is 6.191 g~L_1 for the HisTrap-X column
and 2.822 g-L~! for the HiFliQ-NTA column. These values were determined in the linearity
zone of the sorption isotherm using Equation (10). To check the validity of the imidazole
isotherm parameters determined, the simulation of retention time was run and compared
to experimental values for specific concentrations. The results (Figure 5A,B for HisTrap-X
and HiFliQ-NTA, respectively) show that simulated retention times of imidazole are fairly
close to the expected experimental retention time of imidazole, even outside the linearity
range of the sorption isotherm. For each column, the mean value of the relative difference
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between the imidazole experimental retention time and imidazole simulated retention time
illustrated in Figure 5A,B is, respectively, 15% (HiFliQ-NTA column) and 14% (HisTrap-X
column) (Table S4), which remains relatively low.

It should be reminded that, for this approach (Approach 3), the imidazole K4 (L-g™ 1)
value used for the calculation of q,4y 1pMac from tg 4., as well as for IMAC simulations is
the K4 (2.35 g-L™!) value obtained from SPR. The good agreement between the simulated
and the IMAC experimental retention times observed previously for a wide range of
imidazole concentrations suggests that, the initial hypothesis concerning the K4 value,
indicating that the affinity of a given peptide for immobilized Ni** does not change as a
function of the technology used (IMAC or SPR), can be considered acceptable in the case of
imidazole as well. This hypothesis requires further investigation to be truly confirmed in
the case of peptides.

Then, the values of the maximum capacity of imidazole in the IMAC column
(Gmax,IMAC, imidazole) Were applied to simulate the peptide retention times. For that pur-
pose, the correction factor to be applied to the g, ;mac for each peptide was estimated
like in Section 2.2.2.1, but this time by also applying this experimental q,,,x MAC, imidazole
at the same time (§,0x IMAC, imidazole = 2-822 g-L7'and 6.191 g-L*1 for HiFliQ and HisTrap
columns, respectively). Results are summarized in Table 3 (Approach 3) and show that the
average value of the relative difference is closer to 0% for both columns.

Regarding the comparison between the correction factors determined in Section 3.2.2.2
(same correction factor on g, applied both for the peptide and imidazole) and the cor-
rection factors determined in this actual section (Section 3.2.2.3; correction factor on gyax
specific for each peptide while using experimental .. IMAC, imidazole SPecific for imida-
zole), the values remain in the same order of magnitude but are slightly better when the
experimental Amax,IMAC imidazole is used.

4. Conclusions and Perspectives

The aim of the present work was to develop an approach to better understand how to
predict each of the parameters of the sorption isotherm of peptides in IMAC (gyax,1mac and
Ka mac) from data obtained in SPR (§yax,spr, Ka spr) in order to predict the separation of
peptides in IMAC. Simulated retention times obtained using the parameters were compared
to experimental retention times to evaluate the validity of prediction. A preliminary
study, using directly the parameters obtained in SPR for IMAC, led to a huge difference
between simulated and experimental retention times of peptides. We hypothesized that the
limitations of this approach were due to the difference in geometry between the SPR sensor
ship and the IMAC chromatographic phase. Several approaches have therefore been studied
to find out how to take this into account and minimize the difference between experimental
and simulated results. The most interesting one turned out to be the introduction of a
correction factor justified by the geometry difference of the support in SPR and in IMAC
on §may alone. In the meantime, we assumed that the affinity of peptides for immobilized
Ni?* did not change depending on the technology used (SPR vs. IMAC), thus K4 was not
modified by the introduction a correction factor.

The first approach, which is based on the calculation of a correction factor F; to adjust
the gax imac of each peptide and imidazole eluent, provides a good match between the
simulated and experimental retention times. One drawback, however, is that this approach
does not provide a correlation to obtain the correction factors (Approach 1).

The second approach consists of applying a mean correction factor Fea; to the
Gmax,MAc of all peptides and imidazole. It led to relative errors in retention times of
around 18% on average. Thus, the use of an average correction factor to evaluate IMAC
capacities in relation to those measured in SPR is a global approach which provides or-
ders of magnitude, but for which predictions will be less reliable than with individual
measurements.

To improve prediction capabilities, a third approach was studied: the maximum
capacity of imidazole was experimentally determined and applied while a correction factor,
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estimated by minimising the difference between the experimental and simulated retention
times, was applied to the g,y of each peptide. Although this procedure does not yet
provide a global prediction method, the possibility of having specific values for the gy of
imidazole as well as for the g,4x of each peptide studied provides an interesting basis for
carrying out simulations.

A key assumption underlying these different approaches is that the affinity of the
peptides and eluent for immobilized Ni?>* does not change according to the technology
used (SPR vs. IMAC), and therefore that the K4 value is similar when switching from SPR
to IMAC. Studies carried out over a wide concentration range for imidazole using two
types of IMAC columns seem to have corroborated this hypothesis in the case of imidazole.
Further studies will be carried out to fully confirm this hypothesis in the case of peptides.

Thus, if we refer to the initial objective—i.e., to determine the parameters of peptide
IMAC isotherms from SPR data when very few quantities of peptides are available to
carry out experiments—keeping the K4 value obtained in SPR for IMAC means that only
one parameter, the 4,5y capacity value, needs to be identified for the isotherm, which can
be done by minimizing the difference between the simulated and experimental retention
times. Therefore, these results are promising and can help to predict MCPs separation in
IMAC; further studies will be carried out to apply this approach on synthetic hydrolysates
(mixture of synthetic peptides) and to real laboratory hydrolysates.

On the other hand, the effect of the parameters studied showed that, as expected for
overload injections in the case of Langmuir isotherms, the retention time of the peptides
decreases when the injected volume increases. Similarly, when the peptide concentration
increases and is out of the linearity zone, simulation leads to asymmetric peaks. It is
therefore important to choose the volumes and concentrations of these injections carefully
in order to exploit either the tg 4, value obtained in the linearity zone or, if desired, the
information from overloaded concentration profiles.

Supplementary Materials: The following supporting information can be downloaded at:
https:/ /www.mdpi.com/article/10.3390/pr12030592 /51, Figure S1: Effect of the peptide injected
volume on the retention time basing on classes of peptides; Figure S2. Effect of the concentration
of peptide on retention time. The linearity zone of each peptide was determined and it corre-
sponds to the zone where the retention time doesn’t vary in function of the concentration; Figure S3.
Simulated retention time versus imidazole concentration for ASH, THTAQETAK at 2mM (A) and
0.001 mM (B). Simulation was performed in isocratic elution mode; Table S1.Linearity and saturation
zone determined from the previous graph; Table S2. Linearity zone before and after addition of the
mean correction factor on g.x of peptides; Table S3. Parametric sensitivity analysis on the mean
correction factor of gyqay; Table S4. Experimental and simulated retention times of imidazole for
HisTrap-X and HiFliQ NTA columns. * Concentration not considered in the calculation of the mean
relative difference.
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