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Abstract: Due to the complexity of wind power, traditional prediction models are incapable of
fully extracting the hidden features of multidimensional strong fluctuation data, which results in
poor multi-step prediction performance. To predict continuous power effectively in the future, an
improved wind power multi-step prediction model combining variational mode decomposition
(VMD) with sequence-to-sequence (Seq2Seq) is proposed. Firstly, the wind power sequence is
smoothed using VMD and the decomposition parameters of VMD are optimized by using the squirrel
search algorithm (SSA) to effectively optimize the decomposition effect. Then, the subsequence
obtained from decomposition, together with the original wind power data, is reconstructed into
multivariate time series features. Finally, a Seq2Seq model is constructed, and convolutional neural
networks (CNNs) with bidirectional gate recurrent units (BiGRUs) are used to learn the coupling and
timing relationships of the input data and encode them. The gate recurrent unit (GRU) is decoded
to achieve continuous power prediction. Based on the actual operating data of a wind farm, a
case analysis is conducted. Experimental results show that SSA-VMD can effectively optimize the
decomposition effect, and the subsequences obtained with its decomposition are highly accurate when
applied to predictions. The Seq2Seq model has better multi-step prediction results than traditional
prediction methods, and as the prediction step size increases, the advantages are more obvious.

Keywords: convolutional neural network; multi-step prediction of wind power; sequence-to-
sequence; squirrel search algorithm; variational mode decomposition

1. Introduction

In recent years, under the global consensus of building a clean, low-carbon energy sys-
tem, the penetration of wind power in the power system has been increasing [1]. However,
the uncertainty of wind power output poses a challenge to the operation control of the
power system and restricts the large-scale grid-connected consumption of wind power [2,3].
Wind power prediction can provide a basis for grid scheduling, mitigate the disturbances in
the power system caused by the wind power grid connection, and improve the utilization
rate of wind power. It is also important for maintaining the security and stability of the
grid and the operation and management of wind farms [4,5].

Wind turbines use the kinetic energy of wind to push the blades of the wind turbine
to rotate the wind wheel and generate mechanical energy. The wind wheel drives the
generator to run and convert kinetic energy into electrical energy. Wind power output
is influenced by wind speed, temperature, humidity, and other factors. Wind power
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generation is highly volatile and intermittent due to meteorological and environmental
factors, making it challenging to accurately predict wind power. A large amount of research
has been conducted on this issue. The prediction can be classified into four categories based
on different time scales: ultra-short-term (minutes to hours), short-term (hours to days),
middle-term (weeks to months), and long-term (months to years) [6]. At this stage, wind
power prediction methods can be divided into three categories: physical models, statistical
models, and artificial intelligence models [7]. The physical model uses weather forecast
data and geographical environment information to establish mathematical equations and
makes predictions by describing the physical process of wind power conversion. However,
physical model modeling has high complexity and requires a large amount of detailed
information. It is suitable only for long-term prediction, and its application in short-term
prediction is limited [8,9]. Statistical models use historical data to establish mathematical
functions and fit the mapping relationships between them and predicted values, which are
very suitable for short-term predictions. Commonly used statistical models include time
series models, Kalman filter models, etc. [10,11]. However, the statistical model assumes
that the time series is modeled in a linear form and cannot effectively handle the nonlinear
characteristics of wind power data [12]. With the improvement in computer performance
and the development of artificial intelligence technology, machine learning models have
nonlinear feature learning capabilities and have been widely used in wind power prediction
such as neural networks [13], support vector machines [14], etc. However, due to structural
limitations, machine learning models are prone to fall into local optimality, overfitting, and
poor convergence [15].

With the development of artificial intelligence, deep-learning methods have received
wide attention in the prediction of new energy generation due to their stronger data mining
ability. Peng et al. [16] and He et al. [17] use the convolutional neural network (CNN)
and the deep confidence network, respectively, for wind power prediction, and find a
large progress in prediction accuracy and stability. However, the time dependence of
the input series is not taken into account. The variants of the recurrent neural network
(RNN), such as long short-term memory (LSTM) and gated recurrent unit (GRU), can
deal with temporal data features effectively and are suitable to be applied in the field of
power prediction. Shi et al. [18] uses LSTM to perform hourly predictions of day-ahead
wind power generation. Experimental results show that LSTM can achieve more accurate
predictions than traditional neural networks. However, wind power is influenced by many
factors, and the input of the prediction model is high-dimensional multivariable time series
data. In many cases, variables in the multivariable time series data have spatiotemporal
dependencies, and it is difficult for a single prediction method to effectively model the
coupling information between the data [19].

Wind power is influenced by meteorological factors and has non-stationary fluctuation
characteristics, which is the fundamental reason why wind power is difficult to predict. To
solve this problem, the method of constructing a combined prediction model by combining
data decomposition algorithms has been widely used and has become an important module
to improve prediction performance. The power sequence is decomposed into several
relatively stationary subsequences through the data decomposition method to reduce the
impact of non-stationarity of the original power sequence on prediction. Xie et al. [20]
uses wavelet decomposition to extract the time-frequency domain features of the power
series, and then uses BiLSTM network for prediction. However, wavelet decomposition
requires setting the wavelet basis function and the number of decompositions, and it
lacks adaptivity. Wang et al. [21] proposed a wind power prediction model based on
empirical mode decomposition (EMD) and a radial basis function neural network, and
the results show that the prediction accuracy can be effectively improved using EMD
decomposition. However, EMD is prone to the problem of modal aliasing. VMD can
effectively avoid modal aliasing and is insensitive to noise [22]. It is currently the most
effective decomposition method. Yildiz et al. [23] converts the subsequence obtained
with variational mode decomposition (VMD) into spatial input feature maps, and then
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predicts wind power using a residual-based deep convolutional neural network. Aksan
et al. [24] combines VMD and multiple deep-learning methods to form hybrid forecasting
models, and these models show satisfactory applicability to load forecasting development
scenarios under different conditions. However, the VMD decomposition parameters in
references [23,24] all use empirical values. In practice, the VMD decomposition effect
largely depends on the setting of the decomposition parameters. In the existing research,
the value of K is usually determined with multiple experiments to select the optimal
value or the central frequency method [25]. In addition, some researchers have introduced
evaluation criteria such as information entropy [22] and energy [26] to objectively guide the
value of K. However, the impact of the interaction between K and α on the decomposition
effect is not considered, and there is a lack of systematic evaluation standards to guide
parameter setting [27].

Most of the existing studies are single-step predictions of power at a certain moment
in the future, which cannot predict the power fluctuation trend and which provide lim-
ited information in practical applications. Multi-step prediction is capable of capturing
the dynamic changes in future wind power to formulate and adjust the scheduling plan
timely and appropriately and to promote the efficient and stable operation of the power
system [28]. Because multi-step prediction is more complex than single-step prediction,
more conditions need to be considered, such as error accumulation and prediction perfor-
mance degradation [29]. Current multi-step prediction research on wind power mostly
uses a data-driven approach to establish multi-step prediction models but fails to take into
account the dependence between the prediction outputs. The sequence-to-sequence model
is a sequential data modeling method that can generate an output sequence based on an
input sequence, and the lengths of the input and output sequences do not affect each other.
It has been widely used in tasks such as natural language processing and temporal data pro-
cessing [30,31]. Multi-step prediction of wind power is essentially a sequence-to-sequence
problem. The structure of the sequence-to-sequence model determines that it can handle
well the input features and the prediction targets in multi-step prediction tasks.

Based on the above analysis, this paper combines the complementary advantages
of data decomposition technology and deep-learning methods to propose a multi-step
power prediction method based on improved VMD and Seq2Seq. The contributions and
innovations of this paper are as follows:

1. In order to solve the problem of VMD parameter setting, the average envelope entropy
is introduced as an evaluation index, and the squirrel search algorithm is used to
automatically find the optimal decomposition parameters of VMD to improve the
decomposition effect. The original wind power sequence is preprocessed through
SSA-VMD to enhance predictability.

2. A novel Seq2Seq model is proposed to be applied to the multi-step power prediction.
The encoder encodes the hidden representation of the wind power time series data
into context vectors, and the decoder progressively decodes the output prediction
sequence. Through this end-to-end process, we can better learn the implicit correlation
features of multidimensional time series data and achieve effective prediction of wind
power power fluctuation trends in future time periods.

3. Different from the traditional use of recurrent neural networks as the encoder and
decoder of Seq2Seq, CNN-BiGRU is used as the encoder to extract the coupling
information and timing information between the input data for encoding; the other
GRU is used as the decoder to output predictions. The deep correlation information
between the different features and the dependence between the time series data are
fully explored.

4. Finally, the effectiveness and robustness of the proposed model are proved by testing
with the measured data set. The experimental results show that our model has the
best prediction performance compared with the baseline method.

The rest of this paper is organized as follows. In Section 2, the principles and steps of
the squirrel search algorithm for optimizing variational mode decomposition are elaborated.
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In Section 3, a brief description of the individual algorithms required for the proposed
prediction model is presented. And then, in Section 4, the overall framework and details
of the SSA-VMD-Seq2Seq model are provided. In Section 5, the experimental results and
comparative examples of wind power prediction are discussed and the corresponding
analysis is made. Finally, Section 6 serves as a summary of the paper.

2. SSA-VMD Algorithm
2.1. Variational Modal Decomposition

Variational mode decomposition (VMD) is an adaptive, non-completely recursive
emerging signal processing method [32]. Its core is to decompose the original signal
into several intrinsic mode functions (IMFs) with different bandwidth constraints and
fluctuations around the center frequency. VMD mainly includes the construction of the
variational problem and the solution of the variational problem in two parts [33]. The
specific steps are as follows.

2.1.1. Variational Problem Construction

The signal to be decomposed is first decomposed into K modal components, and its
resolved signals are computed using Hilbert transform to obtain the one-sided spectrum
of each mode. Then, the spectrum of each mode is transferred to the corresponding
fundamental frequency band, and the estimated bandwidth of each mode is obtained by
solving the demodulated signal. The constrained variational problem of minimizing the
sum of the estimated bandwidths of the IMFs is thus constructed: min

{uk},{ωk}

{
∑K

k=1

∥∥∥∂t

[(
δ(t) + j

πt

)
∗ uk(t)

]
e−jωkt

∥∥∥2

2

}
s.t.∑K

k=1 uk = f
, (1)

where uk is the modal component, ωk is the center frequency, K is the number of modal
components, δ(t) is the Dirac function, and f is the original signal.

2.1.2. Variational Problem Solving

Next, introduce quadratic penalty terms and Lagrange multipliers to convert con-
strained variational problems into unconstrained variational problems. Construct the
Lagrange multiplier function:

L({uk}, {ωk}, λ)

= α∑
k

∥∥∥∥∂t

[(
δ(t) +

j
πt

)
∗ uk(t)

]
e−jωkt

∥∥∥∥2

2
+

∥∥∥∥∥ f (t)−∑
k

uk(t)

∥∥∥∥∥
2

+

〈
λ(t), f (t)−∑

k
uk(t)

〉
.

(2)

The alternating direction multiplier method is used for the solution, and uk and ωk are
updated by iteration to obtain the optimal solution with the iterative formula:

ûn+1
k (ω) =

f̂ (ω)−∑i ̸=k ûi
n(ω)+

λ̂n(ω)
2

1+2α(ω−ωk
n)

2

ωk
n+1 =

∫ ∞
0 ω|ûn+1

k (ω)|2dω∫ ∞
0 |ûn+1

k (ω)|2dω

, (3)

where ûn
k (ω), f̂ (ω), and λ̂n(ω) are the Fourier transformations of uk(ω), f (ω), and λn(ω);

n is the number of iterations.
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2.2. Decomposition Performance Evaluation Criteria

K and α in the VMD decomposition parameters have a large impact on the decomposi-
tion effect. In power prediction applications, they are generally determined with empirical
settings or the center frequency method [34]. However, due to the strong volatility of wind
power series, the above two parameter setting methods are more subjective and random,
and the decomposition is less effective. Therefore, the envelope entropy [35] is introduced
as an evaluation criterion to guide the selection of VMD parameters. The envelope entropy
is calculated as follows:

Hen(i) = −∑N
n=1 pi(n)log2(pi(n)), (4)

where N is the number of sampling points and pi(n) is the normalized form of the envelope
of the ith IMF component.

The size of the envelope entropy characterizes the sparsity of the signal. The smaller
the entropy value, the higher the sparsity of the signal [36]. If the VMD parameter is
selected more effectively, each mode will be more ordered, showing stronger sparsity;
then, the envelope entropy value of each mode is the smallest. Under this condition, it
indicates that the non-stationary characteristics of the original power series have been
fully processed, and the great regularity of each subseries is conducive to high prediction
accuracy. Therefore, in this paper, the average value of the envelope entropy of each modal
component after decomposition is adopted as the fitness function, and the calculation
formula is:

f itness = min
(K,α)

{
1
K ∑K

i=1 Hen(i)
}

. (5)

2.3. Squirrel Search Algorithm Optimized Variational Modal Decomposition

SSA is a relatively novel swarm intelligence optimization algorithm, which searches
for the global optimal solution by simulating the dynamic foraging behaviors and move-
ments of squirrels among different kinds of trees (hickory, oak, and common) in the forest.
Reference [37] verifies the squirrel search algorithm on 33 classic optimization benchmark
problems and compares it with 6 classic optimization algorithms such as the genetic algo-
rithm and the particle swarm algorithm. Compared with other optimization algorithms,
SSA has excellent convergence speed and exploration capabilities, as well as sufficient
accuracy and robustness. Among the decomposition parameters of VMD, K determines the
number of subsequences after decomposition; α determines the reconstruction accuracy of
the signal. Therefore, the optimization dimension is set to 2, the VMD parameter selection
problem is constructed as a constrained optimization problem, and SSA is used to solve
this constrained optimization problem, which adaptively determines the optimal decom-
position parameters and avoids the influence of parameter settings on the decomposition
effect. The optimization flowchart is shown in Figure 1.

The specific steps are as follows:

1. Set the algorithm parameters and initialize the population position. The optimization
dimension is 2, K and α are used as squirrel locations, and the two optimization search
ranges are set to [3, 15] and [800, 2500], respectively. The population size is set to 20
and the maximum number of iterations is set to 20.

2. Perform a VMD decomposition of the power sequence based on the location of
each squirrel. Calculate the fitness of each individual and rank them. Assign the
individual squirrels to the hickory tree (optimal food source), the oak tree (normal
food source), and the common tree (no food source) in order to save the optimal
individual squirrel positions.

3. Update the individual squirrel locations. Three situations will occur based on the
dynamic foraging behavior of squirrels: Situation 1, squirrels with normal food
sources move to the optimal food source; Situation 2, squirrels with no food sources
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move to normal food sources; Situation 3, squirrels with no food sources move toward
optimal food sources.

4. Update the seasonal detection value, and when the seasonal detection value is less
than the minimum seasonal constant, then randomly adjust the location of squirrels
without a food source to re-forage.

5. Calculate and rank the fitness of the new population and update the global optimal
solution and the best fitness.

6. Judge whether the maximum number of iterations is reached; if the judgement is
no, repeat steps 3 to 5 until the maximum number of iterations is reached to end the
optimization process. The location of squirrels on the optimal food source is the final
optimal solution.
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3. Principles of Predictive Modeling
3.1. Sequence-to-Sequence Fundamentals

Sequence-to-sequence (Seq2Seq) is a model in the field of deep learning that generates
sequences from sequences without affecting each other in sequence length. It was first
proposed by K. Cho et al. in 2014 and has been continuously improved [38]. Its core idea
is to use an encoding–decoding structure to map a variable-length input sequence to a
variable-length output sequence, which can flexibly handle tasks where the input sequence
and output sequence are of different lengths. It has been widely used in fields such as
machine translation [39,40], while there are still few applications in power prediction.

The basic structure of Seq2Seq is shown in Figure 2. It consists of two parts, the
encoder and the decoder, and the information is passed between the two parts through
the intermediate vectors. The encoder sequentially reads in the input sequence x =

[x1, x2, . . . , xt]
T for compression coding to obtain a fixed-length intermediate vector and

then maps and decodes the intermediate vector through the decoder to obtain the predicted
output sequence Y = [Y1, Y2, . . . , Yt]

T . The encoder and decoder are generally composed
of a recurrent neural network, and the components of the encoder and decoder as well
as the connection method can be selected according to the specific situation in practical
applications [41].
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3.2. Convolutional Neural Network

The convolutional neural network is a deep feedforward neural network with local
connections, weight sharing, and other characteristics proposed by LeCun et al. [42]. CNN
carries out deep processing of the input data through convolutional and pooling operations,
extracts the key information in the data, and achieves dimensionality reduction, which
significantly reduces the training parameters, reduces the computational complexity of the
model, effectively learns the nonlinear local features in the input data, and improves the
feature data quality. Therefore, feature extraction of multidimensional wind power data
using CNN can help obtain deeper information about the wind power fluctuation law.

CNN mainly consists of an input layer, convolution layer, pooling layer, fully con-
nected layer, and output layer [43]. The convolution layer uses a convolution kernel to
sequentially scan each area on the data tensor and perform convolution operations to ex-
tract local feature information of the input data. The pooling layer performs dimensionality
reduction on the feature data extracted by the convolutional layer to obtain the optimal
output result. The abstract feature information obtained through the convolution layer
and the pooling layer finally realizes the function of automatically learning features and
streamlining from the original data. The calculation formula of the convolution operation
is as follows [44]:

xl
j = f

(
∑iϵMj

xl−1
i ∗ kl

ij + bl
j

)
, (6)

where xl
j is the jth feature map of layer l, f (·) is the nonlinear activation function, Mj is

the jth feature map of layer l − 1, kl
ij is the corresponding convolution kernel, ∗ is the

convolution operation, and bl
j is the bias term.

3.3. Bidirectional Gated Recurrent Unit

The GRU is a variant of the RNN, and the introduction of the gating mechanism
improves the network structure, which retains the advantages of RNN in processing
time-series data and at the same time improves the gradient explosion and gradient disap-
pearance problems of RNN in processing long time sequences [45]. The gating structure
and training parameters of GRU are more streamlined, which improves the computational
efficiency under the premise of guaranteeing the prediction accuracy.

The basic unit structure of GRU is shown in Figure 3, where xt is the current moment
input; ht−1 and ht represent the implied layer states of the previous and current moments,
respectively; ĥt is the candidate state of the current moment; zt is the update gate to control
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the retention degree of the historical state information and the current moment information;
and rt is the reset gate to control the degree of combining of the current moment information
and the historical state information. Furthermore, ht is the implied layer state of the GRU
unit, which is calculated with Equation (7) [46]:

zt = σ(Wzxt + Uzht−1 + bz)
rt = σ(Wrxt + Urht−1 + br)

∼
ht = tanh(Whxt + Uh(rt

⊙
ht−1) + bh)

ht = zt
⊙

ht−1 + (1− zt)
⊙ ∼

ht

, (7)

where Wz, Wr, Uz, Ur, Wh, Uh represent the weight matrix; bz, br, bh are the bias vectors;
⊙

is the pointwise multiplication operation; σ is the sigmoid activation function; tanh is the
hyperbolic tangent function.
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BiGRU consists of a combination of two layers of GRUs that transfer information in
forward and reversed time order, and the state of the implicit layer at each moment is
jointly determined by the states of the two GRUs. Its network, unfolded in time order,
is shown in Figure 4. BiGRU enhances the utilization of the original time series data,
it can simultaneously utilize the feature information of the time series data in both the
forward and backward directions, and it can improve the prediction accuracy efficiently.
The calculation formula of the BiGRU model is as follows [47]:

→
h t =

→
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xt,
→
h t−1
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←
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←
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xt,
←
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)
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→
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h t
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where
→
h t−1 is the positive order implicit layer state,

←
h t−1 is the negative order implicit

layer state, and
⊕

is the vector splicing operation.
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4. SSA-VMD-Seq2Seq Prediction Model

In order to effectively predict the short-term multi-step power of wind farms, this
paper proposes a wind power multi-step prediction model based on SSA-VMD-Seq2Seq.
The output layer of the model has a step size of 16 to predict the power in the next 4 h. The
model is based on the SSA-VMD-Seq2Seq model. The model mainly consists of four parts:
SSA-VMD data decomposition, CNN local feature extraction, BiGRU temporal feature
extraction coding, and GRU decoder prediction output to achieve end-to-end multi-step
prediction. The overall framework of the model is shown in Figure 5.
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4.1. Constructing Input Features

Firstly, the historical wind power series is decomposed using VMD. SSA is used to
optimize the decomposition parameters of VMD during the decomposition process, and
the power series is decomposed into several smoothed power subsequences and a residual
sequence, highlighting the fluctuation characteristics of the subsequences in different
frequency bands. After that, considering the dynamic influence of meteorological features
on the output power, the decomposed subsequences together with the historical power
and meteorological data sequences are spliced in the feature dimension and reconstructed
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into a multivariate time series feature map X = [x1, x2, . . . , xT ]
T , which has the dimensions

of T × N, where T is the time step and N is the number of features (number of channels).

4.2. Encoding

In order to adapt to the model input with multivariate temporal features, the traditional
Seq2Seq structure is improved. In this paper, CNN-BiGRU is used to construct the encoder,
which combines the advantages of CNN in dealing with local features of multidimensional
data and BiGRU in dealing with temporal features of sequential data and fully learns the
implicit information of the input data for encoding.

The CNN contains one convolutional layer and one pooling layer. The convolutional
layer is designed as a one-dimensional convolution, using a 1 × 1 convolutional kernel for
the convolutional operation, which fuses the information of the input multidimensional
features across channels and extracts the coupling relationships between different features
at the same moment. In order to enhance the effective expression of the fused features,
distinguishing from the conventional pooling, which is limited to only the operation of
similar features in the spatial dimension, the pooling layer adopts the maximum pooling in
the channel direction for the multi-channel fused features output from the 1× 1 convolution
kernel. After the above operations, the coupling information between different features is
extracted and highlighted, and the original temporal correlation structure is preserved to
obtain the deep fusion feature Y = [y1, y2, . . . , yT ]

T .
BiGRU is built as a two-layer structure to further learn the temporal change law and

complete the encoding for the fusion features extracted with CNN. The input sequence is
input sequentially in chronological order, and after T time steps of updating, the implicit
layer state hT at the last moment is obtained by encoding. Theoretically, hT contains all the
information of the input sequence, which is passed to the decoder as the intermediate state
vector c obtained by encoding, and its expression is:

c = hT = BiGRU(hT−1, yT), (9)

where hT−1 is the state of the hidden layer at the moment T− 1 and yT is the feature at the
Tth time step in the input sequence.

4.3. Decoding

The decoder consists of a single-layer GRU. The initial implicit state of the GRU is the
intermediate state vector c. The predicted power sequences are generated by the decoder
one by one in time order. In the step-by-step decoding process, at each moment, the GRU
unit accepts the implied layer state hT−1 of the previous moment, the intermediate state
vector c, and the power prediction value P′T+t−1, output from the previous moment (the
first moment is the real power value PT at the moment of T) to update the current implied
layer state, and outputs the current power prediction value through the fully connected
layer with the expression: {

ht = f
(
G
[
ht−1, P′T+t−1, c

]
+ bh

)
P′T+t = g(Vht + bo)

, (10)

where G, V represent the weight matrix; bh, bo represent the bias vector; and f, g represent
the activation function. After the above process, the sharing of coded feature information
on step-by-step decoding is achieved, and the temporal relationship between successive
predicted outputs is taken into account to complete the power prediction from the input
features of the previous T time steps for the next t time steps.

5. Case Study
5.1. Description of the Experiment

The experimental data is sourced from the wind power plant in Hami City, Xinjiang
Province, China, for the entire year of 2019, comprising actual wind power measurements
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and meteorological observation data. The sampling interval is 15 min, totaling 35,040 data
points. The wind farm consists of 133 turbines, each with a capacity of 1.5 MW, resulting
in a total installed capacity of 200 MW. Meteorological observation data include wind
speed and wind direction at heights of 10 m, 30 m, 50 m, and 70 m (hub height) as well as
temperature, humidity, and air pressure, making up a total of 11 meteorological features.
To mitigate the impact of data quality on modeling effectiveness, a correlation analysis
was conducted using the maximum information coefficient method [47]. Two strongly
correlated meteorological factors, namely, wind speed and wind direction at 70 m, along
with historical power, were selected as input features for modeling. A sliding window
approach was employed to construct supervised learning-formatted sample data, which
was then divided into training, validation, and test sets in a 6:2:2 ratio for simulation
analysis.

The model in this paper is constructed based on Python 3.9 using the TensorFlow 2.8
deep-learning framework. During the training phase, the hyperparameter configuration
in deep-learning models is crucial for adjusting and optimizing the model’s behavior
and performance. There is no fixed answer for setting hyperparameters in deep-learning
models; it involves systematic experimentation, adherence to best practices, and leveraging
domain knowledge [24]. In this paper, repeated experiments were conducted based on
a large number of previous references to draw conclusions on a reasonable setting of
network parameters. The input timing length was set to 32; in the encoder, the number of
convolution kernels was 32 (Predicting the future 16 time points within the next 4 h with
the same 15-min interval is based on utilizing 32 historical data points sampled at 15-min
intervals from the preceding 8 h as input features), the pooling size was 2, and the number
of implied nodes of the BiGRU was 64; in the decoder, the number of implied nodes of the
GRU was 64 and the number of neurons of the fully-connected layer was 64. The number
of neurons was 64. The learning rate was set to 0.001 in the hyperparameters for model
training; the batch size was 256, and the number of training rounds was 100.

In order to evaluate the model prediction results objectively, mean absolute error
(MAE), root-mean-square error (RMSE), and mean absolute percentage error (MAPE) were
selected as the evaluation indicators. MAE reflects the average deviation between predicted
and actual values [48], while RMSE not only reveals the bias between predicted and actual
values but also shows their dispersion [49]. MAPE, on the other hand, reflects the average
percentage difference between predicted and actual values [50]. Smaller values of MAE,
RMSE, and MAPE indicate better performance of the predictive model. The mathematical
formulas for these error metrics are as follows:

MAE =
1
N ∑N

i=1|ŷi − yi|, (11)

RMSE =

√
1
N ∑N

i=1(ŷi − yi)
2, (12)

MAPE =
1
N ∑N

i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣× 100%, (13)

where N is the number of samples, ŷi is the predicted value of the ith sample, and yi is the
true value of the ith sample.

5.2. SSA-VMD Effect and Prediction Experiments

In addressing the issue of preset parameter selection for the VMD algorithm, this sec-
tion employs the minimum average envelope entropy as an evaluation criterion. Utilizing
the SSA algorithm, the two parameters of the VMD are optimized, as illustrated in Figure 6.
By the 11th iteration, the fitness reaches the minimum value of 14.6134, converging to the
global optimum. Simultaneously, the optimal decomposition parameters for VMD are
determined as K = 8, α = 1265. Using the optimized parameters, VMD decomposition
is applied to the historical power sequence, as shown in Figure 7. From IMF1 to IMF8,
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the average amplitude of the subsequences gradually decreases, while the volatility in-
creases. This indicates that VMD decomposition effectively mitigates the volatility and
non-stationarity of the original power sequence, with each subsequence reflecting the
changing characteristics of wind power in different frequency bands and time scales.
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In order to verify the effectiveness of the SSA-optimized VMD parameters, the original
data without decomposition, the VD with default parameters (K = 1000, α = 5), the CF-
VMD (K = 1000, α = 10) using the center frequency method (denoted as CF), and the
subsequence data obtained from the three decomposition algorithms of the SSA-VMD
were fed into the Seq2Seq model for single-step prediction. The prediction results of
each method are shown in Figure 8, and Table 1 shows the comparison of the prediction
evaluation indexes.
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Table 1. Comparison of prediction errors under different decomposition methods.

Decomposition Methods MAE/MW RMSE/MW MAPE/%

Undecomposed 4.155 6.985 15.886
VMD 2.19 3.174 12.508

CF-VMD 1.865 2.274 12.89
SSA-VMD 1.104 1.542 9.662

As shown in Table 1 and Figure 8, compared with the undecomposed method, the three
decomposed methods have reduced the MAE, RMSE, and MAPE of the model prediction
results and mitigated the latency issue. This indicates the effectiveness of the variational
mode decomposition (VMD) algorithm in improving prediction accuracy. In comparison
with the VMD method with default values, the model’s predictive performance improved
after the VMD parameters were determined through the central frequency method and
singular spectrum analysis (SSA). The RMSE decreased by 0.9 and 1.632, highlighting the
necessity of optimizing VMD decomposition parameters. Among the four methods, the
model using SSA-VMD decomposition exhibited the optimal performance, with MAE,
RMSE, and MAPE values of 1.104, 1.542, and 9.662, respectively. These metrics suggest that
SSA-VMD, when compared with VMD parameters determined using the central frequency
method, achieves better decomposition results. When combined with the predictive model,
the SSA-VMD method demonstrates superior predictive performance, with prediction
results closely aligning with actual power fluctuations.

5.3. Seq2Seq Encoding–Decoding Structure Ablation Experiments

The selection of encoders and decoders in the Seq2Seq model has greater flexibility and
directly affects the prediction performance. This paper proposes a new Seq2Seq structure,
in which the encoder uses CNN-BiGRU and the decoder uses GRU. In order to verify
the superiority of the proposed Seq2Seq structure, a series of ablation experiments was
conducted and a detailed analysis of the network structure was carried out.

In previous research, the encoder and decoder of the Seq2Seq model were usually
composed of recurrent neural networks. Therefore, LSTM, GRU, and BiGRU were designed
as encoders, and different decoder network structures were constructed accordingly. The
input features of the prediction model all use multivariate time series decomposed with
SSA-VMD. To compare with the Seq2Seq structure proposed in this paper, the prediction
performance was evaluated at 4 steps (1 h), 8 steps (2 h), and 16 steps (4 h) ahead. Table 2
shows the prediction errors under different structures.
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Table 2. Comparison of prediction errors under different encoding–decoding structures.

Modeling Predicted
Step Length

MAE
/MW

RMSE
/MW

MAPE
/%Encoders Decoders

LSTM LSTM
4 steps 2.726 4.36 15.031
8 steps 3.023 4.703 17.345

16 steps 4.382 6.401 31.514

GRU GRU
4 steps 2.819 4.036 23.809
8 steps 2.552 3.916 15.455

16 steps 5.176 6.99 47.67

BiGRU GRU
4 steps 2.036 3.199 11.252
8 steps 2.543 3.832 13.279

16 steps 4.709 6.368 39.765

CNN-
BiGRU

GRU
4 steps 1.902 3.02 10.73
8 steps 2.409 3.681 12.589

16 steps 3.616 5.366 20.527

As shown in Table 2, the impact of each module of this paper’s structure on perfor-
mance improvement can be seen. In the classic Seq2Seq model structure composed of
recurrent neural networks, the prediction index of both the encoder and the decoder being
GRU is generally better than that of the structure where the encoder and decoder are both
LSTM. At the same time, GRU has one less gate than the LSTM mechanism, with fewer
network parameters and higher computational efficiency. A bidirectional mechanism is
introduced on the basis of GRU. When the BiGRU is used as an encoder, the MAE and
MAPE at four and eight steps in advance are significantly reduced, indicating that through
bidirectional timing data processing, the timing characteristics of wind power sequences
can be more effectively captured. After further integrating CNN to form the CNN-BiGRU
encoder, MAE, RMSE, and MAPE are all the lowest compared with other models, which
shows that CNN can effectively extract the coupling relationship between multivariable
time series data and make up for BiGRU’s deficiencies in processing high-dimensional data.
In summary, the necessity and effectiveness of the model structure design in this article
have been proved through the ablation experiment of the network structure.

5.4. Experiments on Multi-Step Prediction Performance of the Seq2Seq Model

To assess the performance of the proposed Seq2Seq model in multi-step prediction,
this section uses SSA-VMD processed multivariate time series as input and compares its
multi-step prediction performance with four influential benchmark models in the field
of wind power prediction. These models are the classic shallow-learning models MLP
and SVR as well as two benchmark deep-learning models, CNN and LSTM. Detailed
descriptions of these models are provided below.

In terms of model input requirements, CNN, LSTM, and Seq2Seq models can receive
3D arrays, and the input data structure is [sample, time step, feature]. MLP and SVR need
to receive 2D arrays as input. In order to meet the requirements, the data preprocessing
stage converts the 3D array into a 2D array, and the structure is expressed as [sample, time
step ∗ feature]. In terms of multi-step prediction strategies, the structure of Seq2Seq can
flexibly process model output and gradually output multi-step prediction results. For the
four benchmark models, the three models of MLP, CNN, and LSTM modify the network
structure and modify the original output layer into a fully connected layer with a number
of connected neurons equal to the length of the prediction time for complete field multi-
step prediction. However, SVR has a unique output due to the limitations of the model
principle. It is necessary to establish a separate prediction model for each prediction step to
achieve multi-step prediction. In terms of model parameter settings, the benchmark should
be kept consistent, and the same configuration parameters need to be used in different
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deep-learning models to ensure consistency in analyzing two key parameters: the accuracy
and stability of the prediction model.

Table 3 and Figure 9 show the comparison of prediction errors and prediction results
of different prediction models with 4 steps (1 h), 8 steps (2 h), and 16 steps (4 h) in advance,
respectively. The following conclusions were obtained from the comparative analysis:

1. As the prediction step size increases, the error metrics of all models increase. This
shows that the longer the prediction time step is, the more obvious the cumulative
error of the model will be, and the more difficult the prediction will be. Among them,
the Seq2Seq model is least affected. The MAE, RMSE, and MAPE of the 16-step-ahead
prediction are increased by 50.10%, 45.77%, and 63.06%, respectively, compared with
the 8-step-ahead prediction. The prediction error increases minimally compared with
the baseline method.

2. When wind power generation experiences non-stationary fluctuations, the prediction
curves of MLP, SVR, and CNN exhibit pronounced oscillations, indicating unstable
predictive performance. In contrast, the prediction curves of LSTM and Seq2Seq are
relatively smooth. Specifically, Seq2Seq demonstrates MAPE values of 10.73, 12.589,
and 20.527 for lead time predictions of 4, 8, and 16 steps, respectively. This suggests
that the Seq2Seq model is less affected by data fluctuations, resulting in more stable
predictive performance and a closer fit to actual power fluctuations.

3. The Seq2Seq model has the lowest MAE, RMSE, and MAPE at 4 steps, 8 steps, and 16
steps in advance, and the advantages become more obvious as the prediction step size
increases; the prediction accuracy is the highest. Experimental results show that the
Seq2Seq model can maintain the lowest prediction error compared with the baseline
method, and the prediction results are more accurate.

Table 3. Comparison of multi-step prediction errors for different prediction models.

Modeling
Predicted Step

Length MAE/MW RMSE/MW MAPE/%

MLP
4 steps 3.451 4.811 25.005
8 steps 6.44 8.024 59.391

16 steps 7.782 10.816 68.974

SVR
4 steps 5.081 6.777 59.782
8 steps 5.881 7.504 71.971

16 steps 6.538 8.525 68.155

CNN
4 steps 2.673 3.884 19.553
8 steps 3.628 5.106 30.979

16 steps 6.531 9.059 58.595

LSTM
4 steps 3.51 4.88 29.026
8 steps 3.01 4.626 15.439

16 steps 5.465 7.712 22.924

Seq2Seq
4 steps 1.902 3.02 10.73
8 steps 2.409 3.681 12.589

16 steps 3.616 5.366 20.527
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6. Conclusions 
To effectively predict continuous power for future time periods and enhance the ref-

erential value of the predictions, this paper combined data decomposition techniques with 
deep-learning methods and proposed an improved VMD- and Seq2Seq-based wind 
power multi-step prediction model. The following conclusions are drawn from the simu-
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6. Conclusions

To effectively predict continuous power for future time periods and enhance the ref-
erential value of the predictions, this paper combined data decomposition techniques with
deep-learning methods and proposed an improved VMD- and Seq2Seq-based wind power
multi-step prediction model. The following conclusions are drawn from the simulation results:

1. The optimization of VMD decomposition parameters through SSA successfully im-
proves the decomposition effectiveness for wind power sequences. The resulting
subsequences exhibited stronger representation capabilities of the feature information.
In comparison with the traditional approach of determining VMD decomposition
parameters using the central frequency method, SSA-VMD reduced the randomness
associated with empirical settings and led to higher accuracy in predictions.

2. The introduction of CNN-BiGRU as the encoder for the Seq2Seq model fully utilized
CNN to extract coupling information between multivariate time series and further
exploited deep temporal features through BiGRU. This improvement enhances the
model’s encoding capabilities, making it more sensitive to changes in key features.

3. The Seq2Seq model proposed in this paper demonstrates significant advantages in
multi-step predictions, particularly as the time step increases. Owing to its unique
compression–encoding–decoding mechanism, the model delves deeply into uncover-
ing the changing characteristics of wind power. Additionally, the decoder adopts an
output feedback mode to predict continuous power sequences, reducing the impact
of error accumulation.

4. Compared with other benchmark models, the proposed hybrid prediction approach
performs best in advance predictions at various lead times, with optimal values
achieved for RMSE, MAE, and MAPE metrics. This indicates that the proposed
method significantly enhances prediction accuracy and robustness, demonstrating a
certain level of applicability.
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Lastly, there is still room for improvement in this approach. Because the setting of
model hyperparameters is crucial for predictive performance, future research could involve
optimizing model hyperparameters through the integration of heuristic algorithms to
enhance predictive capabilities. Additionally, building upon the foundation of this study,
sensitivity analysis, validation, and benchmark testing will be necessary to verify the
generalization performance of the proposed model. This will further explore its broader
applications in the wind power domain.
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