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Abstract: In the past, the optimization of engineering specifications primarily included the influence
of quality loss terms on product quality; however, in actual production practice, compensation
quantity inevitably affects the optimization quality of engineering specifications. In this paper, the
quadratic exponential quality loss and gain function was first supplemented, and the quadratic
exponential quality loss and gain function was constructed under the larger-the-better characteristic
and the smaller-the-better characteristic; in order to accurately represent the change in compensation
amount in the process of quality control, the optimization method of engineering specification under
the calculation of quality loss and compensation was given in combination with the hyperbolic
tangent function. Finally, with the support of the dam construction quality acceptance assessment,
the engineering specification optimization model was tested. The optimal coefficient was obtained as
0.162, and the specification range was reduced from 0.744 to 0.648, achieving the optimization goal.

Keywords: quality gain–loss function; quadratic exponential function; engineering specifications;
dam concrete construction

1. Introduction

Dam concrete belongs to large-volume concrete, and its internal structure is relatively
complex. Dam concrete bears a large load and thus causes construction quality problems,
such as low concrete strength grade, bubbles, and pits. Most of the current research on
concrete quality control focuses on the construction process, concrete surface inspection,
and quality acceptance assessment, but there is relatively little research on construction
quality control technology. This paper constructed a specification optimization model
based on the concept of quality gain–loss function, and the model was analyzed from the
perspective of quality loss prediction in the production process, which could provide a
theoretical basis for concrete quality control.

The loss function is widely used in engineering, Xi Chen et al. [1] proposed a kernel
MSE loss function and used a deep learning approach to validate its accuracy, which is
believed to quantify the prediction error of nonlinear data in a nonlinear space. Sirote
Khunkitti [2] presents a method to solve MOOPF problems based on SMA by consider-
ing fuel cost, emission, and transmission line loss as part of the objective functions to be
minimized. Divish Rangasammy et al. [3] used a deep feedforward neural network, a
one-dimensional convolutional neural network, a bidirectional gated recurrent unit, and
bidirectional long short-term memory to evaluate two loss functions for NASA’s commer-
cial modular aviation propulsion system simulation data and Scania truck pressure system
fault data and believed that the dynamic weighted loss function could significantly improve
the remaining service life prediction and fault detection rate. This paper is developed on the
basis of the Taguchi quality loss function. Taguchi’s quality concept provides a theoretical
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basis for product quality control. The quadratic loss function proposed by Taguchi is widely
used in quality loss prediction. After decades of development, the initial success of the
function has been achieved in decision-making, quality engineering, tolerance design, etc.
Dr. Taguchi believed that product quality referred to the loss brought to society after a
product went on the market. As long as the product deviated from the target value, losses
would be caused [4]. Considering the limitations of the Taguchi quality loss function in
practical applications, Spring et al. [5] believed that the quality loss was limited as the
quality characteristic value changed. No matter how much the quality characteristic value
deviated from the target value, the amount of quality loss would never exceed the max-
imum value. Therefore, the inverted normal quality loss function model was proposed
to solve the limit problem of the traditional quality loss function. Xue [6,7] economi-
cally designed ARMA and VSIEWMA control charts based on the quality loss function.
Li et al. [8] improved the quality loss function to make it dimensionless in order to obtain a
comparable quality loss measure when predicting the loss quality. In combination with
orthogonal experiments, a random grey target model was designed for product parameters
with multi-quality characteristics so as to solve the problem of product parameter selection
with multi-quality characteristics. Mao et al. [9] improved the Taguchi quality loss function
according to the different growth rates on both sides of the target value of the quality loss
function, and the general estimation formula of the hidden quality cost within the tolerance
range was obtained with the sampling error taken into consideration. The numerical model
of inherent reliability was also established. Li et al. [10] discussed and analyzed the quality
loss coefficient by raising the Taylor expansion term to the third order, and a cubic quality
loss function was established as a way to calculate the implicit quality cost. Liu et al. [11]
established a cubic wear mathematical model by studying the wear law and introduced
the model into the quality loss function to establish a new service quality loss model for
product service life prediction. However, in actual production, there are not only quality
losses but also gain effects brought by quality compensation. In response to the quality
compensation effect in actual production, Wang et al. [12] used Taylor expansion to define
the constant term in the expansion as the compensation meaning and proposed the concept
of quality gain–loss function.

Kapur et al. [13–15] proposed an optimization model for determining the bounds of
engineering specifications after studying inspection costs, scrap/rework costs, and changes,
and the engineering specifications developed through this model could minimize the
total social losses. A large number of scholars subsequently improved their specification
optimization models. On the basis of research by Kapur et al., Chen [16] assumed that the
quality characteristics obeyed the exponential distribution and carried out the specification
optimization design on the basis of Taguchi’s quality loss function. Wang et al. [17]
summarized the parallel, decentralized, and convergence models in the analysis of multi-
process capability, and the transfer model between sub-processes in the decentralized
model and the fluctuation transfer model of production in each process was established. By
calculating the utility ratio, the optimal improvement method was determined, providing a
basis for the optimization model of process capability with economic applicability. Zhao
et al. [18] used the concept of fuzzy matter elements to identify similar processes and
adopted an improved multivariate process capability index to analyze the process capability
of traditional data. Mohammad. A [19] overcame the fuzzy definition of process loss
starting from the fuzzy attribute of information in combination with the Taguchi quality
loss function; Gholamreza H [20] expanded the concept of intuitionistic fuzzy information
process capability. Wang Bo et al. [21,22] proposed the concept of grey quality gain–loss
function and analyzed two existing situations of compensation amount, and the grey
quality gain–loss function was constructed under three characteristics, i.e., larger-the-better,
smaller-the-better, and nominal-the-best. Six times the standard deviation was used to
represent the process capability; the existing process capability indices were compared
and analyzed, and a classification standard and disposal situation table was constructed.
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The grey quality gain–loss function was also used to calculate the optimal engineering
specifications under loss and compensation, respectively.

In the second part of this paper, the expression form of the quality gain–loss function
under three quality characteristics was introduced. Since the compensation amount of the
mass loss function has two forms, constant compensation and functional compensation, the
quadratic exponential gain–loss function model under the three quality characteristics was
constructed in the third part of this paper with constant compensation as an example. In
the fourth part of this paper, hyperbolic tangent compensation was used as the equational
representation of functional compensation for the quadratic exponential quality gain–loss
function model design, and the optimized design of engineering specifications and example
verification were carried out in the latter two parts.

2. Quality Gain–Loss Function
2.1. Quality Gain–Loss Function with the Nominal-the-Best Characteristic

Genichi Taguchi believed that quality was the loss to society after a product is launched,
and with the help of the Taylor expansion, he constructed the following quality loss function:

L(y) = k(y−m)2 (1)

Here y represents the quality characteristic value, m represents the target value,
k represents the quality loss factor, and L represents the quality loss.

However, in specific engineering construction, there are not only quality losses but
also mutual compensation between two processes, i.e., the immediately preceding process
and the immediately following process. Mutual compensation happens between parallel
processes in engineering construction, and there is also quality compensation in the process
of coupling with adaptation. Firstly, when the quality characteristic value deviates from the
target value or the target interval, a quality loss term will be generated. On this basis, Wang
Bo took quality compensation into account and constructed a quality gain–loss function
as follows:

G(y) = g(y) + k(y−m)2 (2)

Here G(y) represents the quality gain–loss function with quality characteristic y, k rep-
resents the quality gain–loss factor, and g(y) represents the quality compensation function
with quality characteristic y.

When the compensation amount is constant, the image of the quality gain–loss function
with the desired nominal-the-best characteristic is shown in Figure 1.
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2.2. Quality Gain–Loss Function with the Larger-the-Better Characteristic

Dr. Taguchi’s quality loss function with the larger-the-better characteristic is the
Taylor expansion of L(Y) at Y = ∞. Based on this, Wang [23] assumed that the quality
compensation was constant, and the quality gain–loss was minimal when the quality
characteristic reached infinity. The quality gain–loss function with the larger-the-better
characteristic is constructed as follows:

Gl(y) = σ + k
1
y2 (3)

where Gl(y) denotes the quality gain–loss function with the larger-the-better characteristic
y and σ denotes the amount of quality compensation when the quality characteristic
reached infinity.

When the compensation amount is constant, the image of the quality gain–loss function
with the desired larger-the-better characteristic is shown in Figure 2.
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2.3. Quality Gain–Loss Function with the Smaller-the-Better Characteristic

The quality gain–loss function with the smaller-the-better characteristic was derived
from the Taylor expansion at y = 0. Based on this, Wang [23] assumed that the quality
compensation was constant, and the quality gain–loss was minimal when the quality char-
acteristic reached 0. The quality gain–loss function with the smaller-the-better characteristic
is constructed as follows:

Gs(y) = σ + ky2 (4)

where Gl(y) denotes the quality gain–loss function with the smaller-the-better characteristic
y, k represents the quality gain–loss factor, and σ denotes the amount of quality compensa-
tion when the quality characteristics reach 0.

When the compensation amount is constant, the image of the quality gain–loss function
with the desired smaller-the-better characteristic is shown in Figure 3.
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3. Quadratic Exponential Quality Gain–Loss Function

In previous studies of asymmetric quality gain–loss functions, the magnitude of the
change rate of quality loss on both sides of the target value was not considered; however,
this paper argued that in specific engineering construction, the change rate of quality
gain–loss on both sides of the target value of the quality gain–loss function might exist in
opposite cases. Taking the temperature control system in the process of concrete placement
in dams as an example, if the concrete outlet temperature was lower than the target value,
the growth rate of quality gain–loss increased; if the concrete outlet temperature was higher
than the target value, the growth rate of quality gain and loss would decrease and tend to
be flat until the outlet temperature reached the upper limit of specifications in which case it
would be reworked/scrapped. Based on this, the quadratic exponential quality gain–loss
function is constructed in this paper.

3.1. Quadratic Exponential Quality Gain–Loss Function with the Nominal-the-Best Characteristic

In this paper, considering the growth rate on both sides of the target value, the
quadratic exponential quality gain–loss function with nominal-the-best characteristics
was constructed.

G(y) =





g(y) + A1, y < Tl
g(y) + k1(y−m)2, Tl < y < m
g(y) + k2(1− e−y+m), m < y < Tu
g(y) + A2, y > Tu

(5)

where g(y) denotes the quality compensation amount, m denotes the target characteristic
value, Tl and Tu denote the lower functional limit and upper functional limit of the product,
respectively, A1 and A2 denote the quality loss value when the lower functional limit and
upper functional limit are reached, respectively, and the quality gain–loss coefficients k1
and k2 are obtained as follows:

k1 = A1
(Tl−m)2

k2 = A2
(1−e−y+m)

(6)

Assuming a constant quality compensation of σ, a schematic diagram of the quadratic
exponential quality gain–loss function with the nominal-the-best characteristic is con-
structed as shown in Figure 4.
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The growth rates on both sides of the target values for quality gain–loss characteristics
are as follows:





a1 =

∣∣∣∣∣
d
[
w+k1(y−m)2

]

dy

∣∣∣∣∣ = |2k1(y−m)|, Tl < y < m

a2 =

∣∣∣∣
d[w+k2(1−e−y+m)]

dy

∣∣∣∣ = |k2e−y+m|, m < y < Tu

(7)

When the product quality characteristic value is within the range of TI–Tu, the product
quality will meet the requirements; when the quality characteristic value is smaller than TI
or larger than Tu, the product quality will not meet the requirements. Moreover, when the
product is located in the qualified range, its quality loss growth rate will be different. When
the quality characteristic value is smaller than the target value, the growth rate will become
higher; when the quality characteristic value is larger than the target value, the growth rate
will decrease and finally tend to level off.

3.2. Quadratic Exponential Quality Gain–Loss Function with the Larger-the-Better Characteristic

For the quadratic exponential quality gain–loss function with the larger-the-better
characteristic, when the quality characteristic value is infinite, the quality gain–loss value
will be the smallest; when the quality characteristic value is smaller than the lower limit of
the specification, the project quality will be unqualified, and scrapping will be carried out.
At this time, the quality gain–loss is a specified value, and based on this, the quadratic ex-
ponential quality gain–loss function with the larger-the-better characteristics is constructed
as follows:

Gl(y) =

{
g(y) + k 1

y2 y > Tl

g(y) + A 0 ≤ y ≤ Tl
(8)

where Gl(y) denotes the quadratic exponential quality gain–loss function with the larger-
the-better characteristic, g(y) denotes the quality compensation function, Tl denotes the
lower specification limit, and A denotes the fixed quality loss when the lower specification
limit is not reached.

Assuming a constant quality compensation of σ, a schematic diagram of the quadratic
exponential quality gain–loss function with the larger-the-better characteristic is constructed
as shown in Figure 5.



Processes 2023, 11, 2225 7 of 17

Processes 2023, 11, x FOR PEER REVIEW 7 of 19 
 

 

when the product is located in the qualified range, its quality loss growth rate will be 
different. When the quality characteristic value is smaller than the target value, the growth 
rate will become higher; when the quality characteristic value is larger than the target 
value, the growth rate will decrease and finally tend to level off. 

3.2. Quadratic Exponential Quality Gain–Loss Function with the Larger-the-Better 
Characteristic 

For the quadratic exponential quality gain–loss function with the larger-the-better 
characteristic, when the quality characteristic value is infinite, the quality gain–loss value 
will be the smallest; when the quality characteristic value is smaller than the lower limit 
of the specification, the project quality will be unqualified, and scrapping will be carried 
out. At this time, the quality gain–loss is a specified value, and based on this, the quadratic 
exponential quality gain–loss function with the larger-the-better characteristics is con-
structed as follows: 

2

1 ( )     
( )

( )        0

 + >= 
 + ≤ ≤

l
l

l

g y k y T
yG y

g y A y T
 (8)

where Gl(y) denotes the quadratic exponential quality gain–loss function with the larger-
the-better characteristic, g(y) denotes the quality compensation function, Tl denotes the 
lower specification limit, and A denotes the fixed quality loss when the lower specification 
limit is not reached. 

Assuming a constant quality compensation of σ, a schematic diagram of the quadratic 
exponential quality gain–loss function with the larger-the-better characteristic is con-
structed as shown in Figure 5. 

G（y）

0
☌ y

Tl

A

 
Figure 5. Schematic diagram of quadratic exponential quality gain–loss function with the larger-
the-better characteristic ( σ  denotes constant quality compensation). 

3.3. Quadratic Exponential Quality Gain–Loss Function with the Smaller-the-Better 
Characteristic 

For the quadratic exponential quality gain–loss function with the smaller-the-better 
characteristic, when the quality characteristic value is 0, the quality gain–loss value will 
be the smallest, and considering the quality characteristic value above the upper limit of 
the specification, the project quality will be unqualified and scrapping will be carried out. 

Figure 5. Schematic diagram of quadratic exponential quality gain–loss function with the larger-the-
better characteristic (σ denotes constant quality compensation).

3.3. Quadratic Exponential Quality Gain–Loss Function with the Smaller-the-Better Characteristic

For the quadratic exponential quality gain–loss function with the smaller-the-better
characteristic, when the quality characteristic value is 0, the quality gain–loss value will be
the smallest, and considering the quality characteristic value above the upper limit of the
specification, the project quality will be unqualified and scrapping will be carried out. At
this time, the quality gain–loss is a specified value, and based on this, the quadratic expo-
nential quality gain–loss function with the smaller-the-better characteristic is constructed
as follows:

GS(y) =

{
g(y) + k[1− exp(−y + m)] 0 ≤ y < Tu

g(y) + A y ≥ Tu
(9)

where Gl(y) denotes the quadratic exponential quality gain–loss function with the larger-
the-better characteristic, g(y) denotes the quality compensation function, Tu denotes the
upper specification limit, and A denotes the fixed quality loss when the upper specification
limit is exceeded.

Assuming a constant quality compensation of σ, a schematic diagram of the quadratic
exponential quality gain–loss function with the smaller-the-better characteristic is con-
structed as shown in Figure 6.
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4. Quadratic Exponential Quality Gain–Loss Function Based on Hyperbolic
Tangent Compensation
4.1. Hyperbolic Tangent Quality Compensation Function

In this paper, forms of mass compensation quantity were taken into account, and one
of the forms was a constant compensation quantity, namely g(y) = σ (σ is a constant), in
which the functional representation of the compensation quantity was not considered.

In order to accurately represent the change of compensation quantity in the quality
control process, Wang Bo considered the finiteness of the compensation function and
constructed the hyperbolic tangent compensation function according to the nature of the
hyperbolic tangent function form as follows:

th(x) =
exp(x)− exp(−x)
exp(x) + exp(−x)

= 1− 2
exp(2x) + 1

(10)

gs(y) =





α
{

1− 2
exp[2(y−m)]+1

}
+ β y ≥ m

−α
{

1− 2
exp[2(y−m)]+1

}
+ β y < m

α > 0 (11)

where α denotes the compensation coefficient, β denotes the maximum compensation for
the quality characteristic value y (positive compensation for β < 0 and negative compensa-
tion for β > 0), and m denotes the quality characteristic target value.

From Equation (11), it can be seen that the hyperbolic tangent compensation function
obtains the maximum compensation β at the target value m. When the value of the quality
characteristic tends to be 0 or infinity, the minimum compensation is α + β. The image of
the hyperbolic tangent quality compensation function is shown in Figure 7.
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The quadratic exponential quality gain–loss function with the nominal-the-best char-
acteristic based on hyperbolic tangent compensation is:

G(y) =





A1 − α
{

1− 2
exp[2(y−m)]+1

}
+ β, y < Tl

k1(y−m)2 − α
{

1− 2
exp[2(y−m)]+1

}
+ β, Tl < y < m

k2(1− e−y+m) + α
{

1− 2
exp[2(y−m)]+1

}
+ β, m < y < Tu

A2 + α
{

1− 2
exp[2(y−m)]+1

}
+ β, y > Tu

(12)
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We constructed the schematic diagram of the quadratic exponential quality gain–loss
function with the nominal-the-best characteristic under hyperbolic tangent compensation
and it is shown in Figure 8.
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4.3. Quadratic Exponential Quality Gain–Loss Function with the Larger-the-Better Characteristic
Based on Hyperbolic Tangent Compensation

If the compensation amount is the quality characteristic function, based on the re-
search on hyperbolic tangent compensation in Section 3.1, the quadratic exponential qual-
ity gain–loss function with the larger-the-better characteristic is constructed and shown
in Equation (13):

Gl(y) =





α
{

1− 2
exp(2y)+1

}
+ β + k 1

y2 y > Tu

α
{

1− 2
exp(2y)+1

}
+ β + A 0 ≤ y ≤ Tu

α > 0 (13)

When the compensation amount is hyperbolic tangent compensation, the schematic
diagram of the quadratic exponential quality gain–loss function with the larger-the-better
characteristic is shown in Figure 9.
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4.4. Quadratic Exponential Quality Gain–Loss Function with the Smaller-the-Better Characteristic
Based on Hyperbolic Tangent Compensation

If the compensation amount is the quality characteristic function, based on the research
on hyperbolic tangent compensation in Section 3.1, the quadratic exponential quality
gain–loss function with the larger-the-better characteristic is constructed and shown in
Equation (14):

Gs(y) =





α
{

1− 2
exp(2y)+1

}
+ β + k[1− exp(−y)] 0 ≤ y < Tu

α
{

1− 2
exp(2y)+1

}
+ β + A y ≥ Tu

α > 0 (14)

We constructed the schematic diagram of the quadratic exponential quality gain–loss
function with the smaller-the-better characteristic under hyperbolic tangent compensation
and it is shown in Figure 10.
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5. Engineering Specification Optimization

The reduction in standard deviation by improving the production equipment or
production process usually requires a large cost investment. Considering the economic
index of specification optimization, this paper adopted the standard limit value of the
working procedure to optimize engineering specifications.

In the past, the development of engineering specifications primarily gave consideration
to the impact of quality loss on the development of optimal specifications, but there was a
lack of analysis of the quality compensation amount. For the quadratic exponential quality
gain–loss function, the presence of the compensation amount inevitably has an impact on
the development of the project specifications, which in turn affects the judgment of product
quality and the assessment of expected benefits. In this chapter, an engineering specification
optimization model was primarily constructed based on the quadratic exponential quality
gain–loss function. In order to represent the process of establishing the optimal engineering
specification more accurately, the quality loss and compensation parts were analyzed in
sequence. Finally, the analysis results were summarized and derived.

5.1. Engineering Specification Optimization under Quadratic Exponential Quality Loss

In the current literature on the development of engineering specifications, a normal
distribution is considered an overall range; however, after the full inspection of a product,
the value of the quality characteristics for the inspected product, i.e., the product shipped to
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the customer, is taken in the range (LSL, USL) where USL is the upper limit of the specifica-
tion that meets product quality requirements and LSL is the lower limit of the specification
that meets product quality requirements. Therefore, in this section, it was assumed that the
quality characteristic obeyed a truncated normal distribution, and the process average was
equal to the target value, i.e., (LSL, USL) = (µ− ησ, µ + ησ). Combining the loss parts of
the quadratic exponential quality gain–loss function for the development of engineering
specifications under loss, Kapu et al. proposed an online quality management inspection
method to reduce short-term losses to users. The core aim of this method was to divide the
quality losses of a product into losses to users, scrap or rework costs, and inspection costs,
which can be expressed by the following Equation:

T = L(y) + (1− p)SC + IC (15)

Here T denotes the average expected loss per unit of product, L(y) denotes the loss
to the user, SC denotes the scrap or rework cost, and IC denotes the inspection cost.
p = F(USL)− F(LSL) = Φ(η)−Φ(−η).

When a product quality characteristic y obeys a normal distribution Y ∼ N
(
µ, σ2),

F(y) and f (y) are its distribution function and probability density function, respectively.
The probability density function is:

f (y) =
1√
2πσ

exp[− (y− y0)
2

2σ2 ], −∞ ≤ y ≤ ∞ (16)

where µ is the process mean and σ2 is the variance, −∞ ≤ µ ≤ ∞, σ2 ≥ 0.
Consider that y is either smaller than the lower specification limit LSL or larger than

the upper specification limit USL, i.e., y is a random variable placed on the
interval [LSL, USL], and then the distribution function of this quality characteristic y is:

FT(y) = P(Y ≤ y|LSL ≤ y ≤ USL) =
P(LSL ≤ Y ≤ y)

P(LSL ≤ Y ≤ USL)
=

F(y)− F(LSL)
F(USL)− F(LSL)

(17)

The probability density is:

fT(y) =
f (y)

F(USL)− F(LSL)
(18)

Here LSL = µ − ησ, USL = µ + ησ, F(x) = Φ
(

x−µ
σ

)
,

and F(USL)− F(LSL) = Φ(η)−Φ(−η) = p. Therefore, the loss to the customer caused
by the product quality characteristics falling within the specification limits is:

L1 =
∫ m

µ−ησ k1(y−m)2 fT(y)dy +
∫ µ+ησ

m k2{1− exp(−y + m)} fT(y)dy

= k1
p

{∫ m
µ−ησ (y−m)2 f (y)dy

}
+ k2

p

{∫ µ+ησ
m {1− exp(−y + m)} f (y)dy

}

= k1
p

{∫ m
µ−ησ y2 f (y)dy− 2m

∫ m
µ−ησ y f (y)dy+m2

∫ m
µ−ησ f (y)dy

}

+ k2
p

{∫ µ+ησ
m f (y)dy−

∫ µ+ησ
m exp(−y + m) f (y)dy

}
(19)

When the product quality characteristics Y > USL or Y < LSL, the resulting scrap cost
or rework cost is (1 − P) SC.

Therefore, the overall expected loss is:

L = L1 + (1− p)SC + IC (20)

5.2. Engineering Specification Optimization under Hyperbolic Tangent Compensation

As it is complicated to calculate the expected compensation by the hyperbolic tangent
compensation function of Equation (8), the function with the same variation trend can
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be selected to replace the compensation specification. It is known that the independent
variable x of the hyperbolic tangent function is continuous on (−∞,+∞), and th(x) has a
third derivative at x = 0. According to the Taylor series expansion, we can obtain:

th(x) = th(0) +
th′(0)

1!
+

th′′(0)
2!

x2 +
th′′′(0)

3!
x3 + o(x3) (21)

Because th(0) = 0, th′(0) = 1, th′′(0) = 1, and th′′′(0) = −2, th(x) can be estimated by
th*(x):

th ∗(x) = x− 1
3

x3 (22)

There is an estimation deviation between th*(x) and th(x), and the deviation is larger
as x deviates further from 0. For accurate estimation, th*(x) is revised now:

th ∗∗(x) =





−1 x < −ε

x− x3

3 −ε ≤ x ≤ ε

1 x > ε

(23)

Then the hyperbolic tangent quality compensation function can be estimated as:

g∗s (y) =





−α
[
(y−m)− (y−m)3/3

]
+ β m− ε ≤ y ≤ m

α
[
(y−m)− (y−m)3/3

]
+ β m < y ≤ m + ε

α + β y < m− εory > m + ε

(24)

Therefore, the expected quality compensation can be expressed as follows:

G = 1
p
∫ m

µ−ησ

{
−α
[
(y−m)− (y−m)3/3

]
+ β

}
f (y)dy

+ 1
p
∫ µ+ησ

m

{
α
[
(y−m)− (y−m)3/3

]
+ β

}
f (y)dy

= 1
p





−α

{ ∫ m
µ−ησ y f (y)dy−m

∫ m
µ−ησ f (y)dy− 1

3
∫ m

µ−ησ y3 f (y)dy

+m
∫ m

µ−ησ y2 f (y)dy−m2∫ m
µ−ησ y f (y)dy + (m3

3 + β)
∫ m

µ−ησ f (y)dy

}

+α

{ ∫ µ+ησ
m y f (y)dy−m

∫ µ+ησ
m f (y)dy− 1

3
∫ µ+ησ

m y3 f (y)dy
+m
∫ µ+ησ

m y2 f (y)dy−m2∫ µ+ησ
m y f (y)dy + (m3

3 + β)
∫ µ+ησ

m f (y)dy

}





(25)

Here, F(a) = Φ
(

a−µ
σ

)
;

∫ b

a
f (y)dy = Φ

(
b− µ

σ

)
−Φ

(
a− µ

σ

)

∫ b

a
y f (y)dy = µ

[
Φ
(

b− µ

σ

)
−Φ

(
a− µ

σ

)]
+ σ

[
φ

(
a− µ

σ

)
− φ

(
b− µ

σ

)]

∫ b
a y2 f (y)dy =

(
σ2 + µ2)[Φ

(
b−µ

σ

)
−Φ

(
a−µ

σ

)]

+[σ(a + µ) + 2µ]φ
(

a−µ
σ

)
− [σ(b + µ) + 2µ]φ

(
b−µ

σ

)

∫ b
a y3 f (y)dy =

(
µ3+3µσ2)[Φ

(
b−µ

σ

)
−Φ

(
a−µ

σ

)]

+
{

σ2
[
(a− µ)2 + 2σ2

]
+ 3µσ2(a− µ) + 3µ2σ2

}
φ
(

a−µ
σ

)
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σ
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(
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∫ b

a
y f (y)dy = µ

[
Φ
(

b− µ

σ

)
−Φ

(
a− µ

σ

)]
+ σ

[
φ

(
a− µ

σ

)
− φ

(
b− µ

σ

)]

∫ b
a y2 f (y)dy =

(
σ2 + µ2)[Φ

(
b−µ

σ

)
−Φ

(
a−µ

σ

)]

+[σ(a + µ) + 2µ]φ
(

a−µ
σ

)
− [σ(b + µ) + 2µ]φ

(
b−µ

σ

)

∫ b
a y3 f (y)dy =

(
µ3+3µσ2)[Φ

(
b−µ

σ

)
−Φ

(
a−µ

σ

)]

+
{

σ2
[
(a− µ)2 + 2σ2

]
+ 3µσ2(a− µ) + 3µ2σ2

}
φ
(

a−µ
σ

)

–
{

σ2
[
(b− µ)2 + 2σ2

]
+ 3µσ2(b− µ) + 3µ2σ2

}
φ
(

b−µ
σ

){
σ2
[
(b− µ)2 + 2σ2

]
+ 3µσ2(b− µ) + 3µ2σ2

}
φ
(

b−µ
σ

)
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∫ µ+ησ
m exp(−y) f (y)dy =

∫ µ+ησ
m exp(−y) 1√

2Πσ
exp

{
−(y−m)2/2σ2

}
dy

= 1√
2Πσ

∫ µ+ησ
m exp

{
1
−2σ2 (y2 − 2my + m2 + 2σ2

}
dy

= 1√
2Πσ

∫ µ+ησ
m exp

{
1
−2σ2

[
y2 − 2(m− σ2)y + m2]}dy

= 1√
2Πσ

∫ µ+ησ
m exp

{
1
−2σ2

[
y2 − (m− σ2)

]2} exp
{

1
−2σ2

[
m2 − (m− σ2)

]2}dy

= 1√
2Πσ

∫ µ+ησ
m exp

{
1
−2σ2

[
y2 − (m− σ2)

]2} exp
{

1
−2σ2

[
m2 −m2 + 2σ2m− σ4]}dy

= 1√
2Πσ

exp(σ2 −m)
∫ µ+ησ

m exp
[
− 1

2σ2 (y−m2 + σ2)
2
]
dy

When z = − 1
2σ2 (y−m2 + σ2), the original type is as follows:

exp(σ2 −m)
∫ µ+ησ−m+σ2

σ2
exp(−z2)dz

Here the Φ(x) and φ(x) are the distribution function and probability density of the
standard normal distribution, respectively.

6. Example Calculation

This example was based on the overlapping width specification of joints in the con-
struction quality acceptance of the bedding material laydown process. According to the
construction quality acceptance assessment table of cushion material paving and filling process
compiled by the Department of Water Project Construction Management of the Ministry
of Water Resources of the People’s Republic of China, formulation of the best engineering
specifications was studied in combination with the design specifications and requirements.

Through the construction records, measurement of the overlap width of the joints
for quality inspection was conducted every 10 linear meters to detect a group of two
points per group. When the error of the checkpoint was ±10 cm, the result would meet the
specification and design requirements. Therefore, 10 was taken as the target value of quality
characteristics in this example. According to the design requirements and engineering
practice, the joint overlap width Y is a continuous random variable and follows the normal
distribution. Mean µ = 10, variance σ2 = 22, i.e., Y ∼ N(10, 22). The quality gain–loss
coefficients on both sides of the target value are k1 = 9.5 and k2 = 12.5, respectively, with a
unit scrap cost of 5 and a unit inspection cost of 0.7. The compensation coefficient α = 2,
and the maximum compensation amount β = −15.

Combining Equation (1) with Equation (23), the expected total loss per unit of product
for the traditional quality loss function is as follows:

L1 = 9.5
2Φ(η)−1{4[Φ(0)−Φ(−η)]− 20φ(0) + 20φ(−η)− 4ηφ(−η)}

+ 12.5
2Φ(η)−1{4[Φ(η)−Φ(0)] + 20φ(0)− 20φ(η)− 4ηφ(η)}

+(1− p)× 5 + 0.7

The desired compensation for the mass compensation component is obtained using
Equation (22) as follows:

G =
1

2Φ(η)− 1
{1183.3[Φ(η)−Φ(0)]− 15[Φ(η)−Φ(−η)]}

Assuming that the quality loss is positive, the quality compensation part is negative.
MATLAB is used to solve and analyze the expected quality loss and expected compensation
separately (with a negative compensation amount). In order to obtain an ideal state where
quality compensation and quality loss are exactly equal, we allow the function image of
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the quality loss part to be symmetrical to the horizontal axis, as shown in Figure 11. The
optimal coefficient obtained is 0.186, and the optimal engineering specification range is:

(LSL, USL) = (µ− ησ, µ + ησ) = (9.628, 10.372)
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We substitute the above data into Equation (20) to obtain the expected quality loss
for users:

L1 = 9.5
2Φ(η)−1

{
4[Φ(0)−Φ(−η)]− 2ηφ(−η)− 20√

2π

}

+ 12.5
2Φ(η)−1

{
Φ(η)−Φ(0)− exp(−6)

∫ 4+2η
4 exp(−y2)dy

}

L2 = (1− p)× 5

Therefore, the expected total loss per unit product is:

L = 9.5
2Φ(η)−1

{
4[Φ(0)−Φ(−η)]− 2ηφ(−η)− 20√

2π

}

+ 12.5
2Φ(η)−1

{
Φ(η)−Φ(0)− exp(4)

∫ 4+2η
4 exp(−y2)dy

}

+(1− p)× 5 + 0.7

The expected compensation for the quality compensation part obtained using Equation
(25) is as follows:

G =
1

2Φ(η)− 1
{1183.3[Φ(η)−Φ(0)]− 15[Φ(η)−Φ(−η)]}

Assuming that the quality loss is positive and the quality compensation part is nega-
tive, MATLAB is used to solve and analyze the expected quality loss and expected compen-
sation separately (with a negative compensation amount). In order to obtain an ideal state
where quality compensation and quality loss are exactly equal, we allow the function image
of the quality loss part to be symmetrical to the horizontal axis, as shown in Figure 12. The
optimal coefficient obtained is 0.162, and the optimal engineering specification range is:

(LSL, USL) = (µ− ησ, µ + ησ) = (9.676, 10.324)
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Through comparison, this paper concludes that the calculation of project specifications
based on the quadratic exponential quality gain–loss function is more accurate under the
condition of considering quality compensation at the same time, which facilitates a more
accurate determination of project specifications.

7. Conclusions

In this paper, three types of quality characteristics were introduced: Nominal-the-best
characteristic, larger-the-better characteristic, and smaller-the-better characteristic. The
quadratic exponential quality gain–loss function was complemented by combining the
nature of hyperbolic tangent compensation, the quadratic exponential quality gain–loss
function under the three characteristics was constructed, and the application scenarios of
the quadratic exponential quality gain–loss function were broadened.

Considering the economic indexes in the product production process, this paper
carried out engineering specification optimization design through the quadratic exponential
quality gain–loss function and took the quality acceptance assessment as an example to
calculate the expected total loss of the product and the expected quality compensation under
hyperbolic tangent compensation, respectively. Finally, the optimal quality coefficient in
product specification optimization was calculated by Matlab to be 0.162. Compared with
the traditional quality profit and loss function, the optimal specification boundary was
reduced from 0.744 to 0.648, achieving the effect of specification optimization.

Although the results of the study were analyzed and the above conclusions were
obtained, the article still has the following shortcomings that require further research
to address:

1. The existing research mostly focused on the theory of the quality gain–loss function
under the action of a single quality characteristic, but the quality level of mass concrete
construction is affected by more factors, such as the construction environment (temper-
ature, humidity, altitude, etc.), construction equipment, construction technology, etc.,
which have a greater impact on the level of quality control of dam concrete construc-
tion. How to use the multivariate quality gain–loss function to represent the effect of
quality control under the influence of multiple factors is the focus of future research.

2. This paper assumed that quality characteristics obey a normal distribution, but in
actual production practice, the distribution of quality characteristics is often not unique,
and subsequent research can expand the application of the quality gain–loss function
under a non-normal distribution.



Processes 2023, 11, 2225 16 of 17

3. There are two main sources of the compensation component, one is the quality com-
pensation brought by the coupling effect between processes and the other is the control
of the construction process through specific measures to achieve the compensation.
The source situation of compensation was rarely studied in this paper.
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