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Abstract: Manufacturing systems (MS) have become increasingly complex due to constraints induced
by a changing environment, such as flexibility, availability, competition, and key performance
indicators. This change has led to a need for flexible systems capable of adapting to production
changes while meeting productivity and quality criteria and reducing the risk of failures. This paper
provides a methodology for designing reconfigurable and fault-tolerant control for implementation
in a Programmable Logic Controller (PLC). The main contribution of this methodology is based on
a safe control synthesis founded on timed properties. If a sensor fault is detected, the controller
switches from normal behavior to a degraded one, where timed information replaces the information
lost from the faulty sensor. Switching between normal and degraded behaviors is ensured through
reconfiguration rules. The primary objective of this method is to implement the obtained control
into a PLC. In order to achieve this goal, a method is proposed to translate the controllers of the two
behaving modes and the reconfiguration rules into different Grafcets. This approach relies on the
modular architecture of manufacturing systems to avoid the combinatorial explosion that occurs in
several approaches.

Keywords: fault tolerant control; control reconfiguration; discrete event systems; distributed control;
manufacturing systems

1. Introduction

Over the past decades, Manufacturing Systems (MS) has become complex and vulner-
able due to the constraints induced by an uncertain and changing environment dominated
by strong international competition. The impact of this change in the industrial field is
reflected in the need for Flexible Systems (FS) capable of adapting to changes in production
to meet productivity and quality criteria while reducing the risk of failures. To meet this
challenge and to achieve productive and continuous operation of MS, the study of Control
Systems (CS) represents an interesting solution for improving operational performance and
increasing reactivity.

In the field of automatic control, one of the interesting scientific axes is the study
of the control of Discrete Event Systems (DES) [1], which is present in different fields of
application such as transport systems, electrical systems, MS, etc. In the context of MS,
traditional industrial approaches are based on direct implementation of a control program
that must be “refined” to achieve the fulfillment of the MS desired control. This refinement
is achieved through verification and validation (V&V) procedures but does not guarantee
the optimality and validity of the resulting controller. As for the approaches from the
academic world, they consist in formally guaranteeing the result. These formal methods
are based on a mathematical description of the problem to be solved while exploiting tools
allowing automatic resolution [2].

Furthermore, in order to deal with malfunctions that may hinder the good functioning
of MS, it is necessary to develop fault-tolerant or reconfigurable control methods. These
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methods consist in ensuring the continuity of the tasks for which the MS was designed
while guaranteeing operational reliability. The use of reconfigurable control systems (RCS)
is a promising solution that improves system performance and productivity and supports
the reactivity required in CS. An RCS is able to change the characteristics of the control
architecture to accommodate variations in the controlled process while maintaining as
much as possible the stability and performance of the original system [3]. However, due
to a lack of a generic and automatic methodology to model the controlled system, the
reconfiguration process is often considerate from a manual point of view [4].

The approach presented in this paper deals with the framework of the control re-
configuration of MS seen as a class of DES. The reconfiguration methodology adopted in
this paper is based on the Supervisory Control Theory (SCT) synthesis [5] and triggered
following plant faults detection. The faults dealt with in this paper are sensor faults. We
distinguish two types of detection as shown in the following table (Table 1). An unexpected
transition from 0 to 1 (resp. 1 to 0) is set for a sensor value in fault, which occurs unex-
pectedly. A sensor can also be at fault when it is stuck (to 0 or 1), and its value does not
change anymore.

Table 1. Considerate faults.

Sensor Faults

Unexpected passage of a sensor value from 0 to 1 Sensor stuck-off

Unexpected passage of a sensor value from 1 to 0 Sensor stuck-on

The proposed approach is based on the V-cycle shown in Figure 1. Control and
reconfiguration strategy is based on: (i) a requirements analysis coming from the structural
part of the plan but also its functional requirements; (ii) a system design step to express a
high level of representation of the behavior of the system and (iii) an architecture design
for detailed specifications. The reconfigurable and fault-tolerant controller is obtained
from a control synthesis methodology. After implementation, the verification steps of the
methodology are based on unit testing but also on integration testing using a digital twin.
Validation is made on a real system.
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Figure 1. Design cycle of reconfigurable control.

In this paper, we are interested only in the descending branch of the V cycle (blue
part), which presents the control synthesis and reconfiguration strategy. The verification
steps are developed in [6].

This paper is organized as follows. In Section 2, we present the necessary state-of-the-
art to place our approach. Section 3 presents the proposed approach of fault-tolerant and
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reconfigurable control that will be illustrated in Section 4. A discussion of our proposal is
given in Section 5. Finally, in Section 6, a conclusion and indications of our future works
are reported.

2. Background

In this part, we propose to place our contribution concerning the two fields of fault-
tolerant/reconfiguration control and distributed control synthesis.

2.1. Fault Tolerant Control (FTC)

Introduced in the 80′, the Fault-Tolerant Control (FTC) was the aim of several research
projects in the field of MS. The main objective is to cancel the problems related to the
appearance of faults that can lead to undesired or even catastrophic behaviors. Indeed,
this type of problem has often been avoided by relying on hardware redundancy based on
actuators and sensors. This strategy is not only expensive, but it also requires a significant
maintenance device. In this context, and in response to the new challenges posed by
cost and fault tolerance, many methods and techniques based on dynamic models have
been developed and analyzed analytically. These methods of FTC synthesis are generally
classified into two large families: Passive Fault Tolerant Control (PFTC) and Active Fault
Tolerant Control (AFTC). The distinction between these two categories depends on the
method of synthesis, the faults considered, the type of redundancy present (hardware and
software), and the behavior of the system in the degraded case. A PFTC, as presented
in [7], allows the use of a single controller both in faulty and non-faulty behaviors; it is
closely related to robust control. Even if the idea of passive approaches is attractive from
a conceptual point of view, this type of solution can impose unacceptable limitations on
normal closed-loop behavior. On the other hand, an AFTC, as presented in [8–10], requires
a controller that adapts its control law to a fault occurrence. This type of strategy allows to
design of one controller for the non-faulty behavior and a second controller for the faulty
one using a diagnostic block. The main objective is to switch from one controller to the
other one corresponding to the desired operating mode. A comparative study between
active and passive methods of FTC is given in [11,12].

The research works presented so far focus on continuous systems, which are repre-
sented by differential equations. At the same time, our main contribution is proposed for
MS, seen as a class of DES. Unlike continuous systems, a DES is defined as a dynamic
system that can be described in a discrete state space and whose evolution is described by
state transitions triggered by events [1]. Several approaches have been developed for this
class of systems.

For example, in [13], the authors proposed an approach to AFTC based on three ideas.
The first one is the exploitation of a multiple-supervisor architecture to actively counteract
the effect of faults. The second one is the evaluation of the effect of the diagnostics algorithm
on the performance of the architecture. The last one is the definition of a new diagnoser
called diagnosing controller, which realizes in a unique entity the switching architecture.

While in [14], the authors suggested a method to treat FTC that ensures the safety of a
DES. They consider multiple faulty modes. Each faulty mode is modeled by an automaton.
This latter, with the normal mode automaton, describes a DES with faults. Each faulty
mode has some illegal states that must be avoided by control so that the fault can be
tolerated. In their work, they assume that FTC takes actions (disablements) only when
the occurrence of a fault is certain. They also consider cases of both full-event observation
and partial-event observation. They derive then necessary and sufficient conditions for
the existence of FTC. Likewise, they provide formulas and algorithms to calculate control
actions if the necessary and sufficient conditions are satisfied. Both offline control synthesis
(for full event observation) and online control synthesis (for partial event observation)
are investigated.

Another proposition is given in [15], where authors designed a safe supervisory control
loop architecture based on the concept of FTC and robust control. In fact, in normal process
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mode, the system runs without any failure. In this mode, the supervisor must bind the
system behavior into the desired language. Upon the occurrence of the loss of observability
of some observable events, the system gets into a not detected failure process mode. In
this case, the supervisor may allow the system to run out from the desired behavior but
must prevent it from running into some disaster or unrecoverable situations (states). The
proposed architecture is based on modular modeling of the supervisor (detailed in [16]).
Each module is responsible for keeping the system running in the desired behavior in
normal mode. Several modules’ purpose is to prevent the system from running into a
disaster situation after the loss of observability of their corresponding event and before
this loss may be detected. The overall supervisor is obtained as the joint control action of
all of these supervisors. Supervisors act simultaneously as supervisors and diagnosers, as
they report the occurrence of a failure as they observe some event that is not compatible
(feasible) with their own realization.

The problem of AFTC in the framework of DES modeled as automata is discussed
in [17]. Starting from an appropriate model of the system, they recall the notion of safe
diagnosability as a necessary step in order to achieve fault-tolerant supervision of DES.
Then, they introduce two new notions: “safe controllability”, which represents the capa-
bility, after the occurrence of a fault, of steering the system away from forbidden zones,
and “active fault tolerant system”, which is the property of safely continuing operation
after faults. Moreover, they show how it is possible to define a general control architec-
ture to deal with the FTC problem by introducing a special kind of automaton called a
“diagnosing-controller”.

Since most AFTC approaches rely on a centralized architecture, the recognition of
faults can be quite challenging. As a result, there is a growing interest in utilizing a
distributed approach that would provide a clearer perspective on the detection of faults.
This paper proposes a new distributed approach of AFTC based on control reconfiguration,
where a new control law based on SCT is designed to reconfigure the old one corresponding
to the normal behavior in case of sensor fault detection.

2.2. Towards a Distributed Control Synthesis

The SCT (Figure 2) initiated by Ramadge and Wonham (R&W) [5] aims to synthesize
a supervisor (SUPG), which ensures that the behavior of a given system G remains in the
desired behavior defined by a set of specifications K. The plant behavior model of the
uncontrolled system (PG) represents the formal abstraction of the system and indicates the
relationship between the input and the output signals without feedback, usually determined
by the physical properties of the system in the form of a Finite State Machine (FSM). In
order to constrain the free behavior of the system, it is necessary to define specifications
that are also modeled by an FSM.
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The synthesis algorithms automatically generate the most permissive supervisor
allowing to restriction of the behavior of the system while respecting the specifications K.
The system is modeled as an event generator which can belong to the set of controllable
(zi ∈ Σc) or uncontrollable (ei ∈ Σnc) events. The supervisor (SUPG) acts by authorizing
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or inhibiting the controllable events which may be generated by the system in a given
state. However, uncontrollable events are not subject to the influence of the supervisor. A
behavior is then said to be controllable [18] if the occurrence of any possible uncontrollable
event that may be generated by the system at a given time maintains the behavior of the
system within the set of specifications K.

A brief history that summarizes the SCT of DES as it has evolved is given in [19].
Several approaches dealing with reconfiguration and fault-tolerant control have been
proposed in this research axis.

In [20], the authors discuss a procedure based on SCT to reconfigure a controller with a
view to avoiding a complete redesign. The reconfiguration approach holds the behavior that
does not change and eliminates the one that becomes useless, resulting in fault detection
and adding new behavior. Moreover, the SCT guarantees that the requirements are still
respected when a synthesis is accomplished. Thereby, a partial reconfiguration using SCT
keeps respecting the requirements that do not change and ensures that the new ones are
also respected in the new control law.

In [21], a framework of control reconfiguration of DES that carries out fault detection
is presented in order to reconfigure control and ensure that certain desired requirements are
met. In the case of fault detection, the controller is reconfigured. Throughout the post-fault
duration (as well as before the reconfiguration), the controlled system should satisfy the
given post-fault specifications. Finally, the control problem is mathematically developed,
and a condition for reconfigurability is provided.

In [22], the authors study fault-tolerance in the supervisory control context. They
consider a DES where some events could not be possible in case of a fault occurrence. First
of all, they determine necessary and sufficient conditions for the existence of a supervisor
that respects a given set of specifications in the non-faulty behavior as well as the faulty one.
Moreover, they prove that it is possible to identify a supermall fault-tolerant sublanguage
if the existing condition is violated. Finally, they suggest a computation algorithm for this
sublanguage and show it is correct. Another concept of fault hiding control reconfiguration
(FHRC) is to ensure FTC is avoided [23]. The (FHRC) main purpose is to hide a fault from
the nominal controller, whereas the closed-loop reconfigured system has an acceptable
behavior. The essential freedom degrees are established by a reconfiguration block that is
placed between the faulty plant and the nominal controller. The authors intend to ensure
a complete, non-conflicting, and controllable behavior of the self-reconfiguring of the
system’s closed loop. Thus, the nominal controller and the reconfiguration block design are
entirely dissociated. For more details on fault hiding control and reconfiguration, see [3].

The state space explosion is considered one of the major drawbacks of using traditional
SCT. In general, if the studied system is not complex, the centralized control approach
based on SCT is sufficient to synthesize a single supervisor. However, to model a large-
dimensional system made up of several subsystems, this approach cannot overcome the
problem related to the state space explosion. Indeed, the total number of states of the
system model increases with the number of Plant Elements (PE) constituting it [2,24]. The
state space is defined by a dimension “2N” if the number of variables constituting the
system is defined by N. However, for modeling an MS, two events must be associated
with each variable (sensor/actuator). These two events correspond to the rising and falling
edges of each variable. Consequently, the dimension of the state space rises to “22N”, which
leads to a significant combinatorial explosion and also to problems of interpretation of the
models when the systems to be studied are constituted of several elements.

To overcome these problems of state space explosion and modeling complexity, de-
centralized and distributed synthesis approaches have been proposed. These approaches
assume that the behavior of the plant is limited by several local specifications. The approach
thus synthesizes a supervisor to apply each of these specifications separately. Decentral-
ized supervisors [25] operate cooperatively according to conjunctive decision fusion rules
(coordinator) to form an overall decision that describes the same commanded behavior as
that of the centralized or monolithic supervisor.
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In general, decentralized supervisors ignore their overall interactions. The result
can present a conflict that leads to a deadlock. The problem is, therefore, to effectively
coordinate the decentralized supervisors to ensure overall non-blocking behavior, as the
centralized supervisor would have guaranteed. In other words, the decentralized approach
requires global coordination, which may also be impossible to calculate and implement for
large systems.

In order to overcome this difficulty, approaches based on distributed synthesis have
been proposed [26,27]. These supervisors are considered intelligent agents who ensure
communication between them to exchange information on the occurrence of an event which
is essential for control (Figure 3). It is proven that the behavior of the resulting distributed
supervisors is identical to the monolithic or decentralized behavior presented above but
which is determined in the form of less complex models [24].
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Several approaches for FTC and control reconfiguration have been proposed in this
research axis.

In [28], the authors propose a framework for distributed control reconfiguration for
MS. The main idea is to design a distributed MS that integrates heterogeneous technologies
of facilities that are geographically distributed. Due to the heterogeneity of the environment,
the method explores concepts of different techniques and takes the best practices from each
one. Mechanisms for reconfiguration are proposed using holonic and multi-agent systems
techniques. The service-oriented architecture concept is applied to define the interfaces
for communication.

A method to ensure fault-tolerant and distributed control is investigated in [29]. The
authors review the design aspects of the fault-tolerant distributed control system, including
specific strategies for processor and input/output redundancy. Then, they discuss the
results of component and system reliability achieved through the fault-tolerant design as
well as the implications of their results for the user.

While in [30], the authors survey the notion of fault in the supervisory control of
DES, especially the results on fault-tolerant, robust, and reliable supervisory control. The
main purpose is the investigation the functionality of distributed DES in faulty conditions.
The insights help the designers to understand under what faulty conditions a cooperative
supervisory control scheme remains valid and how to synthesize the supervisory control of
DES as fault-tolerant as possible.
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In [22,31], a reconfiguration for DES is proposed based on the identification of different
configurations of the system by changing the supervisory control loop. The authors study
the reconfiguration control design for RMS, which contain multiple components. They
create a modular supervisor for each configuration and system component for the purpose
of realizing each active configuration and switching between configurations.

The reconfiguration approach presented in this paper is based on a distributed architec-
ture for controlling MS. Distributed control will be provided by several controllers. Unlike
the supervisor, the controller further restricts the behavior of the system by integrating not
only what the system must not do (the notion of supervisor) but also what the system must
do (the concept of the controller). Therefore, the models of the resulting controllers are
less complex than those of the supervisors. Each distributed controller is associated with a
subsystem constituting the overall system. In addition to its set of observed events received
directly from the operational part of the subsystem, each controller also uses the observed
events received from other controllers. Distributed control synthesis is characterized by its
flexibility [32–34] and its ease of being modified and configured [35].

3. Results Principle of the Proposed Methodology for the Control Reconfiguration

The reconfiguration process can be triggered by events related to a product or to
production resources. A change in production can be related to the nature of the production,
the quality, or the quantity of the products. In general, these changes may result in the
addition and/or removal of some hardware resources in the current production. In addition,
the change of state of a production resource is characterized by two events which are failures
and repairs. In case of failure appearance, the reconfiguration process should first seek
to replace the failed resource with another. The goal in this context is to use hardware
redundancies to replace the failed element.

A reconfiguration process implementation depends on the trigger event and the time
constraints exerted on the system when the event takes place. Two further situations can
be considered: (i) the initiation of a new production process when the system is in a halted
state and (ii) a system failure occurs during operation [36]. The proposed approach in this
paper is within the second case.

Loads of proposed solutions in industry and research lean on hardware redundancy to
resolve a system component failure, which might be expensive due to the technology and
MS component’s maintenance. Hence, to avoid redundancy, a distributed and reconfigured
control approach based on the timed information of DES (Figure 4) is proposed in this
paper. The idea here is to conceive a reconfigurable control that has the capability in case of
a sensor fault event detection to adapt and exploit the still available services offered by the
plant. Despite the faults that may disturb a normal behavior of a DES, the reconfiguration
process can maintain it by replacing the system’s current state with a target state that
belongs to a degraded behavior. The estimated time of operation of each sensor is described
by timed estimators. These can then be provided to replace the lost information on a faulty
sensor [37].

Ê In order to establish a degraded behavior controller over a reconfiguration request,
The plant normal behavior modeling previously presented in works [38,39] is enlarged to
timed modeling where events are integrated to substitute the faulty elements’ behavior.

Ë The liveliness (what the system must do) and safety (what the system should not
do) specifications are defined by Boolean logical equations that are interpreted afterward
into extended finite state automata to ease the control synthesis stage and to minimize the
resulting model’s combinatorial explosion.

Ì To synthesize a normal and degraded behavior controller, an adaptation of the SCT
is applied to ensure the operation continuity by a redundancy of the control. A distributed
architecture is used in order to avoid the combinatorial explosion associated with the
operation of a centralized architecture.
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Í The resulting Controllers are translated into Grafcet [40] according to interpretation
rules to be understood by operators and implemented in one of the standard languages
of PLC.

Î A reconfiguration set of specifications described by logical equations is introduced
to ensure the swap between normal and degraded behaviors modes. In the main time, this
set of specifications is translated into Grafcet to handle the two controllers’ grafcets.

Processes 2023, 11, x FOR PEER REVIEW 8 of 28 
 

 

 

Figure 4. Formal architecture for reconfigurable and fault-tolerant control synthesis. 

 In order to establish a degraded behavior controller over a reconfiguration request, 

The plant normal behavior modeling previously presented in works [38] and [39] is en-

larged to timed modeling where events are integrated to substitute the faulty elements' 

behavior. 

 The liveliness (what the system must do) and safety (what the system should not 

do) specifications are defined by Boolean logical equations that are interpreted afterward 

into extended finite state automata to ease the control synthesis stage and to minimize the 

resulting model’s combinatorial explosion. 

 To synthesize a normal and degraded behavior controller, an adaptation of the 

SCT is applied to ensure the operation continuity by a redundancy of the control. A dis-

tributed architecture is used in order to avoid the combinatorial explosion associated with 

the operation of a centralized architecture. 

 The resulting Controllers are translated into Grafcet [40] according to interpreta-

tion rules to be understood by operators and implemented in one of the standard lan-

guages of PLC. 

 A reconfiguration set of specifications described by logical equations is introduced 

to ensure the swap between normal and degraded behaviors modes. In the main time, this 

set of specifications is translated into Grafcet to handle the two controllers' grafcets. 

3.1. Plant Modeling 

The modeling of MS is based on its structural description. The model to be designed 

is more or less detailed and depends on the modeling tool and the purpose for which the 

system is being studied. Given that we are studying the reconfiguration of the control 

following the detection of the sensor, it is necessary to model all the elementary events 

associated with the elements making up the system. In this section, we present the recom-

mended approach to model the two normal and degraded behaviors of the plant, as well 

as the modeling tool used. 

The plant's normal behavior modeling is based on the use of an FSM receiving events 

from the control part (CP) and acting on its system input events so as to express the reac-

tions of its plant. In addition, models should take into account the technology of the hard-

ware used, as well as the system environment. These models can be obtained from the 

relationships between the inputs and outputs of the control system. 

In this paper, the interpretation of Balemi [41] is used. The set of controllable events 

Σc represents all the outputs of the control part (the orders to be sent to the actuators), 

with “↑z” for the activation of the control orders and “↓z” for their deactivation. The set 

of non-controllable events Σnc represents all the inputs of the control part (the logic values 

Figure 4. Formal architecture for reconfigurable and fault-tolerant control synthesis.

3.1. Plant Modeling

The modeling of MS is based on its structural description. The model to be designed
is more or less detailed and depends on the modeling tool and the purpose for which the
system is being studied. Given that we are studying the reconfiguration of the control
following the detection of the sensor, it is necessary to model all the elementary events
associated with the elements making up the system. In this section, we present the recom-
mended approach to model the two normal and degraded behaviors of the plant, as well
as the modeling tool used.

The plant’s normal behavior modeling is based on the use of an FSM receiving events
from the control part (CP) and acting on its system input events so as to express the
reactions of its plant. In addition, models should take into account the technology of the
hardware used, as well as the system environment. These models can be obtained from the
relationships between the inputs and outputs of the control system.

In this paper, the interpretation of Balemi [41] is used. The set of controllable events
Σc represents all the outputs of the control part (the orders to be sent to the actuators),
with “↑z” for the activation of the control orders and “↓z” for their deactivation. The set of
non-controllable events Σnc represents all the inputs of the control part (the logic values of
the sensors), with “↑e” for reading “1” and “↓e” for reading “0”. We then have Σc = ↑zi ∪
↓zi et Σnc = ↑ei ∪ ↓ei.

The plant normal behavior model is based on the modeling proposed in [38]. The
main idea is to separate the plant into several plant elements (PE) and then define the
model of the detectors and the model of the actuators. The Detectors Model (Detectors_N)
describes the normal behavior of all the sensors constituting each PE of the system, and
the Actuator Model (Actuators_N) describes the normal behavior of each actuator with its
sensors. The PE model is then obtained by synchronizing these two models. The models of
each PE are not synchronized to achieve a distributed reconfiguration of the control.

Formally, the PE normal behavior model (PEN) is defined by the automaton AN = {QN,
ΣN, δN, qN

0 , QN
m} with:

QN: is the finite set of states of AN

ΣN: is the set of events of AN such that ΣN = ΣNT, with ΣNT are the set of untimed events
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δN: is the transition function. A transition is defined by: δN (qN
i , σ) = qN

j , σ is an event

of ΣN

qN
0 : is the initial state of the AN automaton, such that qN

0 ∈ QN

QN
m: is the set of states marked in AN such that QN

m ⊆ QN

The set of normal PE behaviors is defined by the GN set, such as:

GN =
n⋃

i=1
AN
(i) where n is the number of PE constituting the studied MS.

Several extensions of DES have been proposed to provide broader functionality and
richer specifications. One of the oldest is based on temporal logic [42]. An MS is subject
to time constraints such as, for example, the start time of the task or the duration of the
tasks. This information can be used to calculate more permissive control laws. Taking time
into account introduces a new dimension in DES modeling and facilitates the control of
a considerable number of applications, but it can also generate significant complexity in
terms of states.

Based on earlier work [43] on temporal logic, a timed version of DES called “timed
discrete event systems (TDES)” was introduced [42]. The authors extend the theory of
R&W by introducing the notion of forced events and time constraints. The passage of time
is modeled by the occurrence of a particular event denoted by a tick. This approach offers
good solutions for controlling TDES. However, the discrete nature of time generates an
exponential explosion in the number of states.

In order to solve this problem and unlike the approaches based on models where time
is discrete, some authors propose approaches based on dense time models [44] because it
is more natural for physical processes operating in continuous time. In this model, timed
events are real numbers that increase monotonously without limit. Dense time processing
in a framework of FSM is difficult because it is not easy to transform a time-dense trace
set in an ordinary formal language. It is for this reason that the theory of formal timed
languages and timed automata were developed.

However, we can wonder about the relevance of the use of these formal and mathemat-
ical tools. The semantics of timed automata models are very precise and require immediate
transitions and infinitely precise clocks. Consequently, no execution platform allows such a
precise implementation of such an automaton [45].

In addition, even if several tools have been developed for timed model-checking, there
is nothing to ensure that the properties verified on the theoretical models are preserved dur-
ing implementation. We are talking about “implementability” and property preservation
problems after the implementation of timed automata models.

For all these reasons, our choice was oriented towards FSM while integrating the
notion of time.

As part of our work, to set up the control reconfiguration, we need to introduce the
notion of faulty events and, in fact, the occurrence of timed events in order to compensate
for the faulty element and avoid the use of hardware redundancies. For this, we propose a
time integration method based on FSM as a modeling tool while avoiding the complexity
of models recurring in [42]. The timed model is an extension of the automaton of normal
behavior AN. Indeed, the set of events previously presented consisting of non-timed events
becomes a set of events made up of two types of events: non-timed and timed events. This
leads, in particular, to a change in the determination of the transition functions.

We propose to represent time with a clock, and it is considered an event. This hypothe-
sis is interesting because it facilitates the modeling task using FSM. The duration defines the
time it takes for a sensor to be activated or deactivated after checking a specific condition.

The degraded behavior model equivalent to the normal behavior of a PE (PEF) is then
obtained by the synchronization of the two-timed models of detectors (detectors_F) and
actuators (actuators_F).

Formally, the model (PEF) is defined by the automaton: AF = (QF, ΣF, δF, qF
0 , QF

m),
such as:

QF: is the finite set of states of AF.
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ΣF: is the set of events of AF, such as ΣF = ΣF
nT ∪ ΣF

T, with ΣF
T is the set of timed events

such that: ΣF
T = ↑ckk ∪ ↓ckk ∪ dk with ↑↓ckk is the event associated with the activation and

deactivation of the clock, and “dk” is the event associated with the duration of the clock
(dk = 1 if the duration has elapsed).

δF: is the transition function. A transition is defined by: δF(qF
1 , σ) =qF

2 . σ is the
occurrence of a timed event or not of ΣF.

qF
0 : is the initial state of the AF automaton, such as qF

0 ∈ QF.
QF

m: is the set of states marked in AF such that QF
m ⊆ QF.

The set of the PE degraded behaviors is defined by the GF set, such as:

GF =
n⋃

i=1
AF
(i) where n is the number of PE constituting the studied PE.

The set of PE models describing the global system is then defined by: G = GN ∪ GF.

3.2. Local Control Synthesis

The objective behind a local synthesis control application is to establish controllers
that can describe the desired local behavior of each PE. For this purpose, local specifications
must be defined to restrict each behavior of the PE to the desired local behaviors.

In the classical approach of the control synthesis of DES [5], the constraints are ex-
pressed by FSM. However, this can generally present problems in the design and inter-
pretation of models. To resolve these problems, we adopt, for the control integration, an
approach based on Boolean logical equations consisting in constraining each PE until its
desired operation. Writing constraints by logical equations facilitate the representation of
sequences of events and reduces the combinatorial explosion inherent to the use of FSM.

The use of Boolean logical equations has the advantage of describing the constraints
in a precise, modular, and flexible way in a language familiar to the expert. This makes it
possible to resolve the problem of the heaviness modeling by a single automaton gathering
all the specifications to be respected.

The specifications of the system represent the behavior of the operations to be per-
formed (or not) by the system. They are expressed in the form of security constraints
and liveliness. The integration of specification constraints aims to inhibit actions and/or
organize and sequence the execution of orders sent to the system. A specification cannot
cause additional actions in a model but can express a restriction or inhibition of these
actions. The specifications can be applied globally to the whole system or locally to each
element of the plant.

The local specifications represent a set of safety and liveliness constraints applied locally
to each PE. Each constraint is defined by a logical implication given by the following formula:

q .y = 0 (1)

where “q” is a state of the set of states of G, and “y” is a controllable event. The implication
above means that if “q” is true, then “y” is prohibited.

A local controller (LC) can describe the normal local (LCN) and degraded (LCF) be-
havior of each PE. A local controller can operate separately from other designed controllers.
To obtain the automatons of the LC of the normal and degraded behaviors AN (LC)/AF (LC),
a synthesis of AN and AF models with the set of specifications to be respected is applied.

3.3. Global Control Synthesis

An MS running often evokes synchronism and parallelism between its different PE.
Thereby, a PE may depend on another one to guarantee the desired behavior. Therefore,
communication between several PEs is necessary. To achieve that, a global control synthesis
is needed to obtain Distributed Controllers (DC) for both normal (DCN) and degraded
(DCF) behaviors that can behave in both local and global contexts.
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Global specifications represent a set of safety and liveliness constraints interacting on
several PE. They are defined by a logical implication given by the following expression:

If (cg) Then {y = 0 else y = 1} (2)

With: cg = c + d

After checking the condition “cg” (true), the action “y” is inhibited (y = 0). Otherwise,
the action “y” is authorized (y = 1). If the “c” sensor associated with the “cg” constraint is
faulty, the duration “d” associated with its activation or deactivation state compensates for
its functioning.

3.4. Distributed Controllers Interpretation into Grafcet

Although the SCT has been widely accepted in academia and some of its applications
in the industry have been presented in the literature [41,46–48], its industrial application
remains difficult. This is mainly due to the problems encountered during the “physical”
implementation of the SCT when the model to be processed complex.

At the beginning of the 70s, the need to describe increasingly complex controllers,
which the implementation of would be facilitated by the development of microprocessors,
became evident. PLC then appeared, and a controller modeling tool with the objective of
being implemented in a PLC became necessary.

The Grafcet is one of the tools which provides a clear understanding of the behavior of
inputs/outputs of an MS. it also allows one to model the different types of inputs/outputs
and know when a particular input change can modify the state and/or the output of the
MS. This tool was defined by the AFCET [40].

Today, the Grafcet is well accepted in the industry thanks to its graphical interface
and especially thanks to its wide distribution in the education system and in the industry
from the end of the 70s rather than the Petri Net (PN) [49], which are graphic models and
mathematics preferably used in the academic world for formal methods of DES analysis.
It is for all these reasons that our choice turned to the Grafcet as an interpretation tool for
distributed controllers of normal behavior (DCN) and degraded behavior (DCF). It is up to
the user, then, to choose the according to PLC programming language.

Several interpretation rules for grafcet are given by the authors in [38]. A state of a
DCN/DCF is interpreted by a grafcet step, while a transition of a DCN/DCF is transformed
into a transition receptivity of the corresponding grafcet. We add to these rules an inter-
pretation of timed events. In a grafcet translation, the activation and deactivation of the
clock are not interpreted. Only the duration is presented. The transition marked “d” on the
DCF is interpreted by a transition receptivity in the form of (d/Xk), which means that if the
variable associated with step “k” is activated, this one must be maintained. Until the time
elapses, which causes the transition to the next step, “k + 1”. The authorization of an order
(Ord: ACT) is translated into an action forced to 1 (ACT = 1), while the inhibition of the
order (Inh: ACT) is transformed into an action forced to 0 (ACT = 0). If a global condition
is associated with the authorization or the inhibition of the order, it results in receptivity to
the transition, which precedes the step associated with the action (ACT = 1) or (act = 0) (see
Table 2).

3.5. Modeling of the Reconfiguration

After the interpretation of the various distributed controllers of the two operating
modes in grafcet and before any implementation in a PLC, it is necessary to define the
conditions for switching and reconfiguring from normal mode to degraded mode and vice
versa when a fault is detected or repaired.

Let G7(N) be an extract from the control grafcet of the normal behavior of any PE,
and G7(F) an extract from its control grafcet equivalent to normal (or degraded) behavior
presented in Figure 5.
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Table 2. Interpretation rules.

DC’ Element Grafcet Interpretation DC’ Macro-State Grafcet Interpretation

Processes 2023, 11, x FOR PEER REVIEW 12 of 28 
 

 

order (Ord: ACT) is translated into an action forced to 1 (ACT = 1), while the inhibition of 

the order (Inh: ACT) is transformed into an action forced to 0 (ACT = 0). If a global condi-

tion is associated with the authorization or the inhibition of the order, it results in recep-

tivity to the transition, which precedes the step associated with the action (ACT = 1) or 

(act = 0) (see Table 2). 

Table 2. Interpretation rules. 

DC’ element Grafcet inter-

pretation 

DC’macro-state Grafcet interpreta-

tion 

e1 e2

di

 

e1

e2

ij

di/Xij  

(Ord: ACT)

(Inh:ACT)

(Ord: ACT) if c

(Inh: ACT) if c

 

ACT=1

ACT=0

ACT=1

c

ACT=0

c

 

 

3.5. Modeling of the Reconfiguration 

After the interpretation of the various distributed controllers of the two operating 

modes in grafcet and before any implementation in a PLC, it is necessary to define the 

conditions for switching and reconfiguring from normal mode to degraded mode and vice 

versa when a fault is detected or repaired. 

Let G7(N) be an extract from the control grafcet of the normal behavior of any PE, and 

G7(F) an extract from its control grafcet equivalent to normal (or degraded) behavior pre-

sented in Figure 5. 

Processes 2023, 11, x FOR PEER REVIEW 12 of 28 
 

 

order (Ord: ACT) is translated into an action forced to 1 (ACT = 1), while the inhibition of 

the order (Inh: ACT) is transformed into an action forced to 0 (ACT = 0). If a global condi-

tion is associated with the authorization or the inhibition of the order, it results in recep-

tivity to the transition, which precedes the step associated with the action (ACT = 1) or 

(act = 0) (see Table 2). 

Table 2. Interpretation rules. 

DC’ element Grafcet inter-

pretation 

DC’macro-state Grafcet interpreta-

tion 

e1 e2

di

 

e1

e2

ij

di/Xij  

(Ord: ACT)

(Inh:ACT)

(Ord: ACT) if c

(Inh: ACT) if c

 

ACT=1

ACT=0

ACT=1

c

ACT=0

c

 

 

3.5. Modeling of the Reconfiguration 

After the interpretation of the various distributed controllers of the two operating 

modes in grafcet and before any implementation in a PLC, it is necessary to define the 

conditions for switching and reconfiguring from normal mode to degraded mode and vice 

versa when a fault is detected or repaired. 

Let G7(N) be an extract from the control grafcet of the normal behavior of any PE, and 

G7(F) an extract from its control grafcet equivalent to normal (or degraded) behavior pre-

sented in Figure 5. 

Processes 2023, 11, x FOR PEER REVIEW 12 of 28 
 

 

order (Ord: ACT) is translated into an action forced to 1 (ACT = 1), while the inhibition of 

the order (Inh: ACT) is transformed into an action forced to 0 (ACT = 0). If a global condi-

tion is associated with the authorization or the inhibition of the order, it results in recep-

tivity to the transition, which precedes the step associated with the action (ACT = 1) or 

(act = 0) (see Table 2). 

Table 2. Interpretation rules. 

DC’ element Grafcet inter-

pretation 

DC’macro-state Grafcet interpreta-

tion 

e1 e2

di

 

e1

e2

ij

di/Xij  

(Ord: ACT)

(Inh:ACT)

(Ord: ACT) if c

(Inh: ACT) if c

 

ACT=1

ACT=0

ACT=1

c

ACT=0

c

 

 

3.5. Modeling of the Reconfiguration 

After the interpretation of the various distributed controllers of the two operating 

modes in grafcet and before any implementation in a PLC, it is necessary to define the 

conditions for switching and reconfiguring from normal mode to degraded mode and vice 

versa when a fault is detected or repaired. 

Let G7(N) be an extract from the control grafcet of the normal behavior of any PE, and 

G7(F) an extract from its control grafcet equivalent to normal (or degraded) behavior pre-

sented in Figure 5. 

Processes 2023, 11, x FOR PEER REVIEW 12 of 28 
 

 

order (Ord: ACT) is translated into an action forced to 1 (ACT = 1), while the inhibition of 

the order (Inh: ACT) is transformed into an action forced to 0 (ACT = 0). If a global condi-

tion is associated with the authorization or the inhibition of the order, it results in recep-

tivity to the transition, which precedes the step associated with the action (ACT = 1) or 

(act = 0) (see Table 2). 

Table 2. Interpretation rules. 

DC’ element Grafcet inter-

pretation 

DC’macro-state Grafcet interpreta-

tion 

e1 e2

di

 

e1

e2

ij

di/Xij  

(Ord: ACT)

(Inh:ACT)

(Ord: ACT) if c

(Inh: ACT) if c

 

ACT=1

ACT=0

ACT=1

c

ACT=0

c

 

 

3.5. Modeling of the Reconfiguration 

After the interpretation of the various distributed controllers of the two operating 

modes in grafcet and before any implementation in a PLC, it is necessary to define the 

conditions for switching and reconfiguring from normal mode to degraded mode and vice 

versa when a fault is detected or repaired. 

Let G7(N) be an extract from the control grafcet of the normal behavior of any PE, and 

G7(F) an extract from its control grafcet equivalent to normal (or degraded) behavior pre-

sented in Figure 5. 

Processes 2023, 11, x FOR PEER REVIEW 13 of 28 
 

 

( / ) c

i

i+1

i-1

cg

Action:= 1

(a)

di/Xji

ji

j(i+1)

cg

Action:= 1

(b)

j(i-1)

 

Figure 5. Grafcets extracts (a) G7(N),(b) G7(F). 

The denoted reconfiguration condition (RC) is defined by the following logical equa-

tion: 

RC: If Xi and fc = 1 Then  

F: G7(F){Xji} 𝐚𝐧𝐝 F: G7(N){ }) (3) 

Else-if Xji 𝐚𝐧𝐝 fc = 0 𝐓𝐡𝐞𝐧  

F: G7(N){Xi} 𝐚𝐧𝐝 F: G7(F){ })  

• F is the forcing operation 

• G7(N) is the grafcet associated with the distributed controller of normal behavior 

• G7(F) is the grafcet associated with the distributed controller of degraded behavior 

• Xi is the Boolean variable associated with step “i” of G7(N) 

• Xji is its corresponding variable associated with the “ji” step of G7(F) 

• fc is the detected fault of sensor c 

The expression of Equation (3) means that if Xi is active and a sensor fault is detected 

(fc), a switch is applied to the degraded mode by forcing the grafcet G7(F) to be activated in 

step Xji (step equivalent to Xi in normal behavior) and by deactivating the grafcet of nor-

mal mode G7(N). 

This equation is subsequently interpreted in grafcet (figure 6) to manage the two 

grafcets of the two operating modes of each PE. Interpretation is defined as follows: 

• The two constraints conditioned by “If” are interpreted by transitions receptivity just 

after the initial step at the level of the reconfiguration grafcet. 

• The “Else” expression corresponds to a choice and is then interpreted by an “Or” 

divergence at the grafcet level. 

• The actions to be performed after the expression “Then” are translated into actions 

corresponding to grafcets forcing orders. 

Figure 5. Grafcets extracts (a) G7(N), (b) G7(F).

The denoted reconfiguration condition (RC) is defined by the following logical equation:

RC: If Xi and fc = 1 Then

F : G7(F)
{

Xji
}

and F : G7(N){}) (3)

Else-if Xji and fc = 0 Then

F : G7(N){Xi} and F : G7(F){})

• F is the forcing operation
• G7(N) is the grafcet associated with the distributed controller of normal behavior
• G7(F) is the grafcet associated with the distributed controller of degraded behavior
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• Xi is the Boolean variable associated with step “i” of G7(N)
• Xji is its corresponding variable associated with the “ji” step of G7(F)

• fc is the detected fault of sensor c

The expression of Equation (3) means that if Xi is active and a sensor fault is detected
(fc), a switch is applied to the degraded mode by forcing the grafcet G7(F) to be activated in
step Xji (step equivalent to Xi in normal behavior) and by deactivating the grafcet of normal
mode G7(N).

This equation is subsequently interpreted in grafcet (Figure 6) to manage the two
grafcets of the two operating modes of each PE. Interpretation is defined as follows:

• The two constraints conditioned by “If” are interpreted by transitions receptivity just
after the initial step at the level of the reconfiguration grafcet.

• The “Else” expression corresponds to a choice and is then interpreted by an “Or”
divergence at the grafcet level.

• The actions to be performed after the expression “Then” are translated into actions
corresponding to grafcets forcing orders.
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To make sure freeing the operation of grafcets G7(N) and G7(N), a check of the steps in
which the two grafcets are forced is added in transition receptivity just after the forcing step.

4. Illustration Example
4.1. Presentation of the Example Illustration

The MS used in this example is a transfer of boxes (Figure 7). It is a distributed system
instrumented with six sensors, a push button, and four actuators. It consists of transferring
boxes generated by the loading station to an unloading station via two conveyors. The
passage between these two conveyors is ensured by two pushers.
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Figure 8. Normal behavior models of (a) P1, (b) P2, (c) Cb1, and (d) Cb2. 

The actuator model is presented by an automaton that depends on the pusher com-

bined with the sensor’s events associated with this actuator. 

This approach is applied to the four PEs constituting the studied system. The autom-

ata describing the set of normal behaviors of the four PEs are shown in Figure 8. 

The pusher (P1) and conveyor 1 (Cb1) automata are defined as follows: 
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4.2. Plant Modeling

The system consists of four plant elements (PE): pusher P1, pusher P2, conveyor Cb1,
and conveyor Cb2. The first step is to model these PEs for normal behavior. This modeling
is ensured by the practical model [39] using the PEs events associated with each actuator
and its appropriate sensors.

Figure 8 details the modeling of the pusher P1 and the conveyor Cb2. The PE model
corresponding to the pusher P1 is an automaton obtained by the synchronous composition
of the sensors and actuator models of this element. The sensors model is presented by an
automaton depending on the number of sensors associated with P1 (s1 and s2).
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The actuator model is presented by an automaton that depends on the pusher com-
bined with the sensor’s events associated with this actuator.

This approach is applied to the four PEs constituting the studied system. The automata
describing the set of normal behaviors of the four PEs are shown in Figure 8.

The pusher (P1) and conveyor 1 (Cb1) automata are defined as follows:

(a): AN(P1) = {QN(P1), ΣN(P1), δN(P1), qN(P1)
0 , QN(P1)

m } such as:

• QN(P1) = {q0, q1, q2, q3, q4, q5}

• ΣN(P1) = ΣN(P1)
nT , avec: ΣN(P1)

nT = ↑↓Z ∪ ↑↓E with: ↑↓Z = {↑P1, ↓P1} et ↑↓E = {↑s1,
↓s1, ↑s2, ↓s2}

• qN(P1)
0 = q0

• QN(P1)
m = q0

(b): AN(cb1) = {QN(cb1), ΣN(cb1), δN(cb1), qN(cb1)
0 , QN(cb1)

m } such as:

• QN(cb1) = {q0, q1, q2, q3}

• ΣN(cb1) = ΣN(cb1)
nT , avec: ΣN(cb1)

nT = ↑↓Z ∪ ↑↓E with: ↑↓Z = {↑Cb1, ↓Cb1} et ↑↓E =
{↑s5, ↓s5}

• qN(cb1)
0 = q0

• QN(cb1)
m = q0

In the same way, we obtain the two automata describing P2 and Cb2. The different
models obtained describe all the possible evolutions of the actuator with its sensors.

The second step consists in modeling the system’s PEs for a degraded behavior where
the sensors s2 and s4 are considered faulty elements. Let fs2 (resp. fs4) be the fault of sensor
s2 (resp. s4) associated with the output of pusher P1 (resp. P2). The modeling of these PEs,
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in this case, is an extension of the models given in Figure 8 by adding timed events that
replace information on s2 and s4, as shown in Figure 9.
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The degraded behavior model of P1 is presented by the following automaton:

(a): AF(P1) = {QF(P1), ΣF(P1), δN(P1), qF(P1)
0 , QF(P1)

m } such as:

• QF(P1) = {q0, q1, q2, q3, q4, q5, q6, q7}

• ΣF(P1) = ΣF(P1)
nT ∪ ΣF(P1)

T , avec: ΣF(P1)
nT = ↑↓Z ∪ ↑↓E with: ↑↓Z = {↑P1, ↓P1} et ↑↓E =

{↑s1, ↓s1} et ΣF(P1)
T = {↑ck1, ↑ck2, ↓ck1, ↓ck2, d1, d2}

• qF(P1)
0 = q0

• QF(P1)
m = q0

The two obtained models describe all the possible evolutions of the pushers P1 and P2
according to their sensors and their appropriate clocks.

Among these evolutions, after the deactivation of the sensor s1 of the model (a) of
Figure 9, a deactivation of the order P1 from the state q2 is possible before the activation of
the clock ck1. This evolution is not desired and will be removed later by integrating local
specifications.

4.3. Local Control Synthesis

To synthesize the local controllers corresponding to each PE, a determination of the
set of local specifications is necessary. This set is defined to obtain the behaviors of the four
PEs in the case of normal behavior and the degraded one of pushers P1 and P2. Table 3
presents the local specifications to be applied to the different PE for each behaving mode.

Table 3. Set of local specifications.

PE Local Specifications for Normal Behavior Local Specifications for Degraded Behavior

P1
(1): (q1 + q2)· ↓ P1 = 0
(2): (q4 + q5)· ↑ P1 = 0

(9): (q1 + q2)· ↓ P1 = 0
(10): (q5 + q7)· ↑ P1 = 0

P2
(3): (q1 + q2)· ↓ P2 = 0
(4): (q4 + q5)· ↑ P2 = 0

(11): (q1 + q2)· ↓ P2 = 0
(12): (q5 + q7)· ↑ P2 = 0

Cb1
(5): q1· ↓ Cb1 = 0
(6): q3· ↑ Cb1 = 0

(5): q1· ↓ Cb1 = 0
(6): q3· ↑ Cb1 = 0

Cb2
(7): q1· ↓ Cb2 = 0
(8): q3· ↑ Cb2 = 0

(7): q1· ↓ Cb2 = 0
(8): q3· ↑ Cb2 = 0

For example, the specification (10) is expressed by (q5 + q7). ↑P1 = 0 reflects the fact
that the event ↑P1 corresponding to the permission of the output order of pusher P1 cannot
appear in both states q5 and q7. Indeed, ↑P1 is authorized only in the initial state. Any other
transition associated with this event is deleted. The PE model of pusher P1 is checked state
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by state following the evolution of the model, and at each state, the set of local specifications
is checked, then the transition associated with the denied event is deleted.

Even if the two behaving modes are equivalent, a state shift is observed between
specification 2 (resp. 4) and 10 (resp. 12). This is due to the integration of time information
which leads to the addition of a state for each clock introduced in the degraded model.

To apply the control synthesis, the specifications defined in Table 3 are interpreted
in the form of an extended finite state machine [50]. Using SCT synthesis, we obtain the
local controllers LCN/F. Each one of them describes the desired local behavior of each PE
according to normal (Figure 10) and degraded (Figure 11) behaviors.
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In normal behavior mode, the pusher’s deactivation «↓P1» (resp. «↓P2») is ensured
when sensor s2 (resp. s4) is activated (pusher in extended position).

However, when sensor fault {fs2, fs4} appears, the information lost on these two sensors
is replaced by timed information. Indeed, when P1 (resp. P2) begins to go out, its associated
input sensor s1 (resp. s3) is deactivated, and the clock ck1 (resp. ck3) is triggered for a
duration d1 (resp. d3) which is the time required for the pusher to reach sensor s2 (resp. s4).
Once the duration has elapsed, the clock ck1 (resp. ck3) is deactivated, which causes the
deactivation of the order P1 (resp. P2), then the activation of the clock ck2 (resp. ck4) for a
duration d2 (resp. d4) which is the estimated time to deactivate s2 (resp. s4).

4.4. Global Control Synthesis

The controllers presented above act locally. In order to ensure overall’s system behavior
and control where these controllers can communicate with each other, global specifications
are added. The global specifications of the transfer system are shown in Table 4.

Table 4. Set of global specifications.

PE Condition If Then

Cb1 (dcy + s6) · s1 = 1 Ord Cb1

Cb2 s4 + d3 = 1 Ord Cb2

P1 s5 · s3 =1 Ord P1

P2 s2 + d1 = 1 Ord P2
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The third specification refers to the fact that the order P1 is allowed if the pusher P2 is
in its retracted position, which is expressed by s3 = 1, and if a box is detected in front of the
pusher 1 expressed by s5 = 1. The fourth specification refers to the fact that the P2 order is
allowed if pusher 1 is fully extended and expressed by s2 = 1. If this sensor is faulty, the
duration associated with its activation replaces the information s2 = 1.

Two types of distributed controllers (DC) are distinguished: DCN for normal behavior
and DCF for degraded behavior. In order to synthesize the controllers {DCN, DCF} cor-
responding to the studied system, two steps are to be carried out: (i) the aggregation of
the local controllers LCN and LCF resulting in Section 4.3 and (ii) the consideration of the
global specifications expressed in Table 4.

The first aggregation consists of merging the non-timed events of the LCNs and LCFs,
i.e., {↑P1, ↓P1, ↑P2, ↓P2, ↑Cb1, ↓Cb1, ↑Cb2, ↓Cb2} into macro-states.

The second aggregation is only applied to the timed events of the LCFs {↑ck1, ↓ck1,
↑ck2, ↓ck2, ↑ck3, ↓ck3, ↑ck4, ↓ck4}, which are merged into linked macro-states by the
uncontrollable events {↑s1, ↓s1, ↑s3, ↓s3} and timed events {d1, d2, d3, d4}.

Once the models of the local controllers have been aggregated, the untimed control-
lable events {↑P1, ↑P2, ↑Cb1, ↑Cb2} belong to the Ord set (set of allowed orders), while {↓P1,
↓P2, ↓Cb1, ↓Cb2} belong to the Inh set (set of inhibited orders).

Timed events {↑ck1, ↑ck2, ↑ck3, ↑ck4} belong to set Ack, while events {↓ck1, ↓ck2, ↓ck3,
↓ck4} belong to set Dck. In order to obtain the distributed controllers DCN and DCF, the global
specifications must be taken into account and added to the local aggregated controllers.

The distributed controllers DCN of the transfer system are shown in Figure 12. The
controllable event ↑ P2 is merged into the initial state of the model DCN/F(P2) and belongs
to the set Ord. According to the verification of the global specification {s2 + d1 = 1}, the
order P2 is authorized (Ord: P2). Indeed, if s2 = 1, then P2 is authorized. If not (s2 is faulty),
then the duration d1 necessary for the activation of s2 replaces the faulty sensor.
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In Figure 13, once the sensor s3 is deactivated, the clock ck3 is triggered, and the event
presenting its activation is merged into a macro-state just after the transition labeled ↓s3
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and belongs to the set Ack. The deactivation event of this clock is merged into the same
macro-state containing the inhibition of order P2 (inh: P2) and belongs to the set Dck. ck3 is
activated following the deactivation of s3 and deactivated after the elapse of the duration of
d3. Therefore, no global specification is needed for (Ack: ck3) and (Dck: ck3). We perform
the same for ↑ck4, ↓ck4, and d4.
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4.5. Distributed Controllers Interpretation into Grafcet

By applying the interpretation of Table 2 presented previously to the non-timed and
timed distributed controllers of the transfer example studied, we obtain the following grafcets:

• Four grafcets (Figure 14) for the normal behavior of P1, P2, and the two conveyors
• Two grafcets (Figure 15) of degraded behavior of the two actuators P1 and P2.
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The resulting grafcets can be considered as generic models for this type of actuator
regardless of the system to which they belong. On the other hand, the global specification
must be modified according to the working environment of these actuators. Therefore,
these grafcet models can be elements of a control element library.

4.6. Modeling of the Reconfiguration

In order to switch from normal to degraded behavior grafcets where fs2 and fs4 are de-
tected, some reconfiguration rules must be determined. In the case of fs2 detection, a change
from GN(P1) to GF(P1) is necessary. Based on (Equation (3)), we obtain the reconfiguration
rules below for the pusher P1:

CR1(P1): If X2 and fs2 = 1 Then

(F : GF(P1) {X22}) and (F : GN(P1) { })

Else X22 and fs2 = 0 Then

(F: GN(P1) {X2}) and (F: GF(P1) { })

CR2(P1): If X3 and fs2 = 1 Then

(F : GF(P1) {X23}) and (F : GN(P1) { })

Else X23 and fs2 = 0 Then

(F: GN(P1) {X3}) and (F: GF(P1) { })

The same principle is adopted in the case of fs4 detection. In order to manage the switch
from the grafcet model with normal behavior to the grafcet model with degraded behavior,
the reconfiguration rules must be interpreted in a grafcet formalism for an implementation
purpose in a PLC. The reconfiguration rules determined by the equations CR1(P1) and
CR2(P1) are given in Figure 16.



Processes 2023, 11, 701 20 of 25
Processes 2023, 11, x FOR PEER REVIEW 22 of 28 
 

 

101

X2 . fs2

100

GN(P1){ }

X22 

102 GF(P1){ }

X22 . fs2

X2

_

GF(P1){22}

GN(P1){2}

103

X3 . fs2

GN(P1){ }

X23 

104 GF(P1){ }

X23 . fs2

X3

GF(P1){23}

GN(P1){3}

_

 

Figure 16. Grafcet interpretation of reconfiguration rules. 

The implementation of grafcet models of normal/degraded behavior and reconfigu-

ration rules ensure fault tolerance when sensor faults fs2 and fs4 are detected. Therefore, a 

continuity of the desired behavior of the system is maintained despite the faults that hin-

der its normal behavior. 

5. Discussion 

The problem of controlling DES has been the subject of many studies. For this type 

of system (DES), it is necessary to have a control law ensuring good behavior according 

to the controlled process structure and state. In [5], the authors proposed the theory of 

“Supervisory Control” to model the control of a DES using the FSM formalism. The SCT 

proposes to synthesize the control of a process by distinguishing, on the one hand, the 

model of the system’s potentialities (open-loop behavior) and, on the other hand, the op-

erating constraints imposed on the system (specification model). However, this approach 

presents several disadvantages of its use. 

Complex systems imply a monolithic model which is exposed to combinatorial ex-

plosion. In fact, if the plant is presented under a size n and the specifications model is 

presented under a size m, the resulting controller size is given by k = m × n. In order to 

overcome this issue, our work is based on a distributed control where the system studied 

is divided into several PEs. Therefore, each PE has a distinct controller. In the case of a 

sensor fault occurrence, only the controller of the faulty PE is reconfigured, which avoids 

the reconfiguration of the whole controller as proposed in monolithic approaches 

[20,22,51] and [23]. 

The second drawback of the classical SCT approach is the difficulty of implementing 

it into a real manufacturing controller. In fact, the existing contributions focus on how to 

transform the supervisor into the software, and the hardware aspect of the concrete con-

troller is neglected. Indeed, it leads to problems in controller implementation as synchro-

nization and simultaneity. In addition, the SCT is used on a DES, which is by definition a 

“discrete-state, event-driven system”. Its state evolution depends entirely on the occur-

rence of asynchronous discrete events over time [1]. For a PLC implementation, the con-

troller respects a cycle time (input reading, program execution, output update) where sev-

eral variables may change simultaneously, so the asynchronous hypothesis is not guaran-

teed. The grafcet interpretation used in this work represents an intermediate step before 

implementation. Indeed, grafcet specifications can be easily translated into a PLC lan-

guage. For this, the classical translation called self-holding programming [52] (or self-

maintaining circuit) is commonly used. 

The proposed distributed reconfiguration approach gives the possibility to avoid the 

composition between models, which is the origin of the combinatorial explosion of the 

state space. The methodology suggests that every PE has normal behavior and degraded 

behavior controller models, and a grafcet reconfiguration. Nevertheless, there is an obvi-

ous chance for the operator to lose the overall vision of the specifications in the case of 

Figure 16. Grafcet interpretation of reconfiguration rules.

The implementation of grafcet models of normal/degraded behavior and reconfigura-
tion rules ensure fault tolerance when sensor faults fs2 and fs4 are detected. Therefore, a
continuity of the desired behavior of the system is maintained despite the faults that hinder
its normal behavior.

5. Discussion

The problem of controlling DES has been the subject of many studies. For this type
of system (DES), it is necessary to have a control law ensuring good behavior according
to the controlled process structure and state. In [5], the authors proposed the theory of
“Supervisory Control” to model the control of a DES using the FSM formalism. The SCT
proposes to synthesize the control of a process by distinguishing, on the one hand, the
model of the system’s potentialities (open-loop behavior) and, on the other hand, the
operating constraints imposed on the system (specification model). However, this approach
presents several disadvantages of its use.

Complex systems imply a monolithic model which is exposed to combinatorial ex-
plosion. In fact, if the plant is presented under a size n and the specifications model is
presented under a size m, the resulting controller size is given by k = m × n. In order to
overcome this issue, our work is based on a distributed control where the system studied is
divided into several PEs. Therefore, each PE has a distinct controller. In the case of a sensor
fault occurrence, only the controller of the faulty PE is reconfigured, which avoids the
reconfiguration of the whole controller as proposed in monolithic approaches [20,22,23,51].

The second drawback of the classical SCT approach is the difficulty of implement-
ing it into a real manufacturing controller. In fact, the existing contributions focus on
how to transform the supervisor into the software, and the hardware aspect of the con-
crete controller is neglected. Indeed, it leads to problems in controller implementation
as synchronization and simultaneity. In addition, the SCT is used on a DES, which is by
definition a “discrete-state, event-driven system”. Its state evolution depends entirely on
the occurrence of asynchronous discrete events over time [1]. For a PLC implementation,
the controller respects a cycle time (input reading, program execution, output update)
where several variables may change simultaneously, so the asynchronous hypothesis is
not guaranteed. The grafcet interpretation used in this work represents an intermediate
step before implementation. Indeed, grafcet specifications can be easily translated into a
PLC language. For this, the classical translation called self-holding programming [52] (or
self-maintaining circuit) is commonly used.

The proposed distributed reconfiguration approach gives the possibility to avoid the
composition between models, which is the origin of the combinatorial explosion of the
state space. The methodology suggests that every PE has normal behavior and degraded
behavior controller models, and a grafcet reconfiguration. Nevertheless, there is an obvious
chance for the operator to lose the overall vision of the specifications in the case of complex
systems due to the grafcet multiplications. Thus, a verification of the distributed controller
along with the established reconfiguration grafcet is due before any implantation. This
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phase is based on two verification steps, first the designed control deadlock’s property
and second the grafcets reachability property during reconfiguration for both normal and
degraded behaviors.

Since the grafcets are automatically generated, their encoding is always presumed to
be correct if the translation rules are properly followed by the designer. Hence before the
implementation in a PLC and to avoid errors made by designers during the specification
modeling phase, a verification model (checker-model) is applied on each distributed controller.

The various distributed grafcets of normal and degraded behaviors, as well as the
grafcets ensuring reconfiguration, are translated into structured text language (ST) and
verified using the UPPAAL software [53]. The new scheme of the proposed methodology of
the control reconfiguration is shown in Figure 17, to which we added à 6th step Ï consisting
of verifying formally using a checking model the deadlock and the reachability properties
of all the grafcets resulting from the application of the reconfiguration approach. More
details are discussed in [54].
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6. Conclusions and Future Works

Nowadays, manufacturing systems have to evolve become more complex, and adapt
dynamically to the working environment, which is defined in the industrial field by Smart
Manufacturing Systems (SMS) or so-called industry 4.0, where everything can be connected,
simulated, and reconfigured. It is no longer appropriate to only detect and locate a fault but
also to provide a solution for the operator to interact with his system. Being able to formally
guarantee the safety of MS and increase its productivity is today a scientific issue with
significant industrial challenges. In order to respond to the operational safety issues in the
field of systems control, the implementation of formal methods is necessary. In this context,
it is important to monitor manufacturing systems (MS) and to offer an alternative solution
to maintain production. Thus, a reconfiguration of the MS control is required. For this aim,
this paper has presented a new framework for a tolerant and reconfigurable control for MS.

To address these issues, the design approach for flexible, reconfigurable, and imple-
mentable controllers developed in this paper proposes:
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• A flexibility notion-based reconfiguration mechanism to evaluate different control
objectives to attain efficiency and reactivity. In order to ensure this flexibility control,
our methodology exploits the MS distributed control architectures and determines a
set of reconfiguration constraints to provide complete flexibility that allows switching
between different controllers with no system downtime. The distributed control
architecture can facilitate the modeling phases of the plant and the specifications to be
respected [54] while avoiding the combinatorial explosion of the state space recuring
in centralized control approaches.

• Redundancy is applied at the level of the controllers. For each distributed controller of
normal behavior, we define its equivalent, of which we have integrated the notion of
timed events to replace the estimated behavior of the faulty sensors [37,50].

• The implementation of the reconfigurable control in a PLC is ensured first by a transla-
tion of all the resulting distributed controllers and the reconfiguration specifications
into grafcet. The deadlock of grafcets and the reachability conditions of reconfigured
grafcets are verified by a verification and validation tool (UPPAAL).

• The method proposed for reconfiguration is without manual intervention and without
additional equipment.

• While the approach has certain advantages, it has drawbacks related to the following:
• The plant modeling phase (complexity in establishing the models corresponding to

each PE).
• The specification constraints modeling phase (how to ensure that they are sufficient,

that they are not blocking?).
• Integration of reconfiguration specifications. As part of our work, they are interpreted

by a separate grafcet managing the two modes of behavior (normal and degraded).
However, these can be taken into account from the modeling phase to determine a
single control grafcet where the reconfiguration can be expressed by a simple “OR”
between the two behavior modes. But on the other hand, we lose the global view of
the different modes of behavior, which can be very interesting information for the
supervision of MS.

• Optimization of the models generated by the approach adopted for the design of the
reconfigurable control.

The proposed work has advantages and drawbacks to help identify several perspec-
tives that constitute interesting and promising paths to exploit in further research work.
These leads concern:

Modeling stage: The designing of models of normal and degraded behaviors may
turn out to be a difficult phase. In response to the hardness of modeling, a library of proven
models linked to different PE and local controllers can be developed. The operator will then
have the task of specifying the local constraints to define the distributed controllers. Hence,
the modeling phase complexity is lesser. When choosing the element, the control designer
is provided by the library with two models of the controllers corresponding respectively to
the normal and degraded behaviors of the chosen equipment.

Optimization: the optimization of the distributed controllers interpretation step where
the control grafcets are automatically generated seems feasible in the context where some
generated steps can sometimes be deleted. In fact, the reading of the value “0” to “1” con-
tained in the sensors passages of the obtained control grafcets does not affect the behavior
of the system, meaning, they can be removed to reduce the resulting control grafcets.

Type of faults treated: The faults studied in this brief are associated with sensors
stuck on reading a “1” or a “0” value, but an actuator fault can also be detected. In this case,
it is important to have hardware redundancy to ensure the desired action.

Some prospect’ work in our lab concerns the use of machine learning methodolo-
gies to identify the nominal and abnormal modes of a system but in a task of diagnosis
before reconfiguration.
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AFTC Active Fault Tolerant Control
CP Control Part
CS Control Systems
DC Distributed Controllers
DES Discrete Event Systems
FHCR Fault Hiding Control Reconfiguration
FS Flexible Systems
FSM Finite State Machine
MS Manufacturing System
PFTC Passive Fault Tolerant Control
PE Plant Elements
PLC Programmable Logic Controller
PN Petri Net
RCS Reconfigurable Control Systems
RMS Reconfigurable Manufacturing Systems
SCT Supervisory Control Theory
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