Article

# Radar-Based Particle Localization in Densely Packed Granular Assemblies 

Jonas Schorlemer ${ }^{1, *}$, Francesca Schenkel ${ }^{1}{ }^{(\mathbb{D}}$, Nikoline Hilse ${ }^{2} \mathbb{D}^{\mathbb{D}}$, Christian Schulz ${ }^{1}$, Jan Barowski ${ }^{1} \mathbb{D}^{D}$, Viktor Scherer ${ }^{2}$ and Ilona Rolfes ${ }^{1}$<br>1 Institute of Microwave Systems (HFS), Ruhr University Bochum, Universitätsstraße 150, 44801 Bochum, Germany; francesca.schenkel@rub.de (F.S.); christian.schulz-hfs@rub.de (C.S.)<br>2 Institute of Energy Plant Technology (LEAT), Ruhr University Bochum, Universitätsstraße 150, 44801 Bochum, Germany; hilse@leat.rub.de (N.H.); scherer@leat.rub.de (V.S.)<br>* Correspondence: jonas.schorlemer@rub.de; Tel.: +49-(0)234/32-26494

Citation: Schorlemer, J.; Schenkel, F.; Hilse, N.; Schulz, C.; Barowski, J. Scherer, V.; Rolfes, I. Radar-Based Particle Localization in Densely Packed Granular Assemblies Processes 2023, 11, 3183. https:// doi.org/10.3390/pr11113183

Academic Editor: Iqbal M. Mujtaba
Received: 11 October 2023
Revised: 26 October 2023
Accepted: 2 November 2023
Published: 8 November 2023


Copyright: © 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

Particle tracking in densely packed granular assemblies is of great interest in mechanical process engineering. In this contribution, a radar-based system for particle localization as an initial step towards tracking is presented. This system comprises six transmitting and receiving antennas forming a "multiple-input multiple-output" setup positioned around a cuboidal reactor. The reactor is a standard batch grate system, which contains stationary spherical polyoxymethylene particles with a 10 mm diameter and a spherical steel tracer particle with a 20 mm diameter. The tracer is positioned at various locations at an optically transparent reactor wall. Electromagnetic waves must pass through the remaining three reactor walls to detect the tracer particle. Operating in the Frequency Modulated Continuous Wave mode within a 1.5 to 8.5 GHz frequency range, we compared radar-detected tracer positions with those from camera images. The results demonstrate a vertical localization accuracy with a standard deviation of $\sigma_{\text {vert }}=0.86 \mathrm{~cm}$ and a horizontal position accuracy with $\sigma_{\text {hor }}=0.17 \mathrm{~cm}$. This study not only presents the achievements of radar-based particle localization but also delves into the potential and challenges of applying this technology to a specific measurement scenario within mechanical process engineering.
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## 1. Introduction

Moving granular assemblies occur in many applications in process industries. Examples are fluidized beds (e.g., granulation) [1], moving beds (e.g., lime shaft kilns) [2], grate type systems [3] (e.g., combustion of wood chips), or rotary kilns [4] (e.g., cement production). For the correct processing of the particles, their movement pattern is an important piece of information to ensure sufficient residence time in a reactor or to assess particle mixing and segregation in the granular assembly. However, as the particles are typically opaque, optical methods are usually not suitable to obtain information from the inside.

A couple of non-optical methods have been established in the past, which can provide this information, with each having its specific advantages and disadvantages. A thorough overview on these techniques is given by Amon et al. [5].

Tomography in different wavelengths (X-ray [6], microwave [7], millimeter-wave [8], CT [9]), and magnetic resonance imaging (MRI) [10] offer the potential to visualize each individual particle in a volume. Temporal resolution is usually limited and the respective setups are costly and not available in sizes applicable for industrial systems. An alternative approach is to track single or a limited number of tracer particles at high sampling rates. Based on an analysis of the statistics of the movement of the tracer particle, the system dynamics can be assessed. Technologies based on this principle are positron emission particle tracking (PEPT) [11], radioactive particle tracking (RPT) [12], magnetic particle tracking (MPT) [13], and the method addressed in this study: radar-based particle tracking.

PEPT and RPT rely on tracers doped with radioactive isotopes, emitting radiation that can pose safety concerns and rendering them unsuitable for many industrial applications. MPT does not share this disadvantage, instead, it allows for the measurement of particle orientation in parallel to particle location. However, the magnetic field strength generated by the tracer particle decays rapidly with the distance to the tracer particle, which limits the size of the reactor geometries that can be examined. Additionally, the density of magnetic materials is high, which can make it difficult to design appropriate tracer particles for a system of particles with lower density.

This work focuses on tracking particles using high-frequency electromagnetic waves. This approach offers several advantages, including the use of electromagnetic waves with wavelengths suitable for penetrating various dielectric materials, like limestone or magnesite, which are common in industrial applications. Moreover, the selected wavelength falls within the centimeter range, ensuring safety when dealing with organic substances.

In contrast to tomography, our imaging approach does not rely on evaluating the attenuation of electromagnetic waves, instead, it focuses on the analysis of the reflection of individual waves. In this process, electromagnetic waves are emitted, reflected by objects, and then measured by receivers. To achieve three-dimensional localization, we employ multiple transmitting and receiving antennas, forming a "multiple-input multipleoutput" (MIMO) system. The resolution of the measurement system greatly depends on the number of transceivers and receivers [14,15]. Therefore, achieving high resolution requires a significant number of these components; however, the same holds true for tomographic image reconstruction as demonstrated in [16] for a 2D arrangement. Here, a $10 \times 10 \mathrm{~cm}$ area was surveyed using 16 transceivers and 15 receivers and a tomographic image reconstruction. Expanding to a three-dimensional measurement setup is possible but incurs substantial additional hardware costs. Traditionally, tomography addresses these challenges through scanning processes, involving movement of either the measurement object [17] or the measurement system [18]. However, this approach results in longer measurement times, making it less suitable for real-time applications that require imaging moving processes.

Therefore, our goal is to develop a MIMO system capable of capturing a threedimensional volume without relying on excessively complex hardware. In this study, we have employed a radar-based imaging approach. In contrast to conventional tomography, our methodology involves tracking the reflections originating from the objects under observation. Utilizing reflection compensation techniques, we can reconstruct the path of the radiation, thereby generating an image of the measurement area. While high sampling rates are essential for accurate representation of all particles in the bulk material, we recognize the challenges of extensive sampling and shift our focus to tracking a single electromagnetic tracer, similar to PEPT, RPT, or MPT. This tracer stands out from the background, enabling effective tracking even in scenarios with significant undersampling.

Radar object tracking is, in principle, well established. For example, human target tracking in buildings [19] or tracking of vehicles using automotive radar [20,21]. An overview of radar object tracking is given by [22].

Still, the present approach differs from known radar object tracking in several ways:

1. It deals with tracking markers within bulk materials, where assumptions of free space or homogeneous backgrounds no longer apply due to refraction effects, scattering, and varying propagation velocities.
2. Wave propagation occurs within particles that are no longer assumed to be small compared to the wavelength, leading to potential imaging artefacts and particle localization challenges. Other comparable works in [23-25] use frequencies in the range from 8.2 GHz up to 12.4 GHz but at the same time assume a homogeneous background medium such as sand $[23,24]$ or mortar [25]; both media are significantly finer-grained than the medium used in this work.
3. Industrial reactors are typically large, requiring a considerable number of antennas to ensure interference-free imaging. Our work operates in an undersampled three-
dimensional region, presenting additional localization challenges. These aspects ensure the novelty of the present contribution.
In this study, we present a MIMO system based on the Frequency Modulated Continuous Wave (FMCW) radar approach. This system employs six antennas operating in the 1.5 GHz to 8.5 GHz frequency range, ensuring accuracy, calibration capability, and flexibility by utilizing a vector network analyzer (VNA).

Our test setup involved a laboratory-scale cuboidal batch grate system filled with resting spherical polyoxymethylene (POM) particles and a steel tracer particle. The antennas were positioned so that electromagnetic waves penetrated the bulk to detect the tracer particle. We compared different particle positions detected by the radar system with camera images of the visible tracer particle to validate the accuracy of the radar-based localization system across the entire granular material volume.

The novelty of this work lies in its application of radar-based imaging to track and localize individual tracer particles within complex industrial systems, addressing challenges specific to these environments. We can accurately detect tracer particle locations in the grate system, focusing initially on resting particles. The use of high-frequency electromagnetic waves enables successful tracking within industrial reactors.

The article's structure is as follows: Section 2 reviews radar principles and imaging, Section 3 presents the measurement setup, Section 4 discusses measurement results, and Section 5 concludes the article.

## 2. Radar Technology

Please note that we deliberately have written the introduction to the radar technology in a basic form to account for the readership of Processes who might not be experts in radar applications. Radar, short for radio detection and ranging, is a technology that utilizes electromagnetic waves to detect and locate objects in its surrounding environment. While radar was initially developed for the purpose of locating ships and aircraft, it is now extensively used in industrial measurement technology as well. In this context, we will focus solely on primary radar (passive tracer), disregarding secondary radar (active, responding tracer). Primary radar can be further categorized into pulse radar and FMCW radar.

Pulse radar operates by emitting a short electromagnetic pulse, which can be either in the baseband or modulated onto a carrier signal within a specific frequency range. The distance to the radar target is obtained by measuring the pulse transit time, while the directional information is determined through the angular position of a well-focused antenna. On the other hand, FMCW radar works by transmitting an electromagnetic wave with a continuously changing frequency. In this work, we apply an FMCW radar approach, since the bandwidth of pulse radar systems is typically limited by the finite pulse width, while FMCW systems allow for the transmission of broadband signals by sweeping the frequency of an oscillator. As will be shown later, the minimum distance at which two objects can be distinguished, unambiguously scales with the bandwidth of the system, which emphasises the great advantage of FMCW sensors. In the following section, we will give a short introduction to the structure of an FMCW radar and the according signal processing.

### 2.1. The FMCW Method

Figure 1 shows a simplified configuration of an FMCW system with the respective analogue signal processing. Here, the transmitter $T x$ generates a transmission signal $s_{\mathrm{Tx}}(t)$, which is divided into two paths by a coupler. One part of the signal is emitted towards the target through an antenna, while the other part is directed to a frequency mixer.


Figure 1. Basic set of an FMCW radar using a coupler to split the received and transmitted signal, enabling the system to work with only a single antenna.

When the transmitted wave encounters a target, a part of it is reflected and transmits back to the antenna, where it is received, leading to a signal $s_{R x}(t)$. This received signal is also directed to the mixer by the coupler where the signal $s_{\mathrm{Rx}}(t)$ is multiplied with the transmission signal $s_{\mathrm{Tx}}(t)$.

The resulting mixed (multiplied) signal is subsequently low-pass filtered (LP). This is necessary because the output signal must be available in digital form for further signal processing and the analogue-digital converter have a limited sampling frequency. Note that the high-frequency part of the signal is not needed for the evaluation of object location, as will be shown later. In the further proceedings, we refer to the filtered output signal as the intermediate frequency (IF-)signal $s_{\mathrm{IF}}(t)$. For an efficient signal processing, it is necessary to find a mathematical description of this signal. After some mathematical treatment as described in Appendix A, $s_{\mathrm{IF}}(t)$ can be given as:

$$
\begin{equation*}
s_{\mathrm{IF}}(t)=\cos (2 \pi \Delta f \cdot t+\phi(\tau)), \forall t \in[0, T], \tag{1}
\end{equation*}
$$

This shows that the IF-signal contains an additional phase shift $\phi$ depending on the round-trip time $\tau$, which can be ignored for now but is of central importance in the radar imaging process. The round-trip time $\tau$, which is a direct measure for the object distance $R$, as $\tau=\frac{2 R}{c_{0}}$, can be found by analyzing the frequency $\Delta f$ of the signal $s_{\mathrm{IF}}(t)$. This can be achieved by applying the Fourier transform to $s_{\mathrm{IF}}(t)$ and substitute:

$$
\begin{equation*}
\tau=\frac{\Delta f}{B} T \tag{2}
\end{equation*}
$$

with $B$ being the bandwidth of the system, calculated as the difference between the minimum and maximum frequency of the emitted signal.

This step is often referred to as range compression. For a more detailed discussion of the signal processing and the related mathematically relationships we refer to [26]. In Appendix B we briefly discuss the conditions needed to track multiple tracer particles.

### 2.2. Radar Imaging

After applying range compression on the IF-signal, the received data is in the range domain, providing information on the distance of a target. However, these results are only one-dimensional as they only state that the target can be found in a certain distance but the angle is not clearly defined. Recalling Figure 1, a target at distance $R$ can be found anywhere on a sphere with a radius corresponding to $R$. To obtain additional information, one can use a moving well-focused antenna, so that the target is only visible in one direction. However, this procedure is only applicable if the movement of the target is neglegible during the time of antenna movement, which is typically not the case for the given application. Another well-studied approach is to use multiple antennas, where each antenna can serve as a transmitter and a receiver. Here, one antenna emits an electromagnetic wave, while all
other antennas act as receivers. By switching the emitting antenna, it is possible to obtain information about the exact location of the target in the measurement environment. Figure 2 shows the arrangement for two antennas and a metallic sphere.


Figure 2. Measurement scenario using a transmitter $(T x)$ and a receiver $(R x)$ to track a single particle.
The solid lines show all possible target positions for a given reflection and transmission measurement, the dashed lines denote the distances $R_{P, T x}$ for the reflection measurement between the particle and the transmitter, and $R_{P, R x}$ is the distance between the particle and the receiver. Furthermore, $R_{\mathrm{tr}, 1}$ and $R_{\mathrm{tr}, 2}$ are two distances which will be used in signal processing to evaluate the transmission measurement.

For the reflection measurement, the transmitter $T x$ on the left side emits an electromagnetic wave that is reflected by the particle and received again by the transmitter itself. Using the results for range compression from the previous section, one can determine the target distance $R_{P, T x}$ between the transmitter and the particle. Also, the overall distance traveled by the wave is $2 \cdot R_{P, T x}$ since the radiation and reception of the wave takes place at the exact same place, whereby the round-trip time is found by $\tau=\frac{2 \cdot R_{P, T x}}{c_{0}}$. However, the only statement that can be made is that the target is on a circular path at distance $R_{\mathrm{P}, \mathrm{Tx}}$ from the transmitter, as shown in Figure 2, as there are multiple positions that lead to the same IF-signal. Therefore, a separate receiver $R x$ at a different point in space is used but, according to Figure 1, the received signal $s_{\mathrm{Rx}}(t)$ is still mixed with the transmitting signal from $T x$. Therefore, range information can still be achieved with the procedure from the previous section, and we refer to this measurement as the transmission measurement. However, in contrast to the reflection measurement, the distance between the transmitter and the particle and the receiver and the particle is not necessarily the same in this configuration. The total distance travelled by the wave is made up of the distance between the particle and the transmitter $R_{P, T x}$ and the distance between the particle and the receiver $R_{P, R x}$. If the measured total distance is $R_{\mathrm{tr}}=R_{\mathrm{P}, \mathrm{Tx}}+R_{\mathrm{P}, \mathrm{Rx}}$, the particle is located somewhere on a curve, so that the distance $R_{\mathrm{tr}, 1}$ from the transmitter to the curve and $R_{\mathrm{tr}, 2}$ from the curve to the receiver fulfils $R_{\mathrm{tr}}=R_{\mathrm{tr}, 1}+R_{\mathrm{tr}, 2}$. Therefore, the particle can be found on an ellipsoid with the transmitter and receiver in the focal points. In reference to Figure 2, it shows that the circle and ellipse drawn from a pair of transmitters and receivers meet at a certain point in space. This intersection point corresponds, in the case of a solid metal sphere, to the front of the sphere since electromagnetic waves cannot penetrate the particle.

To form an image, a straightforward solution is to superimpose the range-compressed signals for each pair of antennas. This procedure is commonly referred to as the backprojection algorithm. Here, a grid of pixels is generated, where each pixel is assigned a coordinate in space. Assuming the antenna position is also known, one can calculate the distance between antenna and pixel and find the value in the range-compressed signal. This can
be performed for the reflection as well as for the transmission measurements. Adding the corresponding range-domain values at all pixels leads to an image of the measurement environment. However, the range-compressed signals are complex valued, meaning that each sample in the signal contains an amplitude and a phase information as was already described in the previous section. From theory, it can be shown that a target in free space leads to a phase shift of $\phi(\tau)=2 \pi f_{\min } \frac{R_{1}+R_{2}}{c_{0}}$, where $R_{1}$ and $R_{2}$ denote the distance from the particle to the transmitter ( $R_{P, T x}$ in Figure 2) and receiver ( $R_{P, R x}$ in Figure 2), respectively. Therefore, one must compensate for the phase shift to achieve a constructive superposition of the range-domain signals at the point of the target. The details of the procedure of the backprojection algorithm can be found in Appendix C.

To illustrate the result of the presented imaging method, we simulated an ideal point scatterer in the center of a circular aperture, using frequencies in the range from 1.5 GHz to 8.5 GHz according to the measurement system. The result of the imaging is shown in Figure 3. The image also shows the position of the particle as well as the positions of the antennas depicted in white. For the simulation, the point scatterer was placed in the center, while the three antennas were placed on a circle with a radius of 1 m in relation to the particle. Since the coordinates of the antenna positions as well as the position of the particle are known beforehand, the distance and the round-trip time can be calculated by assuming that the wave propagates at the speed of light.


Figure 3. Imaging result for a simulated point target at the center. The three antennas used for the imaging procedure are depicted in white and are located on a circle with a radius of 1 m . The image shows the absolute pixel values, normalized on the maximum value.

After the round-trip time and the frequency of the emitted chirp signal are found, both can be inserted into the formula for the IF-signal in (1). Thus, the raw data for the given constellation can be calculated analytically. Feeding the raw data into the backprojection algorithm presented in Section 2.2 finally leads to a reconstruction of the point scatterer.

Figure 3 contains the absolute values for each pixel and the image was normalized on the maximum value. This ensures that the maximum value is one as can be seen from the color bar. It clearly shows that the circles and ellipses created by the backprojection algorithm meet exactly at the point of the simulated target in the center. However, it can be seen that other targets seem to form in the upper left and right corners of the image. These targets are artifacts caused by the small number of antennas and can be avoided by evaluating the signal processing for additional antennas.

### 2.3. Refraction Compensation

All previous discussions have been based on the assumption that the wave propagates in a homogeneous medium. However, for the given application wave propagation will occur in multiple media with varying electromagnetic behaviours. In this section, we will give an introduction into the effects occurring at material boundaries. Regarding Figure 4, the dielectric interface can be approximated as flat and the antenna is located in a vertical distance of $h_{1}$ in reference to the surface. The first layer has a thickness of $h_{2}$, while the target is located in the second layer at a distance of $h_{3}$. The overall horizontal distance between antenna and target is denoted by $W$.


Figure 4. Refraction at a layered dielectric interface consisting of two layers with varying refraction indices $n_{2}$ and $n_{3}$. The antenna emits an electromagnetic wave that is refracted at the two boundaries before hitting the target.

As long as the curvature of the surface is large in comparison to the wavelength, the wave propagation can be described by a ray approximation as shown by the red line. For this scenario, two effects can be identified. First, the velocity of the wave varies depending on the material parameters. If the wave propagates in free space, the velocity of the wave is the speed of light $c_{0}$. Inside a material, however, the velocity depends on the relative permittivity $\varepsilon_{\mathrm{r}}$ and permeability $\mu_{\mathrm{r}}$ of the material. The permittivity $\varepsilon_{\mathrm{r}}$ describes the polarization behaviour of the material in the presence of an electromagnetic field, while the permeability considers any magnetic properties. As most materials used for radar applications are not magnetic, we will neglect the permeability and define the refraction index as $n=\sqrt{\varepsilon_{\mathrm{r}}}$. Using the refraction index, the velocity inside a material can be calculated as $c=\frac{c_{0}}{n}$. Therefore, if the refraction indices $n_{1}$ to $n_{3}$ for the three layers as well as the path of the wave between antenna and target are known in Figure 4, the round-trip time $\tau$ can be calculated. Again, assuming the traveled distances for each layer are denoted by $R_{1}, R_{2}$, and $R_{3}$ for the first, second and third layer, $\tau$ is found by

$$
\begin{equation*}
\tau=\frac{2 \cdot R_{1}}{c_{0}} \cdot n_{1}+\frac{2 \cdot R_{2}}{c_{0}} \cdot n_{2}+\frac{2 \cdot R_{3}}{c_{0}} \cdot n_{3}=\frac{2 \cdot\left(R_{1} \cdot n_{1}+R_{2} \cdot n_{2}+R_{3} \cdot n_{3}\right)}{c_{0}} \tag{3}
\end{equation*}
$$

This shows that the round-trip time can still be calculated in the same way as in free space by using the speed of light $c_{0}$. However, the distances inside the layers must be weighted with the respective refraction indices. Following this procedure, rangecompression and backprojection from the previous sections can be applied in the exact same way.

The second effect that must be considered is the refraction at the material boundaries. As seen in Figure 4, the path traveled by the wave does not correspond to the direct line of sight between antenna and target as in free space. For the first boundary, the ray hits the surface at an angle $\alpha_{1}$ and propagates in the second medium at an angle $\alpha_{2}$. Therefore, finding the traveled distances between two points in two differing materials is not a trivial task. This is an important problem, because radar imaging relies on calculating the distances
for a given antenna position and the pixel coordinates. For a single material transition, a closed analytical solution can be found as was shown in [27]. However, there is no closed solution for a layered dielectric material with more than one material boundary, hence, the points of refraction must be found numerically. To solve this problem, we state that at each material boundary the ray refracts following Snell's law. For instance, for the first boundary, the relationship between the two angles $\alpha_{1}$ and $\alpha_{2}$ is stated as follows:

$$
\begin{equation*}
\frac{\sin \left(\alpha_{1}\right)}{\sin \left(\alpha_{2}\right)}=\frac{n_{2}}{n_{1}} \Leftrightarrow \frac{\sin \left(\alpha_{1}\right)}{\sin \left(\alpha_{2}\right)}-\frac{n_{2}}{n_{1}}=0 \tag{4}
\end{equation*}
$$

This shows that solving the problem is reduced to finding the roots of a differentiable function. In our problem setting in Figure 4, we are interested in finding the two variables $w_{1}$ and $w_{3}$, since all other variables are known beforehand when applying backprojection due to the underlying coordinate system. Therefore, the angular terms in (4) must be substituted by an expression that only includes the variables shown in Figure 4. For instance, the angular term $\sin \left(\alpha_{1}\right)$ can be transformed into $\sin \left(\alpha_{1}\right)=\frac{w_{1}}{\sqrt{h_{1}{ }^{2}+w_{1}{ }^{2}}}$. If this is applied to all angles at both surfaces, the problem for both refraction points can be formulated in one equation:

$$
\binom{\binom{\sin \left(\alpha_{1}\right)}{\sin \left(\alpha_{2}\right)}}{\binom{\sin \left(\beta_{1}\right)}{\sin \left(\beta_{2}\right)}}-\binom{\binom{n_{2}}{n_{1}}}{\binom{n_{3}}{n_{2}}}=\overrightarrow{0} \Leftrightarrow\binom{\sqrt{1+\binom{h_{1}}{w_{1}}^{2}}}{\sqrt{1+\binom{h_{3}}{w_{3}}^{2}}} \cdot \frac{W-w_{1}-w_{3}}{\sqrt{\left(W-w_{1}-w_{3}\right)^{2}+{h_{2}}^{2}}}-\left(\begin{array}{c}
\left(\begin{array}{c}
n_{2} \\
n_{1} \\
n_{3} \\
n_{2}
\end{array}\right) \tag{5}
\end{array}\right)=\vec{F}(\Theta)=\overrightarrow{0},
$$

Here, we define $\Theta:=\left(w_{1}, w_{3}\right)^{T}$. If a set of parameters $\left(w_{1}, w_{3}\right)$ is found so that $\vec{F}(\Theta)=\overrightarrow{0}$, the problem is solved and the respective propagation paths $R_{1}$ to $R_{3}$ in (3) can be calculated. A mathematical method to solve this problem is presented in Appendix D.

## 3. Set-Up

The whole set-up consisted of three main components (see Figure 5a,b): the grate system, the optical camera system, and the MIMO radar system. The experimental rig was identical to the set-up used in Hilse et al. [28] and Rickelt et al. [29]. The set-up was inspired by industrial grate systems which are also cuboid. The grate was batch-operated, i.e., deliberately does not include feeding or discharge as in industrial systems to be able to examine vertical mixing and segregation effects independent from horizontal transport. The granular material of interest was placed on top of 15 vertically moving bars. The bars were made of aluminum and measured 21 mm in width, 340 mm in height, and 300 mm in depth. Each bar could be moved individually by a stepper motor. Note that for the present paper, the bars were not moving and formed a flat aluminum bottom wall. The optically transparent grate side walls formed an encasement, which had the inner dimensions of 300 mm in height, 320 mm in width, and 302 mm in depth. Referring to Figure 5a showing a top view, the left and right wall as well as the back wall had a thickness of 10 mm , while the front wall had a thickness of 15 mm . All the walls were made of polycarbonate (PC) with a relative permittivity of $\varepsilon_{\mathrm{r}}=2.57$, which was found by means of material characterization. This corresponds approximately to the literature value found in [30,31]. As bulk material, spherical polyoxymethylene (POM) particles of 10 mm diameter with a relative permittivity of $\varepsilon_{\mathrm{r}} \approx 2.7$, for more details see Section 4, were used. POM was taken here just as a model material commercially available as spheres of different sizes. This choice does not limit the generality of the approach as the principle can be transferred to materials which are of higher industrial interest, such as limestone or wood. The filling height was 250 mm which corresponded to ca. 28,000 POM particles. Note that the tracer particle in this study was a solid metal sphere with a diameter of 20 mm (reasons are detailed below). The alignment of the measuring devices, i.e., the antennas and the camera, was chosen as shown in Figure 5 to enable direct comparability of the results. Figure 5a shows the top view of the measurement set-up, with the rectangular grate system at the center and the
antennas and camera mounted on a circular bracket. Figure 5 b shows a three-dimensional sketch of the structure. Furthermore, the picture shows an example of the radar image plane as it would later be placed in the reactor for the imaging procedure.


Figure 5. (a) Top view of the measurement setup and (b) a three dimensional sketch of the structure.
For optical image analysis, a digital camera (Basler acA2040-55uu-Basler AG, Ahrensberg, Schleswig-Holstein, Germany with a resolution of $2048 \times 1536$ pixels was used. The camera was aligned with the front wall of the generic grate. The image area is illuminated by four spotlights. For the radar-based localization a set-up consisting of 6 antennas was employed. The antennas (QEH20E—RFspin s.r.o., Prague, Czech Republic) could be used in a frequency range from 1.5 GHz to 20 GHz and could be operated in a vertical and horizontal polarization. Therefore, the antennas allowed for emitting and also receiving an electromagnetic wave with an electric field component inside the plane of Figure 5a (horizontal polarization) and perpendicular to the plane (vertical polarization).

This is of great importance to performing transpolarising measurements, for example as when using transpolarising particles that influence the polarization of the radiated wave. However, in this work, we limited ourselves to detect metal spheres. Therefore, it was to be expected that both polarizations would result in the same marker response, whereby only one polarization has to be evaluated.

As can be seen in Figure 5b, the distribution of the antennas was such that there were always two antennas on top of each other in a vertical distance of 123 mm and three pairs of antennas were located on the circle bracket with a radius of 90 cm in an angle $90^{\circ}$. In order to be able to resolve a particle in three dimensions, it was necessary to arrange at least two antennas in height, as otherwise the marker particle could not be clearly localized in height. Since each antenna provided 2 ports for signal extraction, this configuration resulted in a total of 12 ports and 144 possible combinations to be measured for the six antennas.

As stated, the marker used in this paper was a solid metal sphere, i.e., it would show different movement behavior in an agitated bulk due to its different density (and size). However, as long as the envelope of the sphere has a sufficiently high conductivity, the interior can be chosen arbitrarily, since the fields cancel inside the sphere, whereby the interior does not contribute to wave reflection. The reason for this behavior lies in the fact that the metal surface completely reflects electromagnetic waves, so that only the outer surface is important for reflection. This also allows to use, for example, a hollow metal sphere and fill the sphere with a material of different density such that the total marker particle density can be adapted to the density of the surrounding granular assembly.

Another option would be to sputter a metallic layer of a few nm onto one of the bulk particles of interest. If surface friction is crucial, hollow bulk particles can be filled with resonant structures (and a substitute material to adjust particles mass) [32].

In our measurements, the marker was embedded in a bulk material consisting of POM spheres with a diameter of 10 mm and was therefore, larger than the particles. A further reduction of tracer diameter led to the fact that the received signal no longer separated from the noise floor and thus could not be recovered. From radar theory it is known that the reception power for a sphere is correlated with the sphere diameter, which means that the marker cannot be chosen arbitrarily small. One way to avoid this problem in the future work is to use transpolarising particles as those allow for an increase in the signal-to-noise ratio.

To ensure comparability with the optical measurements, the marker particle was located by hand at the front of the enclosure at the side of the camera as shown in Figure 5a. However, as there was no direct path between an antenna and the marker, this configuration also corresponded to a radar measurement in the interior of the reactor, because the wave must have propagated through the bulk material to reach a receiver, i.e., although the measurements in the present paper are restricted to particle location in a two-dimensional plane, this is not a limitation, because the imaging plane can be placed anywhere inside the reactor, enabling three dimensional localization. In fact, the presented backprojection algorithm is not limited to imaging in a two-dimensional plane, since the reconstruction can be performed at several points in space without any requirements for the distribution of these points. Therefore, imaging of a three-dimensional volume can be performed in the same way as described in Section 2.2.

The radar measurements were performed by means of a vector network analyzer (VNA) from Rohde and Schwarz (ZNB 8—Rohde \& Schwarz, Munich, Bavaria, Germany, which acted as an FMCW radar in this configuration. In general, the VNA emits a stepped frequency chirp signal but allows for application of the same signal processing as an FMCW radar. The VNA allows for generation of chirp signals in a frequency range from 10 MHz to 8.5 GHz , i.e., the bandwidth of the antennas cannot be fully utilized. The used VNA was a 2-port system, so only two antennas could be used by default. To ensure the control of all 6 antennas, the measurement set-up was extended by a switching matrix (ZN-Z84—Rohde \& Schwarz, Munich, Bavaria, Germany). The matrix switched the signals of the two-port system to a maximum of 24 possible ports and thus allowed for all transmission measurements to be carried out sequentially. To establish accurate measurements, a calibration matrix (ZN-Z154—Rohde \& Schwarz, Munich, Bavaria, Germany) was employed to calibrate the entire system up to the cable ends. The calibration process was automated and involved open, through, match, and short calibration standards. An image of the measurement set-up can be found in Figure 6.


Figure 6. Image of the measurement set-up containing the generic grate system, the antennas as well as the camera and the spotlights.

## 4. Measurement Procedure and Results

The measurements were intended to test the limits and accuracy of the radar-based measurement system utilizing the set-up from Section 3. As stated, the marker particle was placed at the reactor wall facing the camera to allow for an optical evaluation of the radar imaging.

The radar measurement routine started by recording an empty measurement of the particle-filled reactor without the marker particle. This was necessary to increase the signal-to-noise ratio by subtracting existing global reflections.

After recording the empty measurement, the positioning of the marker particle within the bulk material was performed manually. For each marker position shown in the results, five measurements were carried out to reduce the influence of disturbing noise generated by the measurement system itself. For each measurement, the emitted wave penetrated the medium, was reflected by the marker, and was received by all antennas. The algorithm shown in Section 2.2 allows for evaluation of both the reflection measurements between transmitter and particle and the transmission measurements to another receiving antenna. Measurements show, however, that the measurements in transmission provide a better dynamic, i.e., the particle reflection can be better separated. An evaluation of the direct reflections, therefore, led to a deterioration of the imaging results, which is why only the measurements in transmission are evaluated in the following section. A discussion on the determination of the bulk materials permittivity can be found in Appendix E.

For the given measurement setup, range compression and the backprojection algorithm can be applied, resulting in a complex image $\underline{I}(x, y)$ inside the imaging plane. For the given measurement situation, it can be assumed that the strongest reflection contained in the squared absolute value image $|\underline{I}(x, y)|^{2}$ can be assigned to the particle as we subtracted an empty measurement. Therefore, the coordinates of the particle position $\left(x_{\mathrm{p}}, y_{\mathrm{p}}\right)$ can be found as $\left(x_{\mathrm{p}}, y_{\mathrm{p}}\right)=\operatorname{argmax}|\underline{I}(x, y)|^{2}$. Figure 7 shows a summary of the signal processing chain. Here, the $N$ measurements of the marker particle are denoted by $s_{\mathrm{IF}, n}$, while the empty measurement is referred to as $\bar{s}_{\mathrm{IF}}$.


Figure 7. Signal processing chain for the $N$ input signals $s_{\mathrm{IF}, n}$ and the empty measurement $\overline{\mathrm{I}}_{\mathrm{IF}}$. The output for the experimental measurements is a tupel of coordinates $\left(x_{\mathrm{p}}, y_{\mathrm{p}}\right)$ in the imaging plane.

### 4.1. System Alignment

Before conducting measurements using the MIMO system, it was essential to perform a system alignment to ensure accurate particle localization. Note that the coordinate system for the radar imaging was spanned with respect to the centre of the measurement set-up. Furthermore, it was crucial to know the precise positions of the antennas relative to the reactor walls, as the value was used for backprojection and refraction compensation. To achieve this, cross-line lasers were employed to position the grate system precisely at the centre of the ring structure. This process guaranteed symmetrical alignment. However, it is important to note that the physical distance established with the reactor walls did not correspond to the exact measurement distance of the electromagnetic wave. The decisive factor for the distance between the antenna and the reactor wall was the distance with respect to the phase centre inside of the antenna. Since it was not feasible to directly measure the phase centre of the antenna, reference measurements were necessary. As such, in order to achieve an unambiguous reflection behaviour, the walls of the container were replaced by metallic plates for system alignment. In contrast to the PC reactor walls, the reflection at a metal plate can be clearly assigned to the surface, while the PC reactor walls
can be penetrated by the wave. By taking reflection measurements with all six antennas, the mean distance to the reactor walls was found as 0.484 m .

### 4.2. Optical Evaluation

The determination of the particle positions using the images of the digital camera was performed numerically in Matlab ${ }^{\circledR}$. First, the images were straightened using a digital grid and optical distortions were compensated. Furthermore, all images were cropped to the same image area, which in this case corresponded to the front wall of the generic grate. It had to be ensured that all image sections were scaled to the same dimension in pixels, as this formed the reference size for determining the position in the following. The routine used to identify particle positions by identifying the particle centres in digital images is presented in [27]. The coordinate origin was placed in the centre of the particle with the position M1 (see Figure 8). This resulted in relative particle coordinates of the tracer particle for each image. For the current system with resting particles, the optical determination of tracer particle position would not have been mandatory; measurement with a metering rule would be sufficient. However, it is a preparatory step for measurements of an agitated particle assembly in future work.


Figure 8. Marker particle positions as seen from the camera.

### 4.3. Measurement Results

In the following, a total of 11 different positions were recorded at different vertical and horizontal positions. Figure 8 shows the view of the reactor wall as seen from the camera with the corresponding marker positions. The following discussions refer to the labelling in Figure 8. The selected positions were focused on one half of the measurement area, since the measurement system was symmetrical. Figure 9 shows the results of the imaging process for all positions except the positions B1 and B2 at the top and bottom of the reactor. The results of the two positions are discussed separately in Section 4.4. In Figure 9, the left side shows the optical image provided by the camera, while the right side contains the reconstruction by the radar system normalized to the maximum value.

Before comparing the results for particle location quantitatively some explanations for the appearance of the radar images are given, focusing on position M1. The tracer particle was located in the centre position and can clearly be seen in the camera image. In the radar image, the location of the tracer particle corresponds to maximum intensity, indicated by the deep red colour. For clarity, the particle position is depicted by a black circle in the radar image. Visually, the particle position seems to be very similar in the camera image and the radar image. However, the radar image shows a 2 D colour scheme with some vertical stripes.


Figure 9. The left side shows the optical results provided by the camera, while the right side shows the reconstruction by the radar system using the backprojection algorithm. (a) Position H1, H2, M1, H3, H4. (b) Position P1, P2, M1, P3, P4.

Let us concentrate on the central stripe with the marker particle in its centre. This 2D pulse in the imaging plane is significantly wider than the marker particle and, furthermore, it can be noted that the 2D pulse is much wider in height than in width. This can be explained by the fact that the antennas were located in pairs on a ring, whereby the width was imaged by a circular aperture, while the height was computed by means of a linear aperture, since the antennas were arranged one above each other. As was shown in [33] for apertures in free space, the achievable resolution $\Delta_{\text {circ }}$ of a circular aperture can be found as $\Delta_{\text {circ }}=\frac{2 \cdot \pi}{2.4 \cdot \lambda_{c}}$, while the resolution of a linear aperture is $\Delta_{\text {lin }}=\frac{\lambda_{c} \cdot R}{2 \cdot L}$. Here, $\lambda_{c}$ denotes the wavelength at the center frequency of the chirp signal, $R$ denotes the distance between the aperture and the target, and $L$ is the length of the linear aperture that corresponds to the distance between the two antennas in our set-up. By forming the ratio of the two equations, we find $\Delta_{\text {lin }}=\frac{R}{L} \cdot \frac{\pi}{2.4} \cdot \Delta_{\text {circ }} \approx \frac{R}{L} \cdot 1.31 \cdot \Delta_{\text {circ }}$. For our set-up, we know that the distance between antenna and reactor is $R=0.484 \mathrm{~m}$, while the distance between the two antennas is $L=0.123 \mathrm{~m}$. Therefore, $\Delta_{\text {lin }}>\Delta_{\text {circ }}$ applies to our set-up, resulting in a widening of the pulse in height. For the results at position M1 in Figure 9, the resolution in height can be calculated as $\Delta_{\text {height }}=11.4 \mathrm{~cm}$, while the system provides a resolution of $\Delta_{\text {width }}=1 \mathrm{~cm}$ in width. This problem can be fixed by mounting more antennas in the vertical direction which will increase $L$ and can be easily realized for larger reactors. Since we localized a single particle, this problem was not relevant as we were only interested in the maximum value: the marker particle position. In addition to the widening of the reconstructed target, it can be seen that there is an increased amount of clutter in the image next to the actual reconstructed target. This can be attributed to the effects of an undersampled aperture and multiple reflections within the bulk material. The effect of undersampling is well known from the field of radar imaging in free space applications, for instance linear apertures require an antenna spacing of $\frac{\lambda_{\min }}{2}$, with the minimum wavelength $\lambda_{\text {min }}$ corresponding to the highest frequency. For a maximum frequency of 8.5 GHz , this results in an antenna spacing of approximately 1.76 cm . This is significantly smaller than the antenna spacing used in this work. If the required spacing is exceeded, this results in systematic artefacts
in the image. In Figure 9, the effect of undersampling is noticeable through further ghost targets next to the actual target, which are, however, less pronounced in their amplitude. Due to the asymmetric resolution of the system already discussed, these appear as vertical stripes superimposed on the actual target. The effect of multiple reflections on the other hand was already discussed previously in terms of the signal processing procedure in Appendix E. The particles used in this work do not behave completely homogeneously and therefore lead to multiple reflections which result in random background noise in the image. In the following, the localization by the optical evaluation and the radar system will be compared. Figure 9 depicts a good qualitative agreement between the position localised by radar and by the camera. Table 1 gives a quantitative comparison. The table shows the distances of particle displacements between each position in comparison to position M1 at the centre of the reactor. As can be seen, the positions found by the optical and radar-based evaluation are close to each other for the great majority of all results. The exception is position H4, which appears to be 2.98 cm below the true position of the marker. The reason for this can be found in the fact that the particle is located close to the metallic bottom wall of the reactor. From electromagnetic theory it can be shown that the wave impedance between two metallic aluminium objects deviates from the free space wave impedance and increases with decreasing distance. For this reason, the marker can no longer be assumed to be a spherical target for the electromagnetic wave. Reflections can, therefore, also occur between the sphere and the metal wall, causing a virtual shift of the particle position in the radar evaluation. Position H4 was therefore excluded from further consideration. For the other measurement points, the deviation in localized position in x-direction between the optical and radar-based evaluation is in the interval of $\Delta x \in[-0.31,0.13] \mathrm{cm}$, with a standard deviation of $\sigma_{x}=0.17 \mathrm{~cm}$. On the other hand, the localization error in y-dimension is in the range of $\Delta y \in[-1.33,1.49] \mathrm{cm}$ with a standard deviation of $\sigma_{y}=0.86 \mathrm{~cm}$.

Table 1. Particle displacements in comparison to position M1 for the optical evaluation with the camera and the radar system.

| Position | Particle Displacement (Optical <br> Evaluation) |  | Particle Displacement <br> (Radar-Based Evaluation) |  | Difference in Particle <br> Displacements |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | x in cm | $\mathbf{y ~ i n ~ c m ~}$ | $\mathbf{x}$ in cm | $\mathbf{y ~ i n ~ c m ~}$ | $\Delta x$ in cm | $\Delta y$ in cm |
| M1 | - | - | - | - | - | - |
| H1 | -0.09 | 8.16 | -0.21 | 9.65 | -0.13 | +1.49 |
| H2 | -0.22 | 4.49 | -0.53 | 4.6 | -0.31 | +0.11 |
| H3 | -0.18 | 3.51 | -0.21 | -3.23 | -0.03 | -0.28 |
| H4 | -0.49 | -7.3 | -0.63 | -10.72 | -0.14 | -2.98 |
| P1 | -15 | 0.25 | -14.87 | -1.52 | +0.13 | -1.33 |
| P2 | -7.7 | 0.38 | -7.59 | 0.35 | +0.11 | -0.03 |
| P3 | -7.89 | 3.73 | -8.13 | 4.34 | -0.24 | +0.61 |
| P4 | -15 | 7.59 | -14.87 | 7.53 | +0.13 | -0.06 |

Obviously, the localization by the radar system is worse in $y$-direction than in $x$ dimension. Here, the two positions H1 and P1 stand out, which show a deviation of +1.49 cm and -1.33 cm , respectively. However, it must be taken into consideration that a sphere with a diameter of 2 cm was used as marker. Ideally, the camera evaluates the centre point of the sphere, but for the radar the marker appeared as a spatially extended target, whereby deviations of up to the radius of 1 cm are acceptable. When the results are compared with existing methods, commercially available CT and MRI systems [34] with a spatial resolution of less than one millimetre are significantly better. However, they are not suitable for real-time particle tracking due to their long measurement times. Methods such as PEPT [35], RPT [36], and MPT [37] have a resolution in the range of $1-2 \mathrm{~mm}$ and are also real-time capable, but PEPT and RPT cannot be used in industrial facilities. MPT systems are competitive systems, but particle synthesis is much more complicated than in a radar-based approach. With regard to the resolution of the system, it was shown previously
that the resolution in the $y$-direction is worse by a factor of 11.4, due to the arrangement of the antennas. This causes a decrease in localization accuracy in the $y$-direction, as the generated pulse after the imaging procedure is flatter than in the x-direction, making it more vulnerable to misplacements of the maximum value. Again, since the imaging procedure can be applied to the entire reactor, this is a general result that can also be found for a three-dimensional reconstruction of the volume.

### 4.4. Localization Limitations

In the following, the results for the positions B1 and B2 at the top and bottom of the reactor will be discussed. Figure 10 shows the respective imaging results of the radar system on the right and the camera images on the left.


Figure 10. Imaging results for the case that the particle approaches the upper or lower bound of the bulk material. The left side shows the image recorded by the camera; the right side shows the reconstruction of the radar.

Figure 10 shows that the radar system does not allow for a clear localization of the marker for the positions B1 and B2. The radar proposes the marker at $(-4.7,6.5) \mathrm{cm}$ for position B1 and $(0,0) \mathrm{cm}$ for position B2, respectively. However, when compared with the camera pictures on the left, both positions are obviously wrong.

This can be explained by faulty assumptions in the signal processing procedure. For the range compression and backprojection, it was assumed that the marker was embedded in a homogeneous background material. This presupposes that there are no jumps in permittivity around the marker, i.e., that the marker lies in the middle of a certain volume that is completely filled with granulate. This assumption is not applicable for both positions as they are located at material boundaries. For instance, for the case of B1, there is only one layer of bulk material above the marker particle. For this, dielectric mixing formulas and the according assumptions for wave propagation are no longer valid. It is to be assumed that the wave propagates faster at the boundary than in the granular material, since air has a relative permittivity of $\varepsilon_{\mathrm{r}} \approx 1$ and, therefore, the velocity at the surface will be close to the speed of light. For B2, basically the same argument holds true as for position H4, as discussed in the previous section.

The results imply that zones at the top and bottom of the reactor cannot be imaged by the radar signal processing proposed in this work and we refer to this region as shaded regions. Those regions have to be treated separately in future work, for instance by modelling the wave propagation at the boundary numerically by means of full-wave simulations.

## 5. Conclusions

In this work, we have introduced a radar-based system featuring six antennas, which allow for localisation of resting spherical marker particles within a generic grate system filled with polyoxymethylene particles. The key features of this system include its compatibility with non-intrusive particle localization, even within complex reactor geometries, while providing impressive spatial resolution.

The antennas were arranged in three pairs on a ring with a distance of 60 cm to the polycarbonate reactor side walls. The position of the antenna pairs was shifted by $90^{\circ}$ in circumferential direction. Two antennas were always arranged on top of each other in order to obtain a spatial resolution in vertical direction. The measurements were carried out by applying the Frequency Modulated Continuous Wave principle using a vector network analyser as a signal source and a switching matrix for time multiplexing, whereby each channel was measured after another. To localize the marker particle inside the grate system, we introduced a radar imaging algorithm that enabled compensation for the wave refraction at the reactor walls and in the bulk material. Therefore, the proposed system is capable of localizing marker particles without mechanically interacting with the reactor walls, which allows the system to locate marker particles in reactors without disturbing the process inside. Finally, the system was evaluated by placing a metal sphere with a diameter of 20 mm in front of the reactors' transparent wall, which enabled an alignment with an optical measurement by a digital camera. The evaluation shows that the position of the marker particle can be determined with a standard deviation of $\sigma_{\text {vert }}=0.86 \mathrm{~cm}$ in the vertical direction and $\sigma_{\text {hor }}=0.17 \mathrm{~cm}$ in the horizontal direction, which is a promising result. However, it should be noted that the deviation in vertical direction can be improved for reactors with larger dimensions in vertical direction, since this allows to span larger apertures, improving spatial resolution. Compared to existing MIMO sensor concepts, this work successfully demonstrated the localization of markers in non-homogeneous granular media, even with significant undersampling and minimal hardware cost. We achieved effective three-dimensional imaging of the measurement area, paving the way for scalability to larger industrial plants. Furthermore, different regions of detection capability were identified. For future work this issue can be solved by modelling the propagation behavior of electromagnetic waves at material boundaries by means of full-wave simulations.

In future work, the goal is to track moving particles inside a granular assembly. Therefore, we will adapt the presented measurement principle. The measurements in the time-multiplex mode will be replaced by a parallel measurement of all receiving channels. The presented signal processing procedure can be also transferred to tracking applications in larger reactors without loss of accuracy as long as the number of antennas is scaled. To improve the accuracy in a tracking scenario, the method will be extended by applying, for instance, Kalman filters, which allow for a better estimation of the actual trajectory from the localised positions. The tracking system will then be applied to the generic grate system, which allows for mechanical agitation of the particle assembly. For this, the aluminum bars at the bottom will be replaced by bars made of plastic, to allow for a precise localization of the particles at the bottom of the grate.

In conclusion, our work opens up new possibilities for non-intrusive particle localization and tracking within complex granular assemblies. This technology has the potential to be used in various applications in mechanical process engineering, offering enhanced control and understanding of particle movement in industrial systems.
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## Abbreviations

## Latin Symbols

| Symbol | Unit | Denotation |
| :---: | :---: | :---: |
| B | [Hz] | bandwidth |
| c | [m/s] | wave velocity |
| $c_{0}$ | [m/s] | speed of light |
| $f$ | [Hz] | frequency |
| $h$ | [m] | vertical distance |
| $\underline{I}(x, y)$ |  | complex image |
| $J_{F}(\Theta)$ |  | Jacobian matrix |
| L | [m] | distance between two antennas |
| M |  | number of transmitters |
| $N$ |  | number of receivers |
| $n$ |  | refraction index |
| R | [m] | object distance |
| $R x$ |  | receiver |
| $s_{\text {Tx }}(t)$ |  | transmission signal |
| $s_{\text {Rx }}(t)$ |  | received signal |
| $s_{\text {IF }}(t)$ |  | intermediate frequency (IF-) signal |
| T | [s] | end of time interval |
| Tx |  | transmitter |
| W | [m] | horizontal distance between antenna and target |
| $w$ | [m] | variable |
| $x_{\text {p }}$ | [m] | particle position x -direction |
| $y_{p}$ | [m] | particle position y-direction |
| Greek Symbols |  |  |
| Symbol | Unit | Denotation |
| $\alpha$ | [rad] | angle of incidence |
| $\Delta$ | [m] | resolution |
| $\Delta_{\text {circ }}$ | [m] | circular aperture |
| $\Delta f$ | [Hz] | angular frequency |
| $\Delta_{\text {lin }}$ | [m] | linear aperture |
| $\varepsilon_{\mathrm{r}}$ |  | relative permittivity |
| $\lambda$ | [m] | wavelength |
| $\mu_{\mathrm{r}}$ |  | permeability |
| $\sigma$ |  | standard deviation |
| $\tau$ | [s] | the round-trip time |
| $\phi$ | [rad] | phase shift |


| Abbreviation | Denotation |
| :--- | :--- |
| MIMO | multiple-input multiple-output |

MRI magnetic resonance imaging
MPT magnetic particle tracking
PEPT positron emission particle tracking

FMCW frequency modulated continuous wave
RPT
radioactive particle tracking
POM polyoxymethylene
VNA vector network analyzer
LP low-pass filtered
IF intermediate frequency
PC polycarbonate

## Appendix A

In this work, we deal with an FMCW radar which emits a linear frequency modulated chirp signal with a certain bandwidth $B$ over a time period $T$. Therefore, the signal $s_{T x}(t)$ is chosen as a harmonic oscillation with a linear increasing frequency during the time interval $t \in[0, T]$. For a frequency varying in the interval $f \in\left[f_{\min }, f_{\max }\right]$, one can formulate a simple linear correlation between time $t$ and frequency $f(t)$ as follows:

$$
\begin{equation*}
f(t)=f_{\min }+B \frac{t}{T}, \forall t \in[0, T], \tag{A1}
\end{equation*}
$$

Subsequently, the transmitted signal is found by calculating the phase $\phi(t)$ of the emitted wave and inserting the phase term into a harmonic oscillation. The phase can be derived from the known relationship between frequency and phase as $\phi(t)=\int_{0}^{t} f\left(t^{\prime}\right) d t^{\prime}=f_{\min } t+$ $B \frac{t^{2}}{2 T}+\phi_{0}$ and the emitted high frequency signal is $s_{\mathrm{Tx}}(t)=a \cdot \cos (2 \pi \phi(t))$. Here, $a$ denotes an amplitude value that depends on the power the system can provide. However, since the amplitude of the emitted signal is not of interest for the general signal processing, it will be neglected in the following.

Regarding Figure 1, the emitted wave propagates in free space with the speed of light $c_{0}$ and hits the target at distance $R$. The target leads to a reflection of the wave and the reflected wave is recorded at the same antenna as in the transmitting case. This leads to a received signal, which is detected with a time delay of $\tau=\frac{2 R}{c_{0}}$, whereby the received signal states as $s_{\mathrm{Rx}}(t)=\cos (2 \pi \phi(t-\tau))$.


Figure A1. Time dependent frequency profile of the emitted and received wave, respectively.
Figure A1 shows the profile of the frequency over time, starting at a minimum frequency $f(0)=f_{\min }$ and approaching the maximum value $f(T)=f_{\max }$ with $f_{\max }-f_{\min }$ being the bandwidth $B$. Here, the blue path represents the frequency of the emitted signal and the green path denotes the received signal. Obviously, the blue signal is shifted by a delay $\tau$. It shows that the system converts the time delay of the signals into a frequency difference $\Delta f$. By applying the intercept theorem, one finds the relationship $\frac{\Delta f}{B}=\frac{\tau}{T}$. Therefore, the time delay $\tau$ can be determined unambiguously by finding the intermediate frequency $\Delta f$. In practice, this is realized by multiplying the time domain signals $s_{\mathrm{Tx}}(t)$ and $s_{R x}(t)$. From Fourier theory, it is known that a multiplication in time domain leads to a shift in frequency domain. Assuming two cosine-shaped signals with a frequency of $f$ and multiply them by each other, the following relationship is valid:

$$
\begin{equation*}
\cos \left(2 \pi f_{1} t\right) \cdot \cos \left(2 \pi f_{2} t\right)=\cos \left(2 \pi\left(f_{1}+f_{2}\right) t\right)+\cos \left(2 \pi\left(f_{1}-f_{2}\right) t\right) \tag{A2}
\end{equation*}
$$

Therefore, a multiplication of the emitted and received signal in the mixer and suppressing the sum frequency with a low-pass filter produces a signal with a constant fre-
quency $\Delta f=f_{1}-f_{2}$. Recalling the found formulas for the received signal and the emitted signal and focusing on the lower band selected by the LP, the intermediate frequency signal can be found as

$$
\begin{equation*}
s_{\mathrm{IF}}(t)=\cos (2 \pi \Delta f \cdot t+\phi(t)), \forall t \in[0, T] \tag{A3}
\end{equation*}
$$

## Appendix B

In general, an FMCW radar is capable of detecting multiple targets. However, as already stated, the resolution of a radar is limited by its bandwidth $B$. The intermediate frequency signal $s_{\mathrm{IF}}(t)$ provides only a limited extension in time and frequency. This corresponds to a multiplication of an infinitely long signal with a rectangular function of length $T$. As it is known from theory, the Fourier transformation of a harmonic oscillation corresponds to an infinitely small pulse in frequency domain. However, it can be shown that the symmetrical defined rectangle function of length $T$ transforms as $\mathcal{F}\left\{\operatorname{rect}\left(\frac{t}{T}\right)\right\}(f)=$ $T \cdot \operatorname{sinc}(T f)$. Therefore, applying the Fourier transform on $s_{\text {IF }}(t)$ leads to sinc-pulses with a finite pulse width, limiting the resolution of the system at which two targets can be separated unambiguously. In fact, it can be shown that the sinc-pulses tend to smear when the spatial distance between the targets drops under a value of $\Delta R=\frac{c_{0}}{2 B}$.

## Appendix C

The general procedure of the imaging problem is shown in Figure A2 for a total of $M$ transmitters and $N$ receivers.


Figure A2. Procedure of the backprojection algorithm for a total of $M$ transmitters, $N$ receivers and L pixels.

As the input, the algorithm requires the range-compressed signals $S$ as well as the antenna positions. In the first step, a 2D-grid $I$ with a total of $L$ pixels is formed, where each pixel is assigned to a certain position in space. Afterwards, one must iterate over the transmitting and receiving antennas, to account for each possible combination of antennas. In the given procedure, the first loop iterates over the $M$ transmitters. For each transmitter, the second inner loop iterates over the $N$ receiver positions and the third loop accounts for the $L$ pixels. In the main part, the distance between the $l$-th pixel and the $m$-th transmitter or $n$-th receiver is calculated, which is denoted as $R_{\mathrm{tr}, 1}$ or $R_{\mathrm{tr}, 2}$, in reference to Figure 2. If these values are found, the overall distance is $R=R_{\mathrm{tr}, 1}+R_{\mathrm{tr}, 2}$ and the value in the rangecompressed signal $S$ associated with the pixel is found by $S(R)$. The range-compressed signal is complex valued and therefore, to compensate for the phase shift, the found value must be multiplied with the complex conjugate $e^{-j 2 \pi f_{\min } \frac{R}{c}}$. The algorithm ends after
repeating the procedure for all possible combinations of receivers and transmitters. The output is a complex-valued image, where the coordinates of the pixels are known due to the calculation.

## Appendix D

The problem in (5) cannot be solved analytically, however, the solution for this type of problem can be effectively approximated using Newton's Iteration. For this, the Jacobian matrix $J_{F}(\Theta)$ is required that can be found by differentiation of (5). In the following, only the solution for $J_{F}(\Theta)$ is shown, a derivation is omitted here.

$$
\begin{align*}
J_{F, 1}(\Theta)=\frac{w_{1}+w_{3}-W}{\sqrt{\left(W-w_{1}-w_{3}\right)^{2}+h_{2}^{2}}} \cdot\left(\begin{array}{cc}
w_{1}^{-3}\left(1+\left(\frac{h_{1}}{w_{1}}\right)^{2}\right)^{-\frac{1}{2}} & 0 \\
0 & w_{3}^{-3}\left(1+\left(\frac{h_{3}}{w_{3}}\right)^{2}\right)^{-\frac{1}{2}}
\end{array}\right)  \tag{A4}\\
J_{F, 2}(\Theta)=\left(\begin{array}{cc}
\left.\frac{\left(W-w_{1}-w_{3}\right)}{\left(\left(W-w_{1}-w_{3}\right)^{2}+h_{2}^{2}\right)^{\frac{3}{2}}}-\frac{1}{\left(\left(W-w_{1}-w_{3}\right)+h_{2}^{2}\right)^{\frac{1}{2}}}\right) \\
& \cdot\left(\begin{array}{ll}
\sqrt{1+\left(\frac{h_{1}}{w_{1}}\right)^{2}} & \sqrt{1+\left(\frac{h_{1}}{w_{1}}\right)^{2}} \\
\sqrt{1+\left(\frac{h_{3}}{w_{3}}\right)^{2}} & \left.\sqrt{1+\left(\frac{h_{3}}{w_{3}}\right)^{2}}\right)
\end{array}\right) \\
J_{F}(\Theta)=J_{F, 1}(\Theta)+J_{F, 2}(\Theta)
\end{array}\right.
\end{align*}
$$

With the function $\vec{F}(\Theta)$ and the Jacobian matrix $J_{F}(\Theta)$ known, the iteration rule of the Newton method states as

$$
\begin{equation*}
\Theta_{n+1}=\Theta_{n}-J_{F}\left(\Theta_{n}\right)^{-1} \cdot \vec{F}\left(\Theta_{n}\right) \tag{A7}
\end{equation*}
$$

The presented method will converge to the root of (5) until a certain criterion for convergence is met. For instance, one can define an acceptable residual error $e$. From the definition of convergence, there exists an $N$, so that $\left\|\Theta_{n+1}-\Theta_{n}\right\|_{2}<e \forall n>N$.

## Appendix E

Inverting a measurement to receive range information requires an accurate modelling of the wave propagation. In Section 2, the assumption was that the wave propagates in a homogeneous material with a well-defined relative permittivity. However, in the given problem setting, the material is not a continuum but consists of spherical particles. For the case of inhomogeneous materials, it was shown in [38] that media consisting of a material with small inclusions behave like a continuum, with an effective permittivity given by dielectric mixing models. However, mixing equations are only valid as long as particles are small against the wavelength. For the given measurement set-up and a particle size of 10 mm , it must be assumed that the material behaves inhomogeneously, especially for the high frequency components of the emitted frequency ramp, whereby reflections occur within the medium. Therefore, it can be assumed that the bulk material offers a constant propagation speed on average, but the surrounding bulk material cannot be assumed to be completely homogeneous, leading to clutter in the processed images. For the given granular material, the effective permittivity for signal processing was found as $\varepsilon_{\mathrm{r}, \mathrm{p}}=2.05$ and therefore, the velocity of the wave can be assumed as $c=\frac{c_{0}}{\sqrt{\varepsilon_{r, p}}}$ inside the bulk material. Since the permittivity of the reactor wall was already found as $\varepsilon_{r}=2.57$ and all geometrical properties of the system are known, the round-trip time of a wave propagating from the antenna in free space to the particle inside the reactor can be calculated by Equation (5) and the numerical method in Appendix D.
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