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Abstract: Both anthropogenic and natural sources of pollution are regionally significant. Therefore,
in order to monitor and protect the quality of Langat River from deterioration, we use Artificial
Intelligence (AI) to model the river water quality. This study has applied several machine learning
models (two support vector machines (SVMs), six regression models, and artificial neural network
(ANN)) to predict total suspended solids (TSS), total solids (TS), and dissolved solids (DS)) in Langat
River, Malaysia. All of the models have been assessed using root mean square error (RMSE), mean
square error (MSE) as well as the determination of coefficient (R2). Based on the model performance
metrics, the ANN model outperformed all models, while the GPR and SVM models exhibited
the characteristic of over-fitting. The remaining machine learning models exhibited fair to poor
performances. Although there are a few researches conducted to predict TDS using ANN, however,
there are less to no research conducted to predict TS and TSS in Langat River. Therefore, this is the
first study to evaluate the water quality (TSS, TS, and DS) of Langat River using the aforementioned
models (especially SVM and the six regression models).

Keywords: river; water quality parameters; regression models; ANN; SVM

1. Introduction

River water is one of the prime natural resources that are vital for living beings,
especially humans. River water is also considered one of the resources that is at risk even
though it is essential for one’s life [1]. This is due to the fact that it is also being exploited for
several purposes such as electric power generation, agriculture, irrigation, industrialization,
and recreation [2–4]. Consequently, the quality of the river will deteriorate and bring harm
to the people as well as to the surrounding environment because the contamination occurred
either from human activities such as the discharge of effluents from chemical, toxic, and
human waste [5] or natural sources of pollution, namely flood and landslides. Therefore,
to guarantee that high-quality water is available to be utilized for sundry purposes, it is
requisite to have the river water quality is controlled [6].

In the past decades, conventional and statistical techniques that involved in the
collection and evaluation of raw data manually have been applied to assess water quality [7].
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However, the approaches are time-consuming, expensive, and require a labor-intensive
procedure that needed a specialized measuring tool [8,9]. Recently, the usage of Artificial
Intelligence (AI) in predicting the river water quality is no more outlandish as AI able to
help monitor the condition of the river efficiently compared to statistical and conventional
techniques of lab testing [10]. Moreover, AI approaches have been explored by researchers
and scholars all around the world and AI has shown great capability in monitoring and
forecasting the water quality [11]. Machine learning, as a part of AI has been widely applied
in the various fields, especially in hydrology. According to Moubayed [12], there are four
types of machine learning algorithms viz. reinforcement learning, unsupervised learning,
semi-supervised learning, and supervised learning algorithms. In addition, a supervised
learning algorithm is known when a machine learning algorithm obtains the target pattern
and the feature vector as an input to develop a model. The developed model can be applied
to determine the latest patterns and set output to the model [13].

There are several studies that have utilized machine learning models to predict water
quality parameters. For instance, a study conducted by Niroobakhsh et al. [14] have
developed two different artificial neural network (ANN) models to predict total dissolved
solids (TDS) for Jajrood River in Iran. The type of ANN models used were radial basis
function (RBF) and a multilayer perceptron (MLP). Two evaluation metrics (i.e., R2 and
RMSE) were used to evaluate the performance of the model. Based on the study conducted,
the authors concluded that RBF model performed better than the developed MLP model,
where the values of R2 were 0.9362 compared to MLP model that achieved R2 = 0.8968.
Furthermore, Talib and Amat [15] proposed an ANN model to forecast chemical oxygen
demand (COD) concentration for Dondang River in Penang, Malaysia. A total of nine
water quality parameters i.e., phosphate, temperature, nitrate, biochemical oxygen demand
(BOD), total solids (TS), dissolved solids (DO), suspended solids, pH, and ammonia were
used as input parameters for the modeling. From the results obtained, the developed ANN
model has obtained R2 and R values of 0.83 and 0.94, respectively.

On the other hand, Najah et al. [16] have developed several machine learning models
such as ensemble ANN, MLP-ANN, and also support vector machine (SVM) models to
predict three water quality parameters (i.e., BOD, DO, and COD) in Johor River, Malaysia.
From the study, the authors concluded that SVM model with five input parameters outper-
formed the other developed models by having the mean square error (MSE) and correlation
of efficiency (CE) values of 0.07 and 0.95, 0.07 and 0.91, and also 0.12 and 0.93 for COD, BOD,
and DO predictions, respectively. Moreover, Zhou et al. [17] predict the sulphate content of
lakes in China using different Kernel functions of Gaussian process regression (GPR) model,
such as Matern 5/2, rational quadratic, squared exponential, and exponential functions.
The authors also tested several machine learning models (i.e., support vector regression
models, bagging tree model, boosted tree model, and decision tree model) and compare the
mentioned models with the GPR models. According to the study, the authors concluded
that exponential GPR model outperformed other models, where the values of RMSE, R2,
and mean absolute error (MAE) obtained were 7.269, 0.72, and 5.046, respectively.

Other previous studies such as [9] and [18] also applied machine learning models
and have successfully predicted the water quality parameters with high accuracy. Thus,
it has shown that machine learning models are suitable in predicting river water quality
parameters with high degree of robustness and accuracy. Therefore, this study aims to
predict DS, TS, and TSS of Langat River, Malaysia by using nine different machine learning
models i.e., six different regression models, two SVMs, and an ANN model. In order to
determine the best and optimum machine learning model in predicting the aforementioned
water quality parameters, the outcomes of the models were compared. This study also
able to contribute in monitoring the water quality of Langat River as there are less to none
research that have predicted TS and TSS of Langat River. Hence, this is the first study
to evaluate the water quality (TSS, TS, and DS) of Langat River using machine learning
models (especially using SVM and the six regression models).
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The study area and the methodology are explained in the next section. The results of
the study and the discussion regarding the results of the models are discussed in Section 3.
Lastly, the conclusion of the study is provided in Section 4.

2. Methodology
2.1. Study Area

The study area chosen for the study was the Langat River in Malaysia. Langat River is
located in the State of Selangor and it originated from the peak of Mount Nuang (Gunung
Nuang). From there, the river flows southward towards the Straits of Malacca [19,20]. In
addition, The Langat River basin is the second biggest basin in the State of Selangor, where
it has an approximate catchment area of 1815 km2 and is 141 km long [21,22].

The daily historical data of 24 water quality parameters (Station No. 2917601) which
spans from January 1891 until March 2019 have been obtained from the Department of
Irrigation and Drainage (DID), Malaysia [23]. The historical data yields 161 available
data points for each parameters. BOD5, potassium, manganese, iron, phosphate, sulphate,
silica, chemicals, magnesium, TS, DS, solids, chloride, fluoride, ammonia, nitrate, sodium,
pH, colour, turbidity, conductivity, hardness, alkalinity, and calcium, including TSS that
is calculated by Equation (1) are the 25 water quality parameters used as inputs for the
modeling.

Total suspended solid = Total solids − Total dissolved solids (1)

The unit for TSS, TS, and TDS in the equation is mg/L [24]. In addition, the statistical
analysis for water quality parameters based on the raw data is shown in Table 1 and
Figure 1.
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Due to the tremendous development being built along the Langat River Basin, the
river has experienced several flood incidents within the basin [22,25]. Therefore, total
suspended solids (mg/L), dissolved solids (mg/L × 10), and total solids (TS) were the
chosen parameters to be predicted in the study.
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Table 1. The statistical analysis for water quality parameters based on the raw data.

Variable Median IQR

Conductivity (µs/cm) 150 99

Alkalinity (mg/L × 100) 3600 2350

Hardness 44 30

Magnesium (mg/L × 10) 10 5

Total suspended solid (mg/L) 266.81 165.92

Fluoride (mg/L × 100) 30 12

Nitrate (mg/L × 100) 710 1035

Silica (mg/L × 100) 1500 800

Potassium (mg/L × 10) 46.5 21.25

Iron (mg/L × 10) 34.5 28.5

Chemical (mg/L × 100) 2850 2100

pH (pH × 10) 65 5

Colour (Hazen) 30 50

Turbidity (Fullers × 10) 750 1320

Calcium (mg/L × 10) 160 115.5

Total solid (mg/L) 284 154

Dissolved solid (mg/L × 100) 94 71

Chloride (mg/L × 10) 82 55

Ammonia (mg/L × 100) 160 228

Phosphate (mg/L × 100) 10 0

Solids (mg/L) 158 134

Sulphate (mg/L × 10) 130 97.75

Manganese (mg/L × 100) 12 11

Sodium (mg/L × 100) 920 650

BOD5day (mg/L × 100) 3 6

2.2. Data Pre-Processing

The historical data were cleaned and pre-processed before being used as inputs in
the modelings. According to Chen et al. [26], the practice of directly erasing the missing
data is not recommended even though most researchers have applied it in their research.
Therefore, in this study, the missing values from the data have been cleaned by replacing
the missing values with a constant value (zero value) since the data obtained are limited.
Although zero is known as a meaningless value, but according to Chollet [27], to insert
missing values as zero are acceptable (i.e., with neural networks). The model will ignore the
zero values since it has been trained that zero values are equal to missing data [27]. Thus,
zero values have no effect on the neural network, since it cancels the corresponding weight
after multiplication. However, due to limited data obtained, zero values are important to
preserve the time series of the data.

Then, the data have been normalized in the range between 0 and 1 since few data have
a high value which may give errors in the modeling. Next, the data have been divided into
three where 70% of data was used for the training set, 15% of data was used for the testing
set, and the remaining 15% for the validation set. MATLAB 2020b has been used to develop
all models.
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2.3. Models Development

The regression models used in the study were fine tree, medium tree, boosted tree,
bagged tree, rational quadratic GPR, and lastly, exponential GPR models. The aforemen-
tioned models have been developed in MATLAB using Regression Learner Application
and therefore, the models have been grouped as the regression models. Moreover, cross-
validation factors were applied in the modeling and have been set to 10-folds.

Furthermore, two SVM models namely fine Gaussian SVM and medium Gaussian
SVM were also applied in the study. SVM is known as kernel-based AI model as it consists
of a kernel function, regression model complexity, and also regularization [28]. Both of
the SVM models have been developed using Regression Learner Application. The cross-
validation factors for the SVM models have also been set to 10-folds.

As for the artificial neural network (ANN) model, it was developed using Neural
Network Fitting app in MATLAB and a two-layer feed forward network with two different
transfer functions were used, where the sigmoid transfer function was applied in the
hidden neurons while the linear transfer function was applied at the output neurons. The
number of hidden neurons has been set to 1, 5, and 10, however, the ANN model with
10 hidden neurons exhibited the best performance. Thus, 10 hidden neurons have been
chosen in the study. Moreover, the ANN model was trained by Levenberg-Marquardt
backpropagation algorithm. The architecture of the ANN model is shown in Figure 2 while
Table 2, shows the criteria selected for all models for the water quality prediction.
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Table 2. The criteria selected for the water quality parameters modeling for all models.

Type of Model Parameters Default Value

Regression Tree
Minimum leaf size: 4-Fine Tree Model

Regression Tree
Minimum leaf size: 12-Medium Tree Model

Ensemble Tree
-Boosted Tree Model

Minimum leaf size: 8
Number of learners: 30
Learning rate: 0.1

Ensemble Tree Minimum leaf size: 8
-Bagged Tree Model Number of learners: 30

Gaussian Process Regression Basis function: Constant
-Exponential GPR Kernel function: Exponential

Gaussian Process Regression Basis function: Constant
-Rational Quadratic GPR Kernel function: Rational quadratic

Artificial Neural Network
Training algorithm: Levenberg-Marquardt
Epoch: 0–100 epochs

Support Vector Machine Kernel function: Gaussian
-Fine Gaussian SVM Kernel scale: 1.2

Support Vector Machine Kernel function: Gaussian
-Medium Gaussian SVM Kernel scale: 4.9
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2.4. Model Performance Evaluation

Root mean square error (RMSE), mean square error (MSE), and determination of coef-
ficient (R2) were the statistical indicators used to assess the performance of the developed
models. The indicators are defined as follows [24,29]:

MSE =
1
n ∑

(
y′ − y

)2 (2)

RMSE =

√
1
n ∑(y′ − y)2 (3)

R2 =

 n(∑ yy′)− (∑ y)(∑ y′)√[
n ∑ y2 − (∑ y)2

][
n ∑ y′2 − (∑ y′)2

]
 2 (4)

where y is the observed value, and y′ is the predicted value. The n is defined as the number
of data samples.

3. Results and Discussion

Table 3 shows the prediction analysis for all models in the testing dataset. Based on
the table the ANN model has outperformed all models by obtaining high values of R2

which were 0.9988, 0.9835, and 0.9880 in predicting TSS, DS, and TS, respectively. The
ANN model also achieved low values of RMSE and MSE in predicting the water quality
parameters. Thus, it has been shown that the ANN model has predicted the parameters
accurately compared to the regression and SVM models. In the test dataset, fine Gaussian
SVM and medium tree model were the worst models for predicting the parameters.

Table 3. Prediction analysis of all parameters (testing dataset).

Parameters Type of Models R2 MSE RMSE

TSS (mg/L)

Fine Tree 0.8200 0.0004 0.0195

Medium Tree 0.0000 0.0021 0.0462

Boosted Tree 0.8100 0.0004 0.0203

Bagged Tree 0.7000 0.0006 0.0254

Rational Quadratic GPR 0.9600 7.6799 × 10−5 0.0088

Exponential GPR 0.7200 0.0006 0.0243

Fine Gaussian SVM 0.0000 0.0021 0.0461

Medium Gaussian SVM 0.4900 0.0011 0.0328

Artificial Neural Network 0.9988 2.7904 × 10−5 5.2824 × 10−3

DS (mg/L × 100)

Fine Tree 0.5400 2.5927 × 10−6 0.0016

Medium Tree 0.0000 5.6248 × 10−6 0.0024

Boosted Tree 0.5400 2.5839 × 10−6 0.0016

Bagged Tree 0.4700 2.9763 × 10−6 0.0017

Rational Quadratic GPR 0.6200 2.1625 × 10−6 0.0015

Exponential GPR 0.4400 3.1423 × 10−6 0.0018

Fine Gaussian SVM 0.0500 5.3231 × 10−6 0.0023

Medium Gaussian SVM 0.2800 4.0532 × 10−6 0.0020

Artificial Neural Network 0.9835 6.2799 × 10−8 2.5060 × 10−9
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Table 3. Cont.

Parameters Type of Models R2 MSE RMSE

TS (mg/L)

Fine Tree 0.7800 0.0005 0.0213

Medium Tree 0.0000 0.0021 0.0457

Boosted Tree 0.8200 0.0004 0.0193

Bagged Tree 0.5700 0.0009 0.0299

Rational Quadratic GPR 0.9600 8.5497 × 10−5 0.0092

Exponential GPR 0.7500 0.0005 0.0228

Fine Gaussian SVM 0.0000 0.0021 0.0456

Medium Gaussian SVM 0.5400 0.0010 0.0319

Artificial Neural Network 0.9880 0.8484 × 10−5 5.3370 × 10−3

The prediction analysis for all models in the overall datasets is shown in Table 4. From
the table, it showed that rational quadratic GPR model has achieved the highest values
of R2 (1.00) in predicting TSS, DS, and TS. On the other hand, the rest of the models have
exhibited good to fair performances in predicting the water quality parameters, where
the values of R2 > 0.61 for all three predictions, MSE < 0.02, and RMSE < 0.20. However,
fine Gaussian SVM model has showed poor performance by having R2 < 0.20, and higher
values of RMSE and MSE than the other machine learning models in predicting TSS and
TS. For DS prediction, medium Gaussian SVM achieved the lowest R2 value (−0.03) and
the highest RMSE and MSE values. In addition, Figure 3 shows the scatter plots for ANN
model based on the respective water quality parameters.

Table 4. Prediction analysis of all parameters (overall dataset).

Parameters Type of Models R2 MSE RMSE

TSS (mg/L)

Fine Tree 0.9200 0.0017 0.0418

Medium Tree 0.8100 0.0042 0.0649

Boosted Tree 0.9200 0.0018 0.0429

Bagged Tree 0.8600 0.0031 0.0556

Rational Quadratic GPR 1.00 3.2522 × 10−7 0.0006

Exponential GPR 0.9500 0.0012 0.0350

Fine Gaussian SVM 0.1600 0.0189 0.1376

Medium Gaussian SVM 0.6100 0.0088 0.0937

Artificial Neural Network 0.9998 4.1676 × 10−6 0.0020

DS (mg/L × 100)

Fine Tree 0.7500 0.0040 0.0636

Medium Tree 0.5800 0.0063 0.0826

Boosted Tree 0.7900 0.0035 0.0590

Bagged Tree 0.5700 0.0069 0.0832

Rational Quadratic GPR 1.00 4.8138 × 10−8 0.0002

Exponential GPR 0.9000 0.0017 0.0411

Fine Gaussian SVM 0.7500 0.0040 0.0636

Medium Gaussian SVM −0.0300 0.0167 0.1292

Artificial Neural Network 0.9953 0.0001 0.0104
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Table 4. Cont.

Parameters Type of Models R2 MSE RMSE

TS (mg/L)

Fine Tree 0.9200 0.0017 0.0409

Medium Tree 0.8300 0.0037 0.0605

Boosted Tree 0.9300 0.0016 0.0395

Bagged Tree 0.8600 0.0030 0.0546

Rational Quadratic GPR 1.00 3.118 × 10−7 0.0006

Exponential GPR 0.9400 0.0013 0.0358

Fine Gaussian SVM 0.1800 0.0177 0.1331

Medium Gaussian SVM 0.6300 0.0080 0.0895

Artificial Neural Network 0.9970 6.5419 × 10−5 0.0081
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Comparisons between Regression, SVM, and ANN models

Based on Tables 3 and 4, ANN model has proven to be good in predicting TS, TSS,
and DS with high degree of accuracy and robustness by obtaining high values of R2 and
lower values of RMSE and MSE. Moreover, rational quadratic GPR model also exhibited
similar performance, however, over-fitting might occurred during modeling since the
model obtained R2 = 1.00 for overall datasets in all three predictions. A research conducted
by Zhou et al. [17] also used GPR models to predict water quality parameters, but it does
not achieved results that is too perfect like the one obtained in this study. Similarly, the
SVM models also did not performed well as it always exhibited poor performances. Past
researches done by Najah et al. [16] and also several studies performed by [30] and [31]
have proven that SVM model able to predict many kinds of water quality parameters.
Contrary, the developed SVM models in this study did not achieved the same outcome.
The reason was probably that SVM model is much suitable to be used to identify subtle
patterns in a complex datasets [32] or it is because SVM model performed too well in a small
datasets. Therefore, it can be concluded that ANN models were stable in forecasting the
water quality parameters. In addition, fine tree, boosted tree, bagged tree, and exponential
GPR models also able to be used to predict TSS, TS, and DS in Langat River.

4. Conclusions

This study has used nine different machine learning models, which consist of six
regression models, two support vector machine models, and one artificial neural network
model to predict dissolved solids (DS), total solids (TS), and total suspended solids (TSS)
in Langat River, Malaysia. A total number of 25 water quality parameters that have been
retrieved from the Department of Irrigation and Drainage (DID) have been applied as
inputs in the modelling. Furthermore, ANN and rational quadratic GPR models turn out to
be excellent in predicting TS, DS, and TSS as the models successfully achieved high accuracy
and low errors but, the GPR model exhibited the characteristic of over-fitting since this
study used small datasets. Similarly, SVM models also obtained poor accuracy in predicting
the water quality parameters and over-fitting might occurred in the modeling. As for the
remaining models, the models have shown fair to poor performances in predicting the
water quality parameters. Therefore, ANN model was the best machine learning model
in predicting DS, TSS, and TS of Langat River. Lastly, future research can be conducted to
overcome this problem by changing the type of kernel function used for SVM and GPR
models, or applying more complex datasets for the modeling.
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