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Abstract: Permanent magnet synchronous motor (PMSM) is a multi-variable, strongly coupled,
nonlinear complex system. It is usually difficult to establish an accurate mathematical model,
and the introduction of new complex algorithms will increase the difficulty of embedded code
development. In order to solve this problem, we establish the characteristic model of permanent
magnet synchronous motor in this paper, and the speed control scheme of the linear golden-section
adaptive control and integral compensation, which is adopted. Finally, using the model-based design
(MBD) method, how to build the simulink embedded code automatic generation model is introduced
in detail, and then we complete the PMSM speed control physical verification experiment. Simulation
and experimental results show that compared with traditional proportional-integral-derivative
(PID) control, the speed control accuracy of PMSM is improved about 3.8 times. Meanwhile, the
development method based on the model design can increase the PMSM control system physical
verification, and then improve the development efficiency.

Keywords: permanent magnet synchronous motor; characteristic model; linear golden-section
adaptive control; model-based design

1. Introduction

Permanent magnet synchronous motor (PMSM) has been widely used in automotive,
aerospace, and other fields in recent years due to its small size, light weight, and high
power density [1]. Because PMSM is a nonlinear, multi-variable, strongly coupled system,
coupled with factors such as the parameter changes during operation, it is difficult to
establish an accurate mathematical model. Therefore, in recent years the control of PMSM
has also become a hot research topic.

Direct torque control (DTC) and field-oriented control (FOC) are the most common ba-
sic methods at present for PMSM. The vector control system adopts traditional proportional-
integral (PI) control, which has a simple model and is easy to implement. Currently, it
is widely used in PMSM. However, traditional PI control cannot solve the contradiction
between overshoot and rapidity, and it is easily affected by parameter changes [2,3]. In
response to this problem, based on the vector control, there are a series of modern control
methods of PMSM. For example, the sliding-model variable structure control using the
sliding mode control is insensitive to parameters and has a fast response speed. These
two advantages improve the dynamic characteristics of the PMSM [4,5] but the control
accuracy is not too high due to the existence of chattering interval. Compared with the
traditional PI control, the proportional resonance control eliminates the coupling between
the d and q axis components, and the system implementation is more simple [6], but it still
cannot solve the contradiction between overshoot and rapidity. Fuzzy control does not
require an accurate mathematical model and has strong robustness [7,8], but it relies more
on control experience and expert knowledge. Although model predictive control and active
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disturbance rejection control can improve the speed control accuracy and dynamic perfor-
mance of the system [9–12], the algorithms are complex and not easy to implement quickly.
In [13], a backstepping sliding mode control based on a recurrent radial basis function
network (RBFN) for a PMSM is presented, with a novel combination of the backstepping
method and sliding mode control, eliminating the chattering effectively without losing the
precision. In [14], an online PID parameter adjustment control, combining model predictive
control and on-line fuzzy rule adjustment, is proposed. DTC is another common control
method for PMSM, but it has its drawbacks with the problem of large torque pulsation
particularly evident. In [15], a new DB-DTFC algorithm to solve the stator reference voltage
in a stator-flux-oriented coordinate system is proposed. In [16], an analytical motor model
taking the spatial harmonics and magnetic saturation characteristics of PMSM into account
by reconstructing the numerical solution of magnetic co-energy (MCE) from finite element
analysis (FEA) is proposed. In [17], a hybrid decision control strategy based on DNN
and DTC (direct torque control) is proposed. In [18], an Ant Colony Optimization (ACO)
algorithm was proposed to adjust the PID controller gains of the DTC control.

In the application of the characteristic model for PMSM, Literature [19] used the
golden-section of permanent magnet synchronous motor and maintained tracking control
of the integrated control method, but this paper did not consider the characteristic model
and the sensitivity of the golden-section control of the step signal problems, in the initial
stage. The result is that the initial stage has a larger amount of overshoot, and it is not
conducive to the stability of the system. Literature [20] used the nonlinear golden-section
method, and the introduction of the initial phase transition process gives the system obvious
improvement, but it does not spell out the coefficient values of the transition process and
the specific influence on the system, and using the nonlinear golden control method also
increases the complexity of the system. It is not conducive to the realization of the ascension
of the response speed and the actual system.

Based on these studies, this paper starts from the perspective of control accuracy and
engineering application. Firstly, characteristic modeling of the PMSM speed control system
is carried out, and then the parameters of the characteristic model are identified online
by the gradient method. Only linear golden-section controller and integral controller are
used to achieve stable tracking. The first-order inertial filter is introduced in the linear
golden-section controller as the starting method, and the influence of the filter coefficient on
the system is discussed. Finally, the paper introduces the model-based design method in the
controller, gives a detailed modeling method, and uses the DSP controller and servo driver
to carry out a physical verification test. Experimental results show that the method used in
this paper has a high control accuracy, and based on the model design method, can greatly
shorten the system verification development cycle, and can be applied to industrial control.

The main contributions to the paper are as follows:

• Based on the characteristic model theory, the rotational speed control characteristic
model of PMSM is built.

• Based on the characteristic model theory, a linear golden section and integral compen-
sation PMSM rotational speed adaptive model is built.

• Based on the model design method, the specific modeling method and the verification
process of the controller proposed in this paper are proposed.

• The simulation and experiment results show that the proposed method has good
performance and is suitable for practical applications.

This paper is organized as follows. In Section 1, the introduction of the control method
of PMSM is given. In Section 2, the establishment process of the mathematical model and
characteristic model of the PMSM is described. In Section 3, the design of the speed adaptive
controller is described. In Section 4, the method of model-based design is described. In
Section 5, the simulation and experimental results are given. In Section 6, the detailed
conclusions and suggestions for further work are given.
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2. Modeling of PMSM
2.1. Mathematical Model of PMSM

Considering the complex relationship between different variables and the complex
motion law of permanent magnet synchronous motor, its dynamic mathematical model is
nonlinear and multivariate. Therefore, when considering the mathematical model of the
three-phase permanent magnet synchronous motor, the following conditions are assumed.

1. Ignore magnetic saturation and hysteresis loss, etc.;
2. Assuming the rotor adopts no damping winding, the external conditions change, and

the physical properties of the stator do not change;
3. The conductivity of the rotor permanent magnets and the internal rotor permeability

are assumed to be 0;
4. It is assumed that the induced potential in the three-phase winding is a standard sine

wave during steady-state operation;
5. Ignore all spatial harmonics in the magnetic field;
6. The windings are distributed symmetrically, the windings turn’s number is the same,

and the displacement electrical angles between the axes are the same.

Based on the above conditions, the stator flux Equation of permanent magnet syn-
chronous motor in the two-phase rotating coordinate system is molded as:{

ψd = Ldid + ψ f
ψq = Lqiq

(1)

The voltage Equation is molded as:{
ud = Rsid + Ld

did
dt −ωψq

uq = Rsiq + Lq
diq
dt + ωψd

(2)

where, ψ, i and u represent flux linkage, current, and voltage respectively, ψf is permanent
magnet flux, Rs is stator phase resistance, Ld and Lq are synchronous inductors of axis d
and q respectively, and ω is angular velocity.

When the motor is running stably, assuming that the steady-state voltage and current
of d-axis and q-axis are respectively, and ignore the resistance voltage’s drop, the torque
Equation in the dq-reference frame is:

τem = 1.5pn

[
ψ f iq +

(
Ld − Lq

)
idiq

]
(3)

The Equation of motion is:

τem = τL +
1
pn

Bω +
1
pn

J
dω

dt
(4)

where, J is the moment of inertia, ω is the angular velocity, τem is the electromagnetic torque,
τL is the load torque, pn is the polar logarithm, B and is the viscous friction coefficient.

In the vector control system, the more application is id = 0, at this point, the stator
current vector on direct axis component to 0, all the current is used for torque control.
The rotor magnetic field space vector is perpendicular to the magnetomotive stator force
space vector, the electromagnetic torque and the current stator form a first-order linear
function relationship, the counter electromotive force, and the same direction, the motor is
to achieve the highest efficiency. The size of torque can be controlled through control. In
this paper, surface mount PMSM is taken as the control object. For surface mount PMSM,
define Lq = Ld = L the mathematical model under id = 0 control mode is approximately
as follows: { diq

dt = − Rs
L iq − pnωid −

pnψ f
J ω− 1

L uq
dω
dt =

3pnψ f
2J iq − Bω

J −
τL
J

(5)
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According to Equation (5), the speed loop of the surface mount PMSM vector control
system has a linear relationship between the output speed and the q-axis current, the motor
speed can be controlled by control iq. Figure 1 shows a schematic diagram of the FOC
vector control system.
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2.2. Characteristic Model of PMSM

According to Equation (5), PMSM can be seen as a time-varying linear time-invariant
system, let

dω

dt
≈ ω(k + 1)−ω(k)

T
(6)

This is,

ω(k + 1)+(
B
J
− 1)ω(k) =

3Tpnψ f

2J
iq(k)−

TτL
J

+ ∆k (7)

In Equation (7), T is the sampling period, ∆k is the discretization error. According to
the characteristic model theory, for a linear time-invariant system, under a certain sampling
period, the characteristic model can be described by a second-order time-varying difference
Equation for position holding or tracking control [21] as Equation (8):

y(k + 1) = f1(k)y(k) + f2(k)y(k− 1) + g0(k)u(k) + g1(k)u(k− 1) (8)

where, f1(k), f2(k), g0(k) and g1(k) are the system parameters to be identified, y(k + n) is
the output of the system, and u(k + n) is the input of the system. For the convenience of
control, the g1(k)u(k− 1) term is discarded within the allowable error range, we can get
the characteristic model of PMSM by Equation (8) as Equation (9):

ω(k) = f1(k)ω(k− 1) + f2(k)ω(k− 2) + g0(k)iq(k− 1) (9)

In Equation (9), f1(k), f2(k) and g0(k) are the system parameters to be identified, ω(k)
is the speed output value of the system at the moment of k, ω(k− n) are the speed output
value of the system at the moment of k − n and iq(k− n) are the shaft current feedback
value of the system at the moment of k − n.

When the sampling time is small enough, the range of characteristic parameters is
f1(k) ∈ (1, 2], f2(k) ∈ [−1, 0)g0(k)� 1 for Equation (9), online identification of characteris-
tic parameters can be carried out according to the input and output values. In this paper,
the gradient method is adopted for identification.

φ(k) = [ω(k)ω(k− 1)ω(k− 2)]T

θ(k) = [ f1(k) f2(k)g0(k)]
T (10)
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Then the identification Equation is [22]:

θ(k) = θ(k− 1) +
λ1φ(k)

φT(k)φ(k) + λ2
×
[
ω(k)− φT(k)θ(k− 1)

]
(11)

where, λ1 and λ2 is determined by the amount of interference and the speed of convergence.
In general, 0 < λ1 < 1 0 < λ2 < 4.

3. Speed Adaptive Control Scheme

Based on the characteristic model, the first by the gradient method parameter online
identification characteristics, and then on the basis of the theory of the all-coefficient
adaptive into linear golden-section controller, to guarantee the stability of the output can
track the reference signal, the integral compensation controller, among them, the reference
signal using first-order low-pass filter processing. Meanwhile, the total output is limited to
prevent output saturation [23]. Figure 2 shows the overall speed adaptive control system
structure [24].
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3.1. Input Signal Processing

For step-type speed signal, due to the large initial error, the output adjustment will be
too large, which will cause system oscillation and overshoot, and will also lead to motor
torque oscillation, which is not conducive to the stable operation of the motor and will
cause adverse effects on the life of the motor. In order to reduce overshoot and oscillation,
a first-order low-pass filter is introduced to smooth the step signal of the reference input.
The discretized first-order low-pass filtering Equation is:

ωro(k) = αωri(k) + (1− α)ωro(k− 1) (12)

where, α is the filtering coefficient, ωro(k) is the filtered output value at the moment of
k, ωro(k − 1) is the filtered output value at the moment of k−1, and ωri(k) is the input
sampling value at the moment of k.

The first-order low-pass filtering method uses this sampling value and the last filtering
output value to be weighted to obtain an effective filtering value so that the output has a
feedback effect on the input. Among them, the smaller the filtering coefficient, the smoother
the filtering result, but the sensitivity will be reduced; the larger the filtering coefficient, the
higher the sensitivity, but the filtering result will be unstable.

3.2. Linear Golden-Section Speed Adaptive Controller

Introducing the golden-section ratio into the control system constitutes the golden-
section control. In the characteristic model adaptive control theory, the identification
parameters are combined with the golden ratio, and the model parameters of the system are
identified online by observing the input and output data. According to Formula (9), a linear
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golden-section adaptive controller of the PMSM speed control system can be designed, and
the formula is:

UL(k) =
−l1 f̂1(k)e(k)− l2 f̂2(k)e(k− 1)

ĝ0(k) + kL
(13)

In Equation (13), l1 = 0.382, l2 = 0.618 is the golden-section coefficient, and f̂1(k),
f̂2(k), ĝ0(k) are the characteristic model coefficients identified online, e(k) is the speed error
at time k, e(k − 1) is the speed error at time k−1, kL is the adjustable parameter, which
determines the stability and immunity of the system, and 0 ≤ kL < 1.

Based on Equation (13), the voltage control quantity of an axis q can be obtained, and a
relatively stable speed control system can be achieved through adjustment kL. However, the
system cannot reach the expected tracking value at this time. There is a certain steady-state
error, therefore, a compensator needs to be introduced.

3.3. Integral Compensator

The characteristic model and golden-section adaptive control system have a simple
structure and are easy to realize. Integral compensation also has the same characteristics
and is widely used. Therefore, this paper uses integral compensator as the voltage control
quantity of the second q-axis [25,26], denoted as the compensation Equation:

UI(k) = UI(k− 1) + kIe(k) (14)

In Equation (14), UI(k) is integral compensation output value the time of k, UI(k− 1)
is integral compensation output value the time of k−1, kI is the integral coefficient, and, the
total axis voltage control quantity is:

Uq(k) = UL(k) + UI(k) (15)

The whole control system has only two adjustable parameters, and the adjustment
range is determined, the overall structure is simple, and easy to achieve engineering.

4. PMSM Control System Based on Model Design
4.1. General Process of Model-Based Design

The traditional design is divided into four stages: requirement, design, implementa-
tion, and testing [27,28]. It has the disadvantages of low efficiency, high difficulty, and high
requirements, which is not conducive to verifying new algorithms. Therefore, model-based
design is introduced in this paper.

Compared with traditional design, model-based design connects the four stages and
synchronously promotes modeling and verification testing on a unified test platform,
which can reduce the migration process and enable engineers to focus on the research of
algorithms, greatly shorten the development cycle and reduce the development cost. The
general flow of model-based design is shown in Figure 3:
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4.2. DSP Peripheral Configuration Based on Model Design

MATLAB provides many hardware support packages, including TI C2000 processor
series, for the basic FOC system, which generally need ePWM module, ADC module, eQEP
module and interrupt system [29].

The ePWM module is used to generate three complementary PWM waves. The
configurable parameters include period, duty cycle, dead time, input polarity and external
trigger events, etc. Set the duty cycle as an external input, and calculate the duty cycle, and
then it can be linked to the ePWM input pin of the hardware. The external trigger event
sets to start ADC conversion, which means that when the bridge arm turns on, the current
value at this moment is collected.

The ADC module is used to configure the ADC value represented by the acquisition
current, select the corresponding channel, and set it to ePWMxA to trigger the conversion.
The data output type is set to uint16. Finally, the conversion completion interrupt needs to
be enabled, and the core program of the algorithm needs to be executed in the interrupt.

The eQEP module is used to configure and collect the encoder signal, and then obtain
the rotor position, direction, and speed information. For the quadrature photoelectric
encoder, the counting mode can be directly set to quadrature counting, which is equivalent
to 4 times the counting frequency of QEP, and then improves speed calculation accuracy.
In addition, the module also provides a flag pulse QEP_index, the flag bit will generate a
pulse for speed calculation every time the motor rotates one revolution.

4.3. Build PMSM Golden-Section Adaptive Code Generation Model

In this paper, the model-based design method is used to model and verify the golden-
section speed adaptive system. First, the characteristic model algorithm is simulated and
analyzed in simulink, and then the model is discretized and converted into an embedded
code model for modular testing. Finally, the system integration is carried out, and the
generated board file is directly downloaded to the corresponding DSP hardware to verify
the correctness and efficiency of the model algorithm.

In order to increase the program processing speed, it is necessary to perform fixed-
point processing on the core model, mainly processing the data collected by the ADC
and eQEP modules and some mathematical calculation modules. In order to acceler-
ate the processing speed of the program, fixed-point processing is needed for the core
model, mainly for the data collected by ADC, eQEP module, and part of the mathematical
calculation module.

For the acquisition of phase current, it is only necessary to collect AB two-phase
current. Since the ADC of C2000 series is unipolar, it cannot collect negative voltage signals.
Bipolar signals need to be biased, and the bias voltage is set to 1.65 V. The current signal
can be converted into a 0~3.3 V voltage signal that can be processed by the embedded
hardware, and then the collected data is shifted to the left by 6 bits to form a normalized
Q17 format, and the output data is set to fixdt (1,32,17). The current acquisition and data
conversion model is shown in Figure 4:
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Figure 4. Current acquisition model.

For obtaining rotor position and speed, it is divided into electrical Angle calculation
and speed calculation modules. The calculation formula of electrical Angle is:{

NPU = NQEP − ( f ix( NQEP
NPP×R )× pn × R)

ETheta = NPU×pn
R

(16)
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In Equation (16), NPU is the number of counting pulses, NQEP is the number of encoder
pulses, pn is the number of motor poles, R is the number of encoder lines, ETheta is the
electrical Angle. Since the encoder has a correction angle when the motor is delivered,
which is the deviation between the center line of the rotor magnetic field and the zero point
of the encoder, the software correction is also required. The electrical Angle model after
adding correction and processing Q17 data format is shown in Figure 5:
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The rotor speed is calculated by M-method, and the expression is:

ωe(k) =
θe(k)− θe(k− 1)

fb × T
(17)

In Equation (17), θe is the electrical Angle of the rotor position, fb is the reference
frequency, and T is the sampling period. The speed calculation model is shown in Figure 6:
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Figure 6. Rotational speed calculation model.

Combining the phase current acquisition and rotor information acquisition models, the
FOC model of embedded automatic code generation is built as shown in Figure 7. On this
basis, the PI controller of the q-axis is replaced by the discrete model of the golden-section
adaptive method described in the paper, which constitutes the automatic code generation
model of the golden-section-based rotational speed adaptive control system as shown
in Figure 8.

Processes 2021, 9, x FOR PEER REVIEW 9 of 18 
 

 

The rotor speed is calculated by M-method, and the expression is: 

e
( ) ( 1)

( ) e e

b

k k
k

f T
θ θ

ω
− −

=
×

 (17) 

In Equation (17), eθ  is the electrical Angle of the rotor position, bf  is the reference 
frequency, and T  is the sampling period. The speed calculation model is shown in Fig-
ure 6: 

 
Figure 6. Rotational speed calculation model. 

Combining the phase current acquisition and rotor information acquisition models, 
the FOC model of embedded automatic code generation is built as shown in Figure 7. On 
this basis, the PI controller of the q-axis is replaced by the discrete model of the golden-
section adaptive method described in the paper, which constitutes the automatic code 
generation model of the golden-section-based rotational speed adaptive control system as 
shown in Figure 8. 

 
Figure 7. DSP automatic code generation model for FOC system. 

 
Figure 8. Golden-section speed adaptive code generation model. 

5. Simulation and Experimental Research 
The control chip used in this paper is TMS320F28335, with a floating point processing 

unit, and the motor is a surface mount low-voltage permanent magnet synchronous mo-
tor, whose specific parameters are shown in Table 1. The actual hardware of the overall 
system is shown in Figure 9. the speed sensor is an incremental photoelectric encoder, its 
model is H40-6-0500VL, 500 pulses per circle, and maximum support speed is 8000 rpm. 
This platform is used as the verification system to verify the PMSM’s linear golden-section 
rotational speed adaptive control system. 

1
speed

A Y

IQNtoIQX

IQmath
+
−

1
QEP

1

2

1

2

saturation

A

B
Y

IQNmpyl32

IQmath

desired_gain

ref

fdb
out

PID

DMC

ref

fdb
out

PID

DMC

Ua

Ub

Ta

Tb

TcSVGenDQ

DMC

Alpha

Beta

Angle

Ds

QsPark

DMC

Ds

Qs

Angle

Alpha

Beta
IPark

DMC

As

Bs

Alpha

Beta
Clarke

DMC

4
iQ_desired

3
Theta

2
Ib

1
Ia

INOUT

PWM scalingW1

W2

W3

C2833x ePWM

EPWM

As

Bs

Alpha

Beta
Clarke

DMC
Alpha

Beta

Angle

Ds

Qs
Park

DMC

Ds

Qs

Angle

Alpha

Beta
IPark

DMC
Ua

Ub

Ta

Tb

TcSVGenDQ

DMC W1

W2

W3

C2833x ePWM

EPWM1

IdOUT

IqOUT

Ud

Uq

saturation

ref

fdb
out

PID

DMC

Idref

1
Ia

2
Ib

3
Theta

IN OUT
SpeedRef Speed

datadeal

error

nk

iq

UqGC&IC

Golden Control And Interg Contorl

+−

4
Speed

Figure 7. DSP automatic code generation model for FOC system.
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Figure 8. Golden-section speed adaptive code generation model.
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5. Simulation and Experimental Research

The control chip used in this paper is TMS320F28335, with a floating point processing
unit, and the motor is a surface mount low-voltage permanent magnet synchronous motor,
whose specific parameters are shown in Table 1. The actual hardware of the overall system
is shown in Figure 9. the speed sensor is an incremental photoelectric encoder, its model
is H40-6-0500VL, 500 pulses per circle, and maximum support speed is 8000 rpm. This
platform is used as the verification system to verify the PMSM’s linear golden-section
rotational speed adaptive control system.

Table 1. PMSM parameters.

Parameter Value

Rated voltage (V) 36
Rated current (A) 4.6

Pole pairs 4
Phase resistance (Ω) 0.38

Phase inductance (mH) 1
Coefficient of viscous friction (N·m·s) 0.0001

Moment of inertia (kg·cm2) 0.0588
Magnetic flux amplitude (Wb) 0.11867

Rated torque (N) 0.318
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5.1. Simulation Analysis
5.1.1. Influence of Filter Coefficient on the System

The golden-section speed adaptive control scheme is sensitive to step signals, so
first-order low-pass filtering is used to process the input reference signals. The filtering
coefficient has different influences on the system results. The reference speed is set at
1000 RPM and the simulation time is 0.1 s and Figures 10–13 show the speed response
curves under different values.

As can be seen from Figures 10–13, the larger α is, the shorter its adjustment time.
Meanwhile, the initial error is large, and the system oscillates. The smaller α is, the more
stable its speed tracking, and the smaller the error, but it will increase the system adjustment
time and reduce the adjustment sensitivity. Considering the stability and rapidity of the
system comprehensively, filter coefficient α = 0.002 is selected, and the speed error curve is
shown in Figure 14.
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Figure 11. Speed response curve when α = 0.005.

Processes 2021, 9, x FOR PEER REVIEW 11 of 18 
 

 

 
Figure 11. Speed response curve when α  = 0.005. 

 
Figure 12. Speed response curve when α  = 0.002. 

 
Figure 13. Speed response curve when α  = 0.001. 

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
t(s)

0

200

400

600

800

1000

1200

sp
ee

d(
rp

m
)

feedback
reference

0.0995 0.1 0.1005 0.101 0.1015

996

998

1000

1002

1004

1006

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
t(s)

0

200

400

600

800

1000

1200

sp
ee

d(
rp

m
)

feedback
reference

0.1 0.1002 0.1004 0.1006 0.1008 0.101

999

1000

1001

1002

1003

1004

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
t(s)

0

200

400

600

800

1000

1200

sp
ee

d(
rp

m
)

feedback
reference

0.1 0.10020.10040.10060.1008 0.101

996

997

998

999

1000

1001

1002

Figure 12. Speed response curve when α = 0.002.
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Figure 13. Speed response curve when α = 0.001.
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5.1.2. Parameter Identification Results and Analysis

When the sampling time is small enough, the range of characteristic parameters
f1(k) ∈ (1, 2] f2(k) ∈ [−1, 0)g0(k) � 1, generally, takes the initial value of parameter
identification f1(k) = 2 f2(k) = −1g0(k) = 0.001. Set the simulation time to 0.1 s, the
reference speed to 1000 rpm, and the filter coefficient α = 0.002. Figures 15–17 show the
online parameter identification results of the second-order characteristic model. It can be
seen from the figure that the identification parameters have little change after steady-state
operation, which further indicates that the speed adaptive system has strong stability.
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5.1.3. Load Performance Analysis

In order to verify the anti-disturbance of the proposed method, a loading simulation
experiment was carried out on the system. The rated torque of the motor used was
0.318 N·m, the sudden load was set at 0.1 s, and the loading value was 0.1 N·m. Figure 18
shows the speed response curve, and Figure 19 shows the curve of torque. It can be seen
from the figure that in the process of steady-state operation, the impact of sudden load
on the system speed can be ignored, indicating that the proposed method has a high
anti-disturbance ability.
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5.2. Actual Product to Verify

Physical verification is the key link of model-based design, which determines the
feasibility of the proposed method. After the correct simulation verification, the core
algorithm needs to be discretized, and then the system motor in the simulation is replaced
by the actual motor feedback value which is combined with the hardware.

In this paper, the recursive parameter identification model, the golden-section model,
and the integral model are firstly discretized, and then the data is converted into per-unit
values. The reference value selects the rated value of the motor. The generated FOC
framework interface is connected, and finally, the model is compiled and downloaded to
the hardware core unit and optimized to complete the physical verification process. In
order to illustrate the performance superiority of the method proposed in this paper, the
golden-section controller with integral compensation based on the characteristic model is
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compared with the traditional PID, and the PMSM in Table 1 and the hardware system in
Figure 9 are used for verification, and the speed reference value is set to 1000 rpm. Figure 20
is the actual operation effect of the traditional PID and the method proposed in this paper.
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Figure 20 shows that the performance of the proposed method is significantly better
than that of traditional PID control. However, it is limited by hardware, such as encoder
accuracy, current sampling accuracy, etc. The error of actual operation is larger than that of
simulation, which can be improved by improving hardware performance.

In order to highlight the actual performance of the proposed method, settling time
and average volatility are introduced, where, average volatility is defined as the ratio of the
absolute value of the steady-state error to the reference value. Table 2 shows the running
results of the proposed method about linear golden-section control (LGSC), nonlinear
golden-section control (NGSC), and PID control. They were all carried out on the same
experimental platform with reference speed set to 1000 rpm and the frequency of the control
system was set to 20 KHz.

Table 2. Performance analysis of different control methods.

Method Settling Time/ms Average Volatility/%

LGSC 14 0.23
NGSC 35 0.43

PID 260 1.10

As can be seen from Table 2, our method has better performance than the results
of nonlinear golden-section control and traditional PID control. The proposed method
does not contain high-order terms, so it has fast regulation speed, which makes it superior
to NGSC and PID in rapidity. In terms of average volatility, for the same experimental
platform, after the motor enters steady-state operation, the average speed error of the
proposed method is 2.3 rpm, the average speed error of NGSC is 4.3 rpm, while the
traditional PID is as high as 11 rpm, which shows that the characteristic model and golden-
section control have advantages in control accuracy. In conclusion, the proposed method
has advantages in rapidity and accuracy.
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6. Conclusions

In view of the difficulty of establishing an accurate mathematical model for PMSM, and
the introduction of new algorithms increasing the difficulty of embedded code development,
this paper adopts the model-based design method on the basis of the characteristic model,
and introduces the linear golden-section and integral compensation controller. The speed
adaptive control of PMSM is carried out, and the simulation and physical verification tests
are carried out. In addition, the first-order low-pass filter is used to process the reference
signal, and the influence of different filter coefficients on the result is discussed. Finally, a
more suitable coefficient value is selected, which gives the system rapidity but also solves
the overshoot problem. Meanwhile, the model-based design method is used to verify the
proposed control scheme, and the performance comparison with traditional PID control
and nonlinear golden-section control is given. The experiment shows that compared with
traditional PID control, the speed control accuracy of PMSM is improved about 3.8 times.
In the future, we plan to reduce the order of the characteristic model and use the first-order
characteristic model to reduce the identification parameters and further improve the system
response speed under the premise of ensuring accuracy.
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