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Abstract: Internet technology has provided an indescribable new way for businesses to attract new
customers, track their behaviour, customise services, products, and advertising. Internet technology
and the new trend of online shopping have resulted in the establishment of numerous websites to
sell products on a daily basis. Products compete to be displayed on the limited pages of a website in
online shopping because it has a significant impact on sales. Website designers carefully select which
products to display on a page in order to influence the customers’ purchasing decisions. However,
concerns regarding appropriate decision making have not been fully addressed. As a result, this study
conducts a comprehensive comparative analysis of the performance of ten different metaheuristics.
The ant lion optimiser (ALO), Dragonfly algorithm (DA), Grasshopper optimisation algorithm (GOA),
Harris hawks optimisation (HHO), Moth-flame optimisation algorithm (MFO), Multi-verse optimiser
(MVO), sine cosine algorithm (SCA), Salp Swarm Algorithm (SSA), The whale optimisation algorithm
(WOA), and Grey wolf optimiser (GWO) are some of the recent algorithms that were chosen for
this study. The results show that the MFO outperforms the other methods in all sizes. MFO has an
average normalised objective function of 81%, while ALO has a normalised objective function of
77%. In contrast, HHO has the worst performance of 16%. The study’s findings add new theoretical
and practical insights to the growing body of knowledge about e-commerce environments and
have implications for planners, policymakers, and managers, particularly in companies where an
unplanned advertisement wastes the budget.

Keywords: e-commerce; metaheuristics; optimisation; operation research; customers

1. Introduction

Companies need to devise a strategy for attracting new customers and generating
revenue in order to achieve long-term success [1,2]. In today’s competitive environment, the
Internet enables businesses to keep track of their customers’ points of search and behaviour
on a real-time basis [3,4]. In this manner, the information that is collected may be used to
provide input for the customisation of products, services, prices, and improvements in the
method of communication [5,6]. Data mining (DM), optimisation techniques, and a hybrid
of methodologies are often used in the study of online consumer contact as the primary
problem in electronic customer relationship management (e-CRM) [7–9]. The launch and
the selling of goods on the Internet and online contact with consumers require a thorough
understanding of the needs and desires of the target market [10,11]. The progressively
accumulated knowledge of consumer wants aids a business in improving the electronic
presentation of products and services in order to ensure that they meet or exceed the
customer’s expectations [12]. Given the ease with which customers may obtain the same
information supplied by many manufacturers, effective online communication for sales
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promotion is critical for a successful advertisement effort [13]. Effective online communi-
cation of information for sales promotion in a virtual environment and the quality of the
information that is provided and conveyed to customers is key in their decision making.

Following the collection of the information gathered from previous experiences in
online customer contact, the information may be evaluated and used to enhance the com-
pany’s marketing strategy and to create a long-term connection with its consumers [14,15].
Companies keep track of their customers’ previous behaviour and changes in order to
respond discreetly to their expectations in the future [16]. The information recorded in a
company or other databases is afterwards utilised to forecast future customer behaviour
based on the information contained in the database [17].

These days, a wide range of tools and techniques from different fields are being em-
ployed in e-commerce [2,18–20]. Data mining involves employing machine learning and sta-
tistical techniques to large amounts of raw data in order to uncover exciting patterns [21–23].
The current research indicates that this technique is the most widely used technique for
detecting trends, patterns (or habits), and associations in consumer purchasing behaviour,
as well as for clustering and categorising customers’ preferences, and finally for forecasting
future purchases through regression analysis, sequence discovery, or visualisation [24,25].
The customer interests and preferences are clustered and classified using data mining
methods, which are also used to assist sales marketing and market segmentation [26].
Among the elements in transaction databases or other data, repositories are intriguing
correlations, common patterns, connections, and casual structures that may be extracted.
When it comes to clustering and categorising consumer interests, the information on the
goods wanted by each customer is gathered and analysed. It may pertain to all of the
client’s previous purchases or to the particular characteristics that the consumer prefers in
relation to a specific group of goods.

Given the importance of having a reliable approach to assisting decision makers in
e-commerce environments in absorbing more potential customers through appropriate
advertising strategies, “The primary aim of this research is to conduct a comparative
study of metaheuristic algorithms in order to assess their potential to assist decision
makers in dealing with the challenges that businesses are currently facing in selecting more
appropriate options for attracting more customers while operating with a limited budget.”
The specific research objectives of this research are as follows:

(1) Investigating the existing studies in e-commerce environments, particularly those that
addressed the website design for attracting customers in e-commerce environments
using decision-making techniques.

(2) Evaluating the accuracy and robustness of the metaheuristic algorithms as an optimi-
sation tool in the website design process.

The following are the study’s research questions:

(1) What are the limitations of the existing approaches for an effective website design for
attracting customers in e-commerce environments?

(2) How are the robustness and accuracy of metaheuristic algorithms in finding appropriate
decisions for website design to attract potential customers in e-commerce environments?

This research uses information about anticipated consumer behaviour to create web
pages that classify clients into similar groups based on their past behaviour. Because of
the high level of complexity of this issue, it seems that there is no way to avoid using
metaheuristic algorithms to find optimum or near-optimal solutions to the problem under
consideration. Advanced computational techniques, especially metaheuristic methods,
are becoming more popular among academics at present [27–32]. Metaheuristics have
been proven to successfully solve a broad range of complex problems in an acceptable
amount of time [33–35]. They can provide the desired solutions in a fair amount of time [36].
Although these techniques have been extensively used in a broad range of study fields, no
one algorithm can obtain the optimum solution for all problems. As a result, the search for
innovative and efficient optimisation methods continues to be an open problem [37]. In
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recent years, the area of metaheuristics has seen rapid growth, with many metaheuristic
algorithms being created to date [38,39]. For comprehensive reviews about metaheuristic
algorithms, readers are referred to [40–43]. In the present research, a comprehensive com-
parative study of metaheuristic algorithms among ten new metaheuristics, including the
following: The ant lion optimiser (ALO) [44], Dragonfly algorithm (DA) [45], Grasshopper
optimisation algorithm (GOA) [46], Harris hawks optimisation (HHO) [47], Moth-flame
optimisation algorithm (MFO) [48], Multi-verse optimiser (MVO) [49], sine cosine algo-
rithm (SCA) [50], Salp Swarm Algorithm (SSA) [51], The whale optimisation algorithm
(WOA) [52], and Grey wolf optimiser (GWO) [53], are conducted.

The remainder of this article is organised as follows: Section 2 contains a review of the
literature. Section 3 explains the problem under investigation, and Section 4 provides opti-
misation algorithms to address the research problem. Section 5 assesses the performance of
the algorithms. Section 6 of the article summarises the most important findings and makes
recommendations for future research.

2. Literature Review

In this section, available studies in this research area are reviewed. In one of the first
studies in this research area, Kleinberg, et al. [54] propose a sampling-based algorithm
by simply itemising and assessing all of the possible divisions of a selected group of
customers. They demonstrated that catalogue segmentation could, at times, be an NP-
complete problem, though with only two catalogues. Steinbach, et al. [55] argue that in
the generic hierarchical clustering, in many cases, the nearest neighbours of a document
belong to different classes. As a solution to the inefficiency of the collective sampling-based
algorithm, they introduce three algorithms based on the K-means clustering approach [55].
Xu, et al. [56] developed an approximation algorithm based on semidefinite programming
with a performance guarantee of 1/2 for any catalogue size of r and a value greater than
1/2 for a catalogue size of at least m/3, where m is the number of available products.

Kleinberg, et al. [57] show that a sampling-based enumeration algorithm is an in-
efficient approach to actual problem sizes. Alternatively, they developed two heuristic
algorithms (ICC and DCC) and one hybrid algorithm (HCC). In the Indirect Catalogue Cre-
ation (ICC), similar customers are grouped together, and then the best catalogue is derived
for each subgroup (segment). The second algorithm, called direct catalogue creation, simul-
taneously tries to identify both a catalogue and its associated customer segment. Finally,
the third algorithm, called hybrid catalogue creation, solves the problem by combining
elements of the earlier two algorithms [55].

Ester, et al. [58] investigated an alternative problem formulation that they call customer-
oriented catalogue segmentation, where the overall utility was measured by the number of
customers that had at least a specified minimum interest in the t items in the catalogues and
found that the use of the new algorithms significantly enhanced the utility of the catalogues
compared to the classical catalogue segmentation algorithms. However, the underlying
concept in this study was, in fact, a reproduction of the minimum support in association
rule mining, which was first proposed by Agrawal and Srikant [59].

Amiri [60] proposed a two-algorithm model to capture the customer-oriented cata-
logue segmentation problem. The first one, the Greedy Out algorithm (GO), constructs the
catalogues one at a time. Each catalogue is constructed by initially including all of the prod-
ucts and then removing the undesirable products one by one from the catalogue in a greedy
fashion so that the number of uncovered customers is minimised. The construction of the
second algorithm, Association-Based (AB) catalogue, which likewise builds the catalogues
one at a time, is inspired by association rule mining. In the grouping of products in one
catalogue, it tries to maximise the association between the products, which is defined as the
customer interest relationship. He demonstrated the superior performance of the Greedy
Out algorithm relative to both the AB algorithm and Randomised Best Product Fit (RBPF)
proposed by Ester, Ge, Jin, and Hu [58]. In another study, a self-adaptive genetic algorithm
was proposed by Mahdavi, et al. [61] for designing customer-oriented catalogues in an
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e-CRM environment. Namvar, et al. [62] proposed a customer segmentation method based
on using a customer lifetime value (LTV) model and a recency, frequency, and monetary
(RFM) model, as well as demographic parameters with the aid of data mining tools. First,
various combinations of RFM and demographic variables were utilised for clustering in
this approach. Second, the optimal clustering was selected using LTV. Finally, in order to
create consumer profiles, each section was compared to the other segments in terms of
various characteristics. The technique was applied to a dataset from a food chain retailer.

Yousefpoor and Olfat [63] examined the possibilities of current markets using an
analytical hierarchy approach. They assumed that items are then represented in the markets
via the use of an online catalogue. The customers browse the online catalogues and choose
items. They proposed a mathematical approach to optimise the anticipated profit while
taking into account the length of viewing. Hsu, et al. [64] proposed a model for a mobile-
oriented catalogue (MOC) segmentation problem to improve consumer attractiveness for
mobile applications in m-commerce. They utilise query-based learning (QBL) to create
MOCs with the goal of attracting the highest number of consumers with the fewest amount
of MOCs. Makinde, et al. [65] developed an integrated model for B2B CRM that improves
decision making by combining data mining techniques and a genetic algorithm (GA).
The approach divides the consumers into the following two groups: repeat customers
and shop-and-go customers. For customer classification, a modified data mining—C5.0
was employed, and a GA was utilised to optimise the rules produced by the decision
tree algorithm.

3. Problem Statement

Increasing profit margins is a major and essential challenge for commercial organisa-
tions to address in today’s competitive markets. The approach of selling more products
necessitates presenting the products to a greater number of potential customers. When
it comes to drawing in more customers, introducing products via Internet websites is an
effective technique that results in a larger profit than was anticipated. Because of techno-
logical advancements, we can collect a great deal of information on our clients. Companies
are utilising a variety of presentation techniques to introduce their goods to consumers.

One of these approaches is to advertise through web pages, which are already being
utilised in EC. Every client examines digital catalogues in order to learn about the many
features of a company’s current product offerings. The various categories of products are
presented in a hierarchical structure on the first page of every catalogue, starting with the
most important category of the goods. Following that, more information is given under
the relevant headings. At the same time, any customers who are interested in a particular
product are encouraged to learn more about it by clicking on the table.

By collecting customers’ transaction data, their preferences may be obtained. Consider
that each catalogue has n products. We assume that a catalogue covers a customer if he or
she is interested in at least t items within it. The objective of the problem is to maximise
the profit by increasing the number of customers covered by all of these catalogues. Let
C = {c1, c2, c3, . . .} represent the set of all of the customers, and P = {p1, p2, p3, . . .}
represent the set of products in the database. L = {l1, l2, l3, . . .} is the layer set, and there
are numerous screens. In the l-th layer, Sl =

{
sl,1, sl,2, sl,3, . . .

}
. The s-th screen of the

l-th layer is made up of catalogues and is denoted by Kl,s =
{

kl,s,1, kl,s,2, kl,s,3, . . .
}

. Each
catalogue kl,s,k has n items.

Customers will not be bothered to browse through several screens for a product in the
MOC segmentation problem, therefore, the first catalogue is given greater importance. As
a result, we assign the top weight to the catalogue of the first layer and the first screen. The
weights are given to the following catalogues in decreasing order. In order to equalise the
screen weight in each layer, we utilise the biggest screen size from all of the layers. The
weight of the final screen of the first layer in this design may be less than the weight of the
first screen of the second layer. This is a fair technique since swiping the screen five times
is more time consuming than touching to reach the second tier. Our object function was
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created on the basis of a commission. The compensation given to the m-commerce platform
provider is referred to as commissions. As a result, the supplier of the m-commerce platform
may optimise the MOCs to maximise the income. For the e-commerce platform, we define
a commission as screen commission and layer commission. In order to formulate the
problem, sets, indices, parameters, and decision variables described below are employed.

C Set of customers, C = {c1, c2, c3, . . .}
P Set of websites, P = {p1, p2, p3, . . .}
W Set of websites, W = {w1, w2, w3, . . .}
Sw Set of screens in website w, Sw = {sw,1, sw,2, sw,3, . . .}
ξ Size of screen
A Set of potential size for advertising, A = {a1, a2, a3, . . .}
Jcpsa Interest of customer c to product p if it is advertised in screen s and at size a
T Minimum customer interest threshold
M A big number
B Available budget
Qpwsa Cost of advertising product p in website w in screen s and at size a.

xpwsa
Binary variable that equals 1 if product p is advertised in website w in screen s and
at size a, else 0,

ycw Binary variable that equals 1 if customer c is covered by website w, else 0,
ϕc Binary variable that equals 1 if customer c is covered, else 0,

Based on the above-mentioned assumptions and descriptions, we developed the
following mathematical model:

Max Z = ∑
c∈C

ϕc (1)

Subject to
∑
p∈P

∑
w∈W

∑
s∈Sw

∑
a∈A

(xpwsa.Qpwsa) ≤ B (2)

∑
s∈Sw

∑
a∈A

xpwsa ≤ 1, ∀p ∈ P, w ∈W (3)

∑
p∈P

∑
a∈A

(xpwsa.Sa) ≤ ξ, ∀s ∈ Sw, w ∈W (4)

(
∑
p∈P

∑
s∈Sw

∑
a∈A

(Jcpsa × xpwsa)− T

)
≥ M(−1 + ycw), ∀w ∈W, c ∈ C (5)

∑
w∈W

ycw ≥ ϕc, ∀c ∈ C (6)

xpwsa, ϕc, ycw ∈ {0, 1}, ∀s ∈ Sw, a ∈ A, w ∈W, c ∈ C, p ∈ P (7)

Equation (1) maximises the number of potential customers absorbed by the advertising
strategy. Equation (2) controls the available budget for advertising. Equation (3) guarantees
that each product cannot be advertised on each website more than one time. Equation (4)
ensures that the sum of advertisements on each page cannot exceed the maximum space
that is available on that page. Equations (5) and (6) control covering, or not covering, a
customer by products advertised on different websites. Equation (7) satisfies that decision
variables are integer.

4. Review of Metaheuristic Algorithms

The complexity of many real-world problems necessitates rapid computation meth-
ods to find near-optimal solutions [66–70]. As a result, decision makers face a significant
challenge in identifying an appropriate solution approach. It has been proven that meta-
heuristics can find a suitable solution with less computation effort [39,71]. “A metaheuristic
is an algorithm designed to solve approximately a wide range of hard optimisation prob-
lems without having to deeply adapt to each problem” [72]. In recent years, researchers
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have focused considerable attention on finding near-optimal solutions to various real-world
optimisation problems using metaheuristic methods [73–75]. As a result, numerous meta-
heuristic algorithms are being developed and applied in various fields [76,77]. The concept
of metaheuristics is explained first in the following subsections. Following that, various
classifications of metaheuristic algorithms are discussed. Finally, for this study, some
metaheuristic algorithms that have recently been presented in the literature are chosen.

4.1. Concepts of Metaheuristic Algorithms

Meta (from the Greek meta—µετά) is a prefix used in English, and in metaheuristic
indicates that an algorithm is “higher level” heuristic [78]. Some of the characteristics of
metaheuristic algorithms [79] include the following: (1) seeking a near-optimal solution
rather than specifically trying to find the exact optimal solution, (2) having no rigorous
proof of convergence to the optimal solution, and (3) being computationally faster than
exhaustive search. These iterative methods frequently employ stochastic operations in their
search process to modify one or more initial candidate solutions (usually generated by the
random sampling of the search space) [80,81].

Diversification and intensification are two standard features seen across all meta-
heuristics [82]. Diversification refers to how well the algorithm diversifies the solutions in
the search space. The intensification gives the metaheuristic a local search behaviour and
searches the current best solutions in order to reach the best candidates [83]. The majority of
metaheuristic algorithms follow common steps. Therefore, they can be stated as a general
framework, as shown in Algorithm 1 [84], as follows:

Algorithm 1. A Generic Metaheuristic Framework.
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Algorithm 1. A Generic Metaheuristic Framework 

Set counter for iterations it = 0. 

Randomly generate N solutions in the search space (SP). 

Evaluating the generated solutions. 

Find the best solution �∗ 

While stop condition met Do 

 Selecting a predefined number of solutions (��) from the solution pool (��) using selection 

strategies 

 Generate λ new solutions from ��. 

 Selecting a predefined number of solutions (��) from the solution pool (��) using a replace-

ment plan 

 Updating solutions in �P 

 Evaluate the fitness of members in �� 

 Find the best solutions in �� and update �∗ 

End while 

Present the best-obtained solution as �∗ 

4.2. Classification of Metaheuristic Techniques

There are various ways to categorise metaheuristic algorithms [85]. One of the com-
mon ways to categorise metaheuristic algorithms is based on the number of solutions in the
algorithm. Single-solution metaheuristics apply generation and replacement procedures to
a single solution. In contrast, population-based metaheuristics use more than one initial
solution and apply generation and replacement procedures to a set of solutions. Cate-
gorising metaheuristic algorithms into two groups of swarm intelligence algorithms and
evolutionary algorithms (EAs) is another common type of metaheuristic classification [86].

Evolutionary algorithms optimise a problem based on the evolutionary principle of
survival of the fittest. An EA begins with a randomly generated population of individuals
(solutions). At each generation, the EA modifies the key characteristics of the current
population in order to form a new population that will be selected based on the natural
selection principle. Swarm intelligence algorithms are inspired by the collective behaviour
of a group of animals or insects when searching for food. At each iteration, the swarm
intelligence algorithm constructs the solutions based on the historical information attained
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from previous generations. The other most important ways of classifying metaheuristics
are as follows [85,87]:

1. Deterministic versus stochastic methods: Deterministic methods follow a definite trajec-
tory from the random initial solution(s). Therefore, they are sometimes referred to as
trajectory methods. Stochastic methods (discontinuous methods) allow probabilistic
jumps from the current solution(s) to the next.

2. Greedy versus non-greedy methods: Greedy algorithms usually search in the neighbour-
hood of the current solution and immediately move to a better solution when it is
found. This behaviour often leads to a local optimum. Non-greedy methods either
hold out for some iterations before updating the solution(s) or have a mechanism to
backtrack from a local optimum. However, for convex problems, greedy behaviour is
the optimum strategy.

3. Memory usage versus memoryless methods: Memory-based methods record past solutions
and their trajectories and use them to direct search.

4. One versus various neighbourhood methods: Some metaheuristics, such as simulated
annealing and tabu search, only allow a limited set of moves from the current solution.
However, many metaheuristics employ operators and parameters to allow multiple
neighbourhoods. For example, particle swarm optimisation achieves this through
various swarm topologies.

5. Dynamic versus static objective function: Metaheuristics that update the objective func-
tion depending on the current search requirements are classified as dynamic. Other
metaheuristics use their operators to control search.

4.3. Metaheuristic Algorithms Used in This Study

In this study, a comprehensive analysis of the performance of the metaheuristics on
this problem was conducted. Therefore, ten different metaheuristics were selected, in-
cluding The ant lion optimiser (ALO) [44], Dragonfly algorithm (DA) [45], Grasshopper
optimisation algorithm (GOA) [46], Harris hawks optimisation (HHO) [47], Moth-flame
optimisation algorithm (MFO) [48], Multi-verse optimiser (MVO) [49], sine cosine algo-
rithm (SCA) [50], Salp Swarm Algorithm (SSA) [51], The whale optimisation algorithm
(WOA) [52], and Grey wolf optimiser (GWO) [53]. These algorithms and their developers
are listed in Table 1.

Table 1. A list of metaheuristic algorithms used in this study.

The Name of the Algorithm [Ref.] ACR Author(s) Year

Ant Lion Optimiser [44] ALO S Mirjalili 2015
Dragonfly Algorithm [45] DA S Mirjalili 2016
Grasshopper Optimisation Algorithm [46] GOA S Saremi, S Mirjalili, A Lewis 2017
Harris Hawks Optimisation [47] HHO AA Heidari, S Mirjalili, H Faris, I Aljarah, M Mafarja, H Chen 2019
Moth-Flame Optimisation Algorithm [48] MFO S Mirjalili 2015
Multi-Verse Optimiser [49] MVO S Mirjalili, SM Mirjalili, A Hatamlou 2016
Sine Cosine Algorithm [50] SCA S Mirjalili 2016
Salp Swarm Algorithm [51] SSA S Mirjalili, AH Gandomi, SZ Mirjalili, S Saremi, H Faris, SM Mirjalili 2017
Whale Optimisation Algorithm [52] WOA S Mirjalili, A Lewis 2016
Grey Wolf Optimiser [53] GWO S Mirjalili, SM Mirjalili, A Lewis 2014

• Ant Lion Optimiser (ALO) [44] is a recent metaheuristic that mathematically models
the interaction of ants and antlions in nature. An optimisation algorithm has been
developed to solve the optimisation problems that take into account random ant walk,
building traps, entrapment of ants in traps, catching prey, and re-building traps [88].
The pseudocode of ALO is presented in Algorithm 2.
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Algorithm 2. Ant Lion Optimiser (ALO).
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• Grasshopper Optimisation Algorithm (GOA) was proposed by Saremi, Mirjalili and
Lewis [46], which is a metaheuristic optimisation method and is inspired by the
group behaviour of grasshoppers. This method imitates and simulates the behaviour
of grasshoppers in nature and their group movement towards food sources [65].
The capability of GOA in tackling complex problems has been proven by numerous
studies [89–91]. The pseudocode of MFO is presented in Algorithm 4.

Algorithm 4. Grasshopper Optimisation Algorithm (GOA).
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• Harris hawks optimisation (HHO) [47] is a swarm-based optimisation method. HHO’s
main concept is to mimic the action and reaction of a hawk’s team collaboration
hunting in nature and prey escaping to discover solutions to the single-objective
problem. The pseudocode of HHO is presented in Algorithm 5.

Algorithm 5. Harris hawks optimisation (HHO).
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 Moth-flame optimisation algorithm (MFO) [48] assumes that the candidate solutions 

are moths and that the variables of the problem are the positions of the moths in 

space. Both moths and flames are viable solutions. The distinction is in how we treat 

and update them in each iteration. The moths are actual search agents that move 

around the search space, whereas the flames are the best position of the moths that 

have so far been obtained. In other words, the flames can be thought of as flags or 

pins that the moths drop while searching the search space. As a result, each moth 

searches for a flag (flame) and updates it if a better solution is discovered. A moth’s 

best solution is never lost with this mechanism. The pseudocode of MFO is presented 

in Algorithm 6. 
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• Moth-flame optimisation algorithm (MFO) [48] assumes that the candidate solutions
are moths and that the variables of the problem are the positions of the moths in space.
Both moths and flames are viable solutions. The distinction is in how we treat and
update them in each iteration. The moths are actual search agents that move around
the search space, whereas the flames are the best position of the moths that have so far
been obtained. In other words, the flames can be thought of as flags or pins that the
moths drop while searching the search space. As a result, each moth searches for a
flag (flame) and updates it if a better solution is discovered. A moth’s best solution is
never lost with this mechanism. The pseudocode of MFO is presented in Algorithm 6.

Algorithm 6. Moth-flame optimisation algorithm (MFO).
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• Multi-verse optimiser (MVO) [49] is inspired by three cosmological concepts, including
white holes, black holes, and wormholes. These three concepts’ mathematical models
are created to perform exploration, exploitation, and local search, in that order. The
pseudocode of MVO is presented in Algorithm 7.

Algorithm 7. Multi-verse optimiser (MVO).
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• Sine Cosine Algorithm (SCA) [50] is an optimisation technique used to solve optimi-
sation problems. Using a mathematical model based on sine and cosine functions,
the SCA generates multiple initial random candidate solutions and requires them
to fluctuate outwards or towards the best solution. Several random and adaptive
variables are also integrated into this algorithm in order to emphasise exploration and
exploitation of the search space at various optimisation milestones. The pseudocode
of SCA is presented in Algorithm 8.

Algorithm 8. Sine Cosine Algorithm (SCA).
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• Salp Swarm Algorithm (SSA) [51] is a population-based optimisation method. The
SSA’s behaviour can be demonstrated by computing it with the salp chain in search of
optimal food sources (i.e., the target of this swarm is a food source in the search space
called F) [92]. The individuals (i.e., salps) are classified as leaders or followers in SSA
based on their position in the chain. The chain begins with a leader, and the followers
follow to guide their movements. The pseudocode of SSA is presented in Algorithm 9.

Algorithm 9. Salp Swarm Algorithm (SSA).
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• Whale Optimisation Algorithm (WOA) [52] is a swarm-based metaheuristic algorithm
that is based on the bubble-net hunting manoeuvre technique of humpback whales.
This algorithm includes three operators that simulate the humpback whale’s search
for prey, encircling prey, and bubble-net foraging behaviour. The pseudocode of WOA
is presented in Algorithm 10.

Algorithm 10. Whale Optimisation Algorithm (WOA).
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Algorithm 11. Grey Wolf Optimiser (GWO) 
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  Calculate the fitness of all search agent 

  Update ��, ��, �� 

  ξ = ξ + 1; 
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• Grey Wolf Optimiser (GWO) [53] simulates the natural leadership hierarchy and
hunting mechanism of grey wolves. For simulating the leadership hierarchy, the
following four types of grey wolves are used: alpha, beta, delta, and omega. In
addition, the following three main hunting steps are implemented in order to optimise
performance: searching for prey, encircling prey, and attacking prey. The pseudocode
of GWO is presented in Algorithm 11.

Algorithm 11. Grey Wolf Optimiser (GWO).
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GWO is presented in Algorithm 11. 

Algorithm 11. Grey Wolf Optimiser (GWO) 

 The initialisation of population �� , � = 1, … , � ; 

The initialisation of �, �, and � (� and � are coefficient vectors); 

Calculate the fitness of each search agent using the objective function. 

�� = the best search agent 

�� = the second-best search agent 

�� = the third best search agent 

 while generation ξ ≤ ξ��� 

  for each search agent  

   Randomly initialise �� and �� ⊲random vectors with values from [0,1]; 

   Update the position of the current search agent by ���⃗ (� + 1) = ���⃗ � + ���⃗ � + ���⃗ �/3 

  end 

  Update �, � and �; 

  Calculate the fitness of all search agent 

  Update ��, ��, �� 

  ξ = ξ + 1; 

 end 

 Return �� 
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5. Computational Results

The main aim of this section is to assess the proposed solution method using test
instances in multiple sizes. All of the algorithms were tested on a laptop with an Intel®Core
i7 processor running at 2.9 GHz and 16.0 GB of RAM. The data set is described in Section 5.1.
The different scenarios are considered to assess the proposed method from a practical
perspective. Then, numerical examples and analysis are presented in Section 5.2. The mean
of the normalised objective function (OF) is computed to assess the suggested algorithm’s
performance reliability. The following is the formula for calculating the normalised OF
value for the algorithm [37]:

Normalized OF =
Algorithmsol − AlgorithmWorst
AlgorithmBest − AlgorithmWorst

(8)

where Algorithmsol is the objective value obtained from each algorithm, and AlgorithmBest
and AlgorithmWorst are the best and the worst solutions obtained among all of the methods,
respectively. The highest normalised OF values are preferable. For an unbiased comparison,
we have adjusted the parameters of the algorithms based on their primary sources.

5.1. Data for Numerical Tests

The problem instances used in the experiments are generated at random. Problem
instances are defined by parameters, such as the number of customers, the number of
products, the number of websites, and the number of screens. As a result, three different
levels are considered for the number of customers, with the first type of instance having
200 customers, the second having 400, and the third having 1000 customers. Similarly, the
following three different levels of product number are considered: 20, 40, and 100 products.
Furthermore, it is assumed in these cases that there are three levels for the number of
websites, 10, 20, and 50. While different levels of screen number can be considered in this
study, only a single value is considered for this parameter. Table 2 contains parameter
values for the various parameters.

Table 2. The problem set’s parameter settings.

Control Parameter Value

Number of customers 200, 400, 1000
Number of products 20, 40, 100
Number of websites 10, 20, 50
Number of screens 2

5.2. Discussion of the Performance of the Proposed Algorithm

We compared various optimisation algorithms. All of the algorithms have the same
stopping condition and are terminated after a predetermined number of iterations to ensure
a fair comparison. Each algorithm was run ten times for each instance, and the results
obtained using Equation (8) were normalised. Table 2 shows the outcomes of the algorithm
mentioned above. The results show that MFO outperforms the other metaheuristics used
in this study. Except for 11 instances, MFO produced superior results when compared
to the other methods. With a value of 77% for the normalised objective function, ALO
has the best performance after MFO. This algorithm could produce the best results for
11 different problems, while for others could find an acceptable solution. MVO and SSA
rank third and fourth in terms of performance, with 68% and 57% normalised objective
function, respectively. In contrast, HHO performed the worst among the methods used
in this study, with an average of 16% for the normalised objective function. SCA had
the worst performance after HHO, with an average of 24% for the normalised objective
function. Table 3 shows that almost all of the metaheuristic algorithms could maintain
their performance in small size problems, whereas the difference in large instances is
more sensible.
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Table 3. The normalised objective function for each algorithm and each instance.

Website Screen Customer Product ALO DA GOA HHO MFO MVO SCA SSA WOA GWO

1 10 2 200 20 66% 41% 22% 15% 86% 70% 33% 54% 44% 29%
2 20 2 200 20 77% 58% 34% 19% 99% 80% 44% 72% 62% 33%
3 50 2 200 20 100% 100% 100% 60% 100% 100% 100% 100% 95% 100%
4 10 2 400 20 74% 45% 24% 17% 91% 67% 27% 53% 35% 30%
5 20 2 400 20 76% 55% 23% 11% 89% 79% 26% 62% 47% 24%
6 50 2 400 20 75% 95% 82% 35% 100% 97% 80% 100% 90% 82%
7 10 2 1000 20 79% 40% 11% 7% 84% 71% 16% 49% 26% 18%
8 20 2 1000 20 85% 47% 24% 13% 84% 67% 25% 59% 45% 27%
9 50 2 1000 20 77% 82% 57% 27% 100% 97% 44% 90% 77% 62%

10 10 2 200 40 93% 46% 19% 15% 83% 66% 23% 53% 40% 29%
11 20 2 200 40 66% 44% 18% 17% 75% 60% 22% 51% 40% 25%
12 50 2 200 40 72% 59% 23% 15% 85% 70% 15% 64% 44% 27%
13 10 2 400 40 85% 40% 11% 10% 68% 54% 19% 48% 34% 19%
14 20 2 400 40 92% 48% 16% 10% 79% 64% 22% 60% 41% 21%
15 50 2 400 40 71% 59% 20% 20% 77% 70% 16% 56% 43% 21%
16 10 2 1000 40 85% 45% 17% 13% 72% 68% 17% 47% 27% 23%
17 20 2 1000 40 84% 48% 16% 11% 72% 56% 11% 48% 30% 18%
18 50 2 1000 40 76% 51% 14% 14% 72% 66% 7% 48% 35% 16%
19 10 2 200 100 73% 47% 18% 10% 74% 54% 20% 49% 34% 23%
20 20 2 200 100 75% 50% 16% 13% 78% 63% 9% 51% 40% 17%
21 50 2 200 100 59% 57% 12% 7% 83% 52% 9% 45% 49% 15%
22 10 2 400 100 89% 39% 17% 13% 68% 60% 16% 43% 31% 23%
23 20 2 400 100 65% 55% 15% 10% 68% 59% 6% 41% 33% 17%
24 50 2 400 100 82% 58% 16% 9% 76% 59% 9% 52% 39% 18%
25 10 2 1000 100 65% 40% 10% 7% 60% 50% 8% 40% 26% 17%
26 20 2 1000 100 68% 52% 18% 19% 70% 57% 14% 50% 40% 22%
27 50 2 1000 100 72% 69% 20% 17% 82% 72% 14% 60% 55% 25%

77% 54% 25% 16% 81% 68% 24% 57% 44% 29%

Note: The bold cells are the best results.

Additionally, in order to illustrate the metaheuristics’ overall performance for the
problem under consideration in this study, Figure 1 displays the average of the normalised
objective function. On the basis of this figure, it is clear that a considerable gap exists
between certain metaheuristic algorithms. For example, there is a 65% difference in the
average performance between MFO, the best algorithm in this study, and HHO, the worst
algorithm in this study.
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In addition, in order to demonstrate the stability of the employed metaheuristic
algorithms, Table 4 demonstrates the best and worst solutions obtained by each algorithm
for the various problems. According to Table 4, HHO obtained the majority of the worst
solutions. On the other hand, ALO obtained all of the best solutions, except for three.
In contrast, ALO performance came in second place based on the normalised objective
function. It demonstrates that, while ALO was able to find the best solution, it was unable
to maintain its performance across multiple repetitions. In Table 4, the red blocks represent
the worst solutions obtained by all of the algorithms, while the green blocks represent the
best solutions obtained.
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Table 4. Best and worst solutions obtained by metaheuristics.

ALO DA GOA HHO MFO MVO SCA SSA WOA GWO

Worst Best Worst Best Worst Best Worst Best Worst Best Worst Best Worst Best Worst Best Worst Best Worst Best
1 38 49 37 47 35 38 32 37 48 53 44 51 37 41 39 46 34 49 37 39
2 45 55 46 54 45 49 43 47 54 55 49 55 46 52 50 54 47 53 46 48
3 55 55 55 55 55 55 53 55 55 55 55 55 55 55 55 55 54 55 55 55
4 74 95 67 83 65 71 59 69 87 95 79 87 66 72 73 86 68 78 66 75
5 88 103 89 100 85 88 81 87 100 105 96 105 84 90 92 101 86 97 85 89
6 102 105 104 105 104 105 101 105 105 105 104 105 103 105 105 105 104 105 104 105
7 192 219 159 203 147 157 144 156 201 217 183 210 150 167 164 192 151 181 151 168
8 235 249 207 231 198 212 189 209 232 244 212 239 200 210 218 230 206 223 202 209
9 247 254 248 254 247 252 242 249 254 254 253 254 245 249 251 254 248 253 248 250

10 72 82 58 68 49 54 44 52 71 82 64 76 50 57 60 72 49 68 53 61
11 77 106 73 92 70 73 64 77 89 102 77 97 71 76 78 95 76 86 72 77
12 104 124 109 118 100 104 96 107 116 124 104 121 99 103 109 120 103 112 101 107
13 132 154 100 124 87 95 83 100 125 139 114 131 88 108 105 136 93 117 92 101
14 172 185 138 161 130 136 123 135 166 180 151 175 128 146 142 174 140 161 130 141
15 192 233 208 215 187 195 181 195 218 225 200 223 185 197 200 219 195 211 189 195
16 279 327 229 263 203 212 182 216 270 307 257 302 196 218 223 278 201 236 210 226
17 391 435 330 371 293 318 283 309 375 407 343 408 285 318 337 381 314 350 303 329
18 458 543 476 506 440 455 433 459 502 521 483 528 431 445 469 503 457 488 441 459
19 59 100 62 81 54 64 49 59 82 94 66 83 54 64 63 83 62 72 59 63
20 92 129 91 109 84 90 80 89 110 124 92 124 79 91 98 118 92 103 85 90
21 133 162 134 158 129 133 127 133 150 164 138 159 127 136 137 152 140 149 130 136
22 131 176 115 129 98 114 88 104 142 155 124 154 98 111 117 138 106 128 105 115
23 158 236 184 206 151 170 147 162 191 218 190 204 146 159 169 194 163 188 158 165
24 254 306 269 289 241 252 238 254 283 297 270 288 238 251 261 290 254 281 244 261
25 234 388 250 313 227 248 218 264 300 348 273 340 225 251 251 310 247 279 239 261
26 365 516 412 452 355 381 338 407 447 484 395 478 333 377 395 456 384 423 365 383
27 582 695 628 674 570 593 554 588 654 684 630 680 559 596 617 678 612 659 578 600

Note: the red blocks represent the worst solutions obtained by all of the algorithms, while the green blocks
represent the best solutions obtained.

6. Conclusions and Future Work

Because of advancements in Internet technology, businesses can now monitor the
behaviour and performance of their customers. In order to regulate their electronic customer
relationship management, online shopping websites use optimisation techniques to analyse
and interact with their customers (e-CRM). A comprehensive metaheuristic analysis is
proposed in this study to decide the items displayed on each page of a website. Based
on the available information about consumer behaviour, the results showed that MFO
performance is acceptable.

Furthermore, based on these findings, it is possible to conclude that metaheuristic
algorithms can provide appealing opportunities for decision makers to obtain good answers
to challenging e-CRM problems. Marketing managers will benefit from this useful tool
as well, as it allows them to quickly search for important information based on consumer
transaction data and modify their advertising strategies. As a result, they can develop
marketing programmes that boost sales and profits in a short period of time. Based on
this, the findings revealed that, in order to achieve the aforementioned objectives, many
e-customer relationship management systems in businesses must create their own customer
profiles that include a set of their most important information.

Furthermore, because individuals and businesses without access to the Internet and
related technologies are unable to benefit from the electronic services provided, they
may gradually lose competitiveness in global markets, which e-CRM in the context of
information and communication technology aids in. Moreover, its emergence as the
most effective tool for gaining a competitive advantage through customer attraction can
be advantageous.

Companies that use e-commerce to brand themselves in a competitive environment
while creating a new distribution channel in a virtual space, on the other hand, can relate
to the customer more than they could before. As a result, it appears that many changes in
the current problems are required for all businesses in order to successfully use modern e-
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commerce settings, and some additional realistic assumptions, such as random parameters
for page availability, may exist. To make the problem more realistic, using fuzzy parameters
in the model can accurately depict real-world conditions. Finally, using other metaheuristic
algorithms, or hybridising metaheuristic algorithms with deep learning methods, can be
viewed as an exciting future research topic that should be pursued further.
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