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Abstract: In this research, we investigate the influence of a load-balancing strategy and parametriza-
tion on the speed-up of discrete element method simulations using Lethe-DEM. Lethe-DEM is an
open-source DEM code which uses a cell-based load-balancing strategy. We compare the compu-
tational performance of different cell-weighing strategies based on the number of particles per cell
(linear and quadratic). We observe two minimums for particle to cell weights (at 3, 40 for quadratic,
and 15, 50 for linear) in both linear and quadratic strategies. The first and second minimums are
attributed to the suitable distribution of cell-based and particle-based functions, respectively. We
use four benchmark simulations (packing, rotating drum, silo, and V blender) to investigate the
computational performances of different load-balancing schemes (namely, single-step, frequent
and dynamic). These benchmarks are chosen to demonstrate different scenarios that may occur in
a DEM simulation. In a large-scale rotating drum simulation, which shows the systems in which
particles occupy a constant region after reaching steady-state, single-step load-balancing shows the
best performance. In a silo and V blender, where particles move in one direction or have a reciprocat-
ing motion, frequent and dynamic schemes are preferred. We propose an automatic load-balancing
scheme (dynamic) that finds the best load-balancing steps according to the imbalance of compu-
tational load between the processes. Furthermore, we show the high computational performance
of Lethe-DEM in the simulation of the packing of 108 particles on 4800 processes. We show that
simulations with optimum load-balancing need ≈40% less time compared to the simulations with no
load-balancing.

Keywords: discrete element method; parallel computing; load-balancing; silo; rotating drum;
V blender; packed bed

1. Introduction

Granular materials are prevalent in nature and global industry [1–3]. Due to their
abundance and wide range of applications, the study of granular flows is an active re-
search area where multiple challenges remain unanswered [4,5]. Generally, researchers
use continuum (Eulerian) or discrete (Lagrangian) approaches to model granular systems.
Although computationally efficient, continuum approaches can be inaccurate because the
flow of granular systems may deviate significantly from that of continuous matter [6]. The
Discrete Element Method (DEM) is a Lagrangian model which simulates the motion of all
the particles and their collisions with other particles and boundaries in a system [4]. Since
DEM tracks every particle individually, it is more accurate than continuum-based models.
This accuracy, of course, comes with a high computational cost [7].

The computational cost for the best-designed DEM codes is of the order ofO(np log np),
where np is the number of simulated particles [7,8]. This limits the number of particles
in a simulation based on the available computational resources. In the last two decades,
parallel computing has helped researchers simulate granular systems containing millions
of particles [4,8–13]. To this end, several parallel DEM softwares using multiple central
processing units (CPU) to carry-out a single simulation have been developed [5,9,12,14–16].
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These parallel DEM softwares generally employ a single program, multiple data (SPMD)
approach to parallelize the simulations. SPMD is based on spatial domain decomposition in
which the simulation domain is divided between the parallel processes and communication
between the processes is ensured through the Message Passing Interface (MPI) [6]. As
the particles move inside the simulation domain and migrate between the subdomains,
the computational load on the processes changes [10]. Migration of particles between the
subdomains may lead to load imbalance, in which the computational load on the processes
is significantly different. This overburdens some cores while leaving others idle and thus
slows down the simulation. Load-balancing can mitigate this problem.

Load-balancing re-equalizes the computational loads by re-distributing the simulation
between the processes [10]. In the DEM, load-balance is mainly interpreted as having an
equal number of particles on each process [6]. Compared to Computational Fluid Dynamics
(CFD) [17], less attention has been paid to load-balancing in DEM. Fleissner et al. [13,18]
used an orthogonal recursive bisection domain partitioning algorithm [19] in their simula-
tions. This algorithm recursively subdivides the simulation domain using planes and moves
these planes in order to reach a homogeneous computational load [10]. LIGGGHTS uses a
recursive multi-sectioning algorithm on a Cartesian simulation grid for load-balancing [20].
Cintra et al. [21,22] used a recursive coordinate bisection in a simulation of hopper discharge
and landslide using the DEMOOP software. The performances of different load-balancing algo-
rithms were compared in other works [10,11,23]. Markauskas and Kačeniauskas [23] simulated
the discharge of 5.1 M spherical particles on 128–2048 cores and reported a speed-up of 1785 on
2048 cores. They observed that complex adaptations of the k-way graph partitioning method
do not improve the parallel performance. Our work in Lethe-DEM [8], using a forest of tree
approach for load-balancing, aims at solving the limitations and challenges of load-balancing
in DEM simulations.

2. Problem Definition

This work focuses on the load-balancing aspects of the DEM. The fundamentals of
DEM are not reviewed here. Interested readers may find the fundamentals of DEM and
the details of its implementation elsewhere [8]. We use an open-source DEM software,
Lethe-DEM, which is parallelized using MPI [8]. This code is based on the deal.II finite
element library [24,25] and uses its particles capabilities [26]. In this code, the Hertz–
Mindlin, limiting the tangential overlap and limiting the tangential force, and Hertz and
Hookean contact models are implemented. In the analyses in this research, we use the
Hertz–Mindlin with limiting the tangential overlap model. Lethe-DEM uses a background
grid in which the particles are mapped frequently. This grid, and consequently the particles,
are distributed between the processes in a parallel simulation. Lethe-DEM handles the
mesh partitioning using the p4est library via deal.II [27,28]. Initially, we create a coarse
triangulation (which consists of not more than 100–10,000 cells in most cases) using deal.II
or GMSH [29]. Lethe-DEM replicates this triangulation on all the processes, refines it
locally to reach a desired element size in a forest-of-tree manner, and partitions the final
triangulation through p4est. Each subdomain in the input triangulation is assigned to a
process. A halo layer of the width of a single cell surrounds each subdomain. The cells in
this halo are referred to as ghost cells and the particles that reside in these ghost cells
as ghost particles. In Figure 1 the concepts of distributed triangulation and subdomains,
ghost cells) and ghost particles) are explained.

According to these definitions, we categorize the particle-particle contacts into local-
local and local-ghost contacts. Local-local collisions are fully handled by the process owning
the particle, while in local-ghost contacts, each process only handles the calculations on
the particle which is local to it. This means that calculations of local-ghost contacts are
performed on the processes for which one particle is local. As the particles move in the
simulation domain and change subdomain, we need three functions to: update the owner
cells (and subdomain) of the particles, create and update the ghost particles, and update
the properties and location of the ghost particles.
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Figure 1. A triangulation distributed between two processes (Processes 0 and 1) and four particles.
The ghost cells are highlighted for each process. Particles 0 and 3 are local particles for processes
0 and 1, respectively, while particle 1 is a ghost particle of process 1 and particle 2 is a ghost
particle of process 0.

Load-balancing in Lethe-DEM is performed by assigning a weight to each cell accord-
ing to its computational load and redistributing the cells between the processes such that all
the processes have equal weight. The computational cost of some functions (for example,
the function used to update the owner cells and subdomain) in the DEM software is pro-
portional to O(nc), while other functions (for example, particle-wall and particle-particle
contact force) have computational costs proportional to O(np) and O(np log np). Because
these functions have different costs, assigning a weight to each cell based on the number
of particles is a complicated task. We can use different strategies to assign the cell weight.
Two intuitive strategies are linear and quadratic weighting:

Wc = αnp + β (1)

Wc = αnp
2 + β, (2)

where α and β are weights of particles and cells. We investigate the performances of linear
and quadratic weight models as well as the effects of α and β. Furthermore, load-balancing
itself is an expensive operation. In other words, calling load-balancing too frequently adds
extra computational cost to a simulation. Consequently, we have to call load-balancing
depending on the dynamics of the granular flow. To this end, we introduce three different
load-balancing schemes in Lethe-DEM:

• single-step (also referred to as once in this article): In this load-balancing strategy,
we only call load-balancing once per simulation at a given iteration;

• frequent: In frequent load-balancing, the software calls load-balancing at a constant
frequency (every nLB iterations);

• dynamic: In dynamic load-balancing, the software automatically detects if load-balancing
is required by measuring the load imbalance. At a predefined frequency, the software
checks the computational weights of all the processes. If the weight difference between
the processes with the highest and lowest loads exceeds a threshold based on the
average load (if Lmax − Lmin > εLav, where ε is a defined threshold), load-balancing is
performed. L and ε denote the total process load (summation of the weights of the
cells, Wc in Equations (1) and (2), owned by each process) and a user-defined dynamic
load-balancing threshold, respectively.

The goal of this study is to characterize and quantify the impact of both the weighting
strategy as well as the load-balancing scheme. Using four benchmarks, namely:

• Packing of particles;
• A rotating drum;
• A silo;
• A V-blender.
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We demonstrate that load-balancing can greatly reduce computational time even
for simulations including a moving geometry. We quantify the load-balancing cost and
identify the best load-balancing schemes for different types of granular flows frequently
simulated with the DEM. Instead of focusing on the load-balance algorithms, which have
been studied and compared in the literature [10,11,13,18,20–23,30], we study the weighting
strategies and consistent load-balancing schemes in different scenarios that may occur in
DEM simulations. This research is useful to the researchers interested in using the DEM
simulations and of particle-based methods to optimize the computational costs of their
parallel simulations. Furthermore, all the benchmarks and examples are accessible on the Lethe
GitHub page (https://github.com/lethe-cfd/lethe/wiki, accessed on 21 December 2021).

3. Results and Discussion
3.1. Benchmark Cases

We use four benchmark cases. The first case is the packing of particles in a rectangular box.
We use this case to compare the computational performances of linear and quadratic weights
as well as the load-balancing costs of large-scale simulations. The second case is the granular
flow in a rotating drum. This is an example of the cases in which particles reside in a constant
region of the simulation domain after the flow has reached pseudo steady-state. In the third
case, we simulate the motion of particles during a silo discharge. This simulation is an example
of cases in which the particles move in one direction inside the simulation domain. The last
case is a V blender in which particles have a continuous reciprocating motion. We specify the
physical properties in Table 1 by using the experimental research in the literature [31,32], and
interested readers can find the parameter handler files of these simulations in the examples
section of the Lethe Github repository: https://github.com/lethe-cfd/lethe, (accessed on 21
December 2021). Figure 2 illustrates the simulation geometries and configurations.
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Figure 2. Configurations of the benchmark cases used in this work: (a) packing of particles in a
rectangular box, (b) rotating drum [32], (c) silo filling and discharge [31], (d) V blender.
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Table 1. Simulation and physical properties of the packing in rectangular box, rotating drum, silo
and V-blender simulations.

Packing Drum Silo V-Blender

dp(mm) 0.93, 0.43, 0.2, 0.093 3 5.83 1.5
np 105, 106, 107, 108 2.26× 105 1.32× 105 4× 104

ρp(kg/m3) 1000 2500 600 2000
Y(MPa) 100 100 5 10
ν 0.3 0.24 0.5 0.5
e 0.9 0.97 0.7 0.7
µ 0.3 0.3 0.5 0.5
µr 0.1 0.01 0.01 0.01
t f (s) 0.15 10 40 20
dt(s) 10−6 10−6 10−5 10−6

3.2. Influence of the Weighting Strategy (Linear and Quadratic)

We compare the simulation times of the packing case with 105 particles with a linear
and quadratic load-balancing weighting strategy. We compare the simulation times at
different ratios of α/β. We select the range of 1–100 for α/β where the former value (1)
corresponds to the situation in which the weight of owned cells is equal to the weight of
owned particles (in favor of the number of cells), and the latter value (100) belongs to the
situation where the weight of owned cells is almost negligible compared to that of the
particles. We use frequent load-balancing with fLB = 100 Hz, and repeat each simulation
three times and report the average simulation time. Figure 3 shows the results of this
comparison. Both linear and quadratic weighting strategies show the decreasing-increasing-
decreasing-increasing trends. The linear weighting strategy shows two minimums at
α/β = 15 and 50, and the quadratic weighting strategy shows two minimums at α/β = 3
and 40. The first minimums are attributed to the suitable distribution of cell-based functions,
and the second minimums are attributed to the appropriate distribution of particle-based
functions over the processes. The global minimum occurs at α/β = 50 for linear load-
balancing.

0 20 40 60 80 100
175

200

225

α/β

t s
[m

in
]

linear
quadratic

Figure 3. Influence of the load balancing strategy on the simulation time for the packing case. Error
bars show standard deviation.

3.3. Packing in Box

Figure 4a shows the comparison between the load-balancing times (for a single load-
balancing operation) of four packing simulations in Table 1. We do not compare the
simulation times of these simulations since we have performed strong and weak scal-
ing analyses of Lethe-DEM in previous research [8]. We perform the simulations of the
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packing of 105, 106, 107, and 108 particles on 8, 48, 480, and 4800 processes, respectively
(np/nc ≈ 20,000). This figure shows that the cost of load-balancing increases as the number
of particles increases in a simulation. Figure 4b shows the load-balancing times (for a single
load-balancing operation) for the simulation of packing of 1 M particles on 32, 64, 96 and
128 processes. The cost of load-balancing decreases as the number of processes increases in
the simulation. This decrease is super-linear. This indicates that the cost of load-balancing
does not scale linearly with the number of particles per core. Consequently, load-balancing
becomes more and more viable as the number of cores is increased.

0.1 M 1 M 10 M 100 M
0

20

40

60
a

0.1

7.6

23.5

54.1

np

t lb
[m

in
]

32 64 96 128
0

10

20

30
b26.39

6.29

2.8
1.58

nproc

t lb
[m

in
]

Figure 4. Required time to perform a single load-balancing for simulations of packing of (a) 0.1 M,
1 M, 10 M, and 100 M particles on 8, 48, 480, and 4800 processes, and (b) 1 M particles on 32, 64, 96,
and 128 processes.

Figure 5 shows the simulation times of the packing of 1 M particles on 64 processes with
frequent load-balancing ( fLB = 10, 20, 100, 200 and 1000 Hz). The total simulation time
decreases from fLB = 10 Hz to 20 Hz, and then increases as the load-balancing frequency
increases. Not only the total cost of load-balancing increases with increasing the load-
balancing frequency, it also shows that more frequent load-balancing cannot decrease the
simulation time. This happens because some operations, such as the mapping of particles
into subdomains and cells and the updating of the ghost particles has to be performed right
after each load-balancing step. These operations add an extra computational cost to the
total simulation time. In summary, we conclude that the time required to load-balance is
non-negligible, especially for large-scale systems or a small number of processes and does
not scale well with the number of particles and cells. As a result, we have to avoid any
non-necessary load-balancing in the simulations. Indeed, for a larger number of particles,
load balancing can become prohibitively expensive.

Figure 6 shows screenshots of packing simulations of 0.1 M, 1 M, 10 M, 100 M particles
on 8, 48, 480, and 4800 processes at t = 0.07 s. Interested readers may find an animation of
the simulation of 10 M particles in the supplementary materials Video S1 (packing.mp4). As
the particles move towards the bottom wall of the rectangular box, load-balancing moves
the subdomain of processes with the bulk of the particles to equalize the computational
load on each process. Finally, one process handles the majority of the cells on top of the
particle bed, while the rest of the processes are distributed evenly amongst the cells located
in the bed of particles. Since 10,000 time-steps exist between two consecutive load-balance
steps ( fLB = 10 Hz), load-balancing compensates its computational cost by increasing the
speed of the DEM throughout the simulations. Consequently, a trade-off exists between the
load-balancing time and the time it saves.
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Figure 5. Simulation times of the packing of 1 M particles benchmark on 64 processes with frequent
load-balancing at fLB = 10, 20, 100, 200 and 1000 Hz. Load-balancing time is illustrated using the
red color.

np = 0.1 M np = 1 M

np = 10 M np = 100 M

Figure 6. Simulation screenshots of packing of 0.1 M, 1 M, 10 M, 100 M particles on 8, 48, 480, and
4800 processes at t = 0.07 s.

3.4. Rotating Drum

We performed the rotating drum simulation with three load-balancing strategies:
single-step load-balancing at t = 1.5 s, frequent load-balancing with fLB = 10 Hz, and
dynamic load-balancing with fLB = 10 Hz and ε = 0.8. Since the system reaches the
steady-state at approximately t = 1 s, we call load-balancing at t = 1.5 s when using the
single-step scheme. The simulation with the frequent scheme calls the load-balancing
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100 times during the simulation, while the simulation with the dynamic scheme calls load-
balancing eight times. Figure 7 shows the distribution of subdomains before (at t = 1 s)
and after (at t = 8 s) load-balancing. This distribution does not significantly change after
t = 1 s, when the granular flow reaches pseudo steady-state.

Figure 7. Distribution of particles and subdomains in the simulation of a rotating drum on 64
processes. (left): before load-balancing at t = 1 s, and (right): after load-balancing at t = 8 s.

Figure 8 shows the simulation times (including load-balancing time) with different
load-balancing schemes. The simulation times without load-balancing, with single-step,
frequent, and dynamic load-balancing schemes are 1337, 894.1, 762.4, and 868.3 min,
respectively. These results show that frequent load balancing leads to a lower simulation
time than the alternative strategy. However, these simulations include a small number of
particles (0.226 M) for which the load balancing cost is small. According to the trends in
Figures 4 and 5, for a similar simulation but with a higher particle count, minimizing the
number of load-balancing operations using the single-step or dynamic strategy yields
better results than frequent load-balancing. In general, at a small number of particles, cores
and cells dynamic load-balancing is the most efficient scheme, while at a large number of
particles (np > 1 M), cores and cells, single-step load-balancing is preferred for rotating
drum simulations. Interested readers can find the animation of this simulation in the
supplementary materials Video S2 (drum.mp4).

Single
-step

Frequent Dynamic No L.B.
0

500

1,000

1,500

894.1
762.4

868.3

1,337

t s
[m

in
]

L.B.
Sim.

Figure 8. Simulation times of the rotating drum benchmark with different load-balancing schemes.
Load-balancing time is illustrated using the red color.

3.5. Silo

In the silo simulation, particles are packed on top of a stopper in the filling phase. Then
in the discharge phase, the stopper is removed and particles leave the hopper and move
into the bottom container. Figure 9 shows the distribution of subdomains and particles
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in the silo simulation. Interested readers may find an animation of the silo simulation in
the supplementary materials Video S3 (silo.mp4). At the beginning of the filling phase
(t = 4 s), the particles and all the subdomains of processes except process 0 are in the hopper.
As the discharge phase begins and particles leave the hopper, the simulation moves the
subdomain of processes towards the bottom container. When all the particles completely
leave the hopper (t = 39 s), all the particles and subdomains are located in the bottom of
the geometry and one single process handles the hopper.

63
63

t = 4 s t = 15 s

63 63

t = 21 s t = 39 s

Figure 9. Distribution of subdomains and particles in the simulation of silo on 64 processes with
fLB = 1 Hz.

Using the single-step load-balancing for this simulation is meaningless. Figure 10
shows the simulation times (including load-balancing time) without and with frequent
and dynamic load-balancing schemes. Figure 10 shows the simulation times of the silo sim-
ulation with no load-balancing, and with frequent and dynamic load-balancing schemes.
Frequent (with fLB = 1 Hz) and dynamic schemes (with fLB = 1 Hz and a threshold of 0.8)
call load-balancing 40 and 35 times, respectively, throughout this simulation. The simu-
lation times are 154.1, 96.2 and 98.8 hours for no load-balancing, frequent and dynamic
schemes, respectively. Load-balancing times are negligible compared to the total simulation
time for this small-scale simulation (np = 1.32× 105). The dynamic scheme does not call
load-balancing when the particles get packed on top of the stopper and in the bottom of the
container (when the load-balancing is not necessary). Silo simulation results show that in
systems where the particles move in one direction, frequent and dynamic load-balancing
show the best computational performance.
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Figure 10. Simulation times of the silo benchmark without and with dynamic and frequent load-
balancing schemes.

3.6. V Blender

In a V blender, particles have a reciprocating motion. Similar to the silo, using
a single-step load-balancing is meaningless here. We simulate the V blender with
frequent (with fLB = 10 Hz) and dynamic (with fLB = 10 Hz and ε = 0.8) load-balancing
schemes. Frequent and dynamic schemes call load-balancing 200 and 192 times, respec-
tively. Figure 11 shows the distribution of the subdomains during the simulation on 64
processes with the frequent load-balancing scheme. Interested readers may find an anima-
tion of this simulation in the supplementary materials Video S4 (VBlender.mp4). Particles
continuously move inside the V blender. As a result, frequent and dynamic load-balancing
schemes are required to obtain the best performance in such systems. The simulations
without load-balancing, and with frequent and dynamic schemes, take 3402.6, 2536.1,
and 2325.1 min, respectively. In systems with reciprocating granular flow, dynamic and
frequent schemes show the best performance.

63

63

t = 0 s t = 2.2 s

63

63

t = 3.18 s t = 5.3 s

Figure 11. Distribution of subdomains and position of particles during the simulation of V blender
on 64 processes with frequent scheme.
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4. Conclusions

In this research, we compared the computational performances of linear and quadratic
load-balancing weighting strategies as well as three different load-balancing schemes. Lin-
ear and quadratic strategies showed two minimums in the computational cost at particle
weigh to cell weigh of 15, 50 and 3, 40, respectively. The first minimum is attributed to
cell-based functions, while the second minimum is attributed to particle-based functions.
We compared the load-balancing times in packing simulations. We observed that increasing
the number of particles and cells and decreasing the number of processes in a simula-
tion increases the load-balancing cost. As a result, we should avoid any non-necessary
load-balancing in large-scale simulations. Afterwards, we evaluated the performances of
different load-balancing schemes, namely single-step, frequent and dynamic, in systems
with different behaviors. We observed that in large-scale systems in which particles reside in
a constant region after reaching steady-state (for instance, the rotating drum), single-step
load-balancing shows the best performance. In the simulations where particles move in
one direction (for example, the silo) or where particles have a reciprocating motion (for
example, the V blender) frequent and dynamic load-balancing schemes are favorable.
Dynamic load-balancing is a scheme that calls load-balancing according to the imbalance
between the computational load on the processes. Using dynamic load-balancing, we can
avoid unnecessary load-balancing operations. In the packing simulation, we were able to
simulate the packing of 108 particles on 4800 processes, which shows the high computa-
tional performance of Lethe-DEM. On average, the computational cost of simulations with
optimum load-balancing is 60% of simulations without load-balancing.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/pr10010079/s1, Video S1: packing.mp4, Video S2: drum.mp4, Video S3: silo.mp4, Video S4:
VBlender.mp4.
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Nomenclature
dp Particle diameter
dt Time-step
e Coefficient of restitution
fLB Load-balancing frequency
L Total computational load of a process
nc Number of cells
np Number of particles
nproc Number of processes
t Time
t f Simulation time
tLB Load-balancing time
ts Simulation time
Wc Cell weight
Y Young’s modulus
Greek letters
α Particle weight
β Cell weight
ε Dynamic load-balancing threshold
µ Coefficient of friction
µr Coefficient of rolling friction
ρp Density of particle
ν Poisson’s ratio
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