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Abstract: In this paper, we report a successfully modified single-crystal Si growth furnace for impurity
control. Four types of arbitrary magnetic heater (AMGH) systems with 3, 4, 5, and poly parts were
designed in a coil shape and analyzed using crystal growth simulation. The concentration of oxygen
impurities in single-crystal Si ingots was compared among the designed AMGHs and a normal
graphite heater (NGH). The designed AMGHs were confirmed to be able to control turbulence and
convection in a molten state, which created a vortex that influenced the oxygen direction near the
melt–crystal interface. It was confirmed that replacing NGH with AMGHs resulted in a reduction in
the average oxygen concentration at the Si melt–crystal interface by approximately 4.8%.

Keywords: single crystal silicon; arbitrary magnetic device; impurity; graphite heater; crystal growth
furnace; crystal growth simulation

1. Introduction

The majority of single-crystal Si ingots currently used in semiconductor devices and
solar cells are fabricated by the Czochralski (Cz) method [1]. In the Cz process, single-
crystal ingot growth is initiated by establishing contact between a single-crystal Si seed and
a molten Si in a rotating quartz crucible, and further growth is achieved by slowly pulling
the ingot from the Si melt, with rotation in the opposite direction to the crucible [2–6].
Optimization of the Cz process and optimal design of a Cz reactor for low-cost and high-
quality ingot and wafer production has been pursued to maintain competitiveness in the
industry. One of the improvements involves applying an external magnetic field to stabilize
the interface between the crystal and molten Si. However, this process requires a high initial
investment because additional installation of large and expensive magnetic equipment is
required, separate to the Cz reactor [7].

Therefore, we designed a new graphite heater to produce high-quality single-crystal
ingots in a low-cost and stable manner by realizing the internal magnetic field from the
graphite heater itself. Internal side graphite heaters are typically divided into three or
multiple blocks for industrial applications as the implementation of a single block is not
feasible because of the high load.

Impurities such as oxygen affect the formation of defects within the crystal ingots
and wafers. Thus, effective control of the oxygen content is essential for the fabrication
of high-quality wafers. Oxygen diffuses into the Si melt during crystal growth owing
to the ablation of a quartz crucible made of silica (SiO2). The incoming oxygen during
crystal growth is present in an interstitial state. Oxygen in single-crystal Si can cause
various precipitation defects, and excessive oxygen precipitation reduces the wafer strength.
Oxygen precipitation near the surface of the wafer may induce the breakdown of the
oxide film and leakage of the P–N current. Furthermore, oxygen can cause light-induced
degradation and thus reduce cell efficiency in the case of solar cell wafers. Therefore, proper
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control of the oxygen concentration during the ingot and wafer fabrication processes can
reduce process losses due to defects [8–10].

Herein, we applied a traveling magnetic field inside the graphite heater to control
the oxygen concentration during single-crystal Si ingot growth. Numerous theoretical
and experimental studies on the correlation between crystal growth and internal magnetic
field have been conducted [11–15]. For the first time, Hirata and Hoshikawa reported
successful oxygen concentration control in the Si crystal by applying an axially symmetric
cusp magnetic field for the Cz Si crystal growth process [11]. Ding et al. demonstrated that
the anticlockwise periodical flow was induced in the melt by cusp magnetic field and this
helped to reduce the impurity in the crystal by three-dimensional unsteady simulations for
the 300 mm Cz single-crystal Si growth process [12].

Results of previous simulation studies indicate that the temperature variation at the pe-
riphery of growing crystals can be effectively reduced by controlling the temperature distri-
bution, interface shape, and oxygen inflow with relatively low power consumption [16–19].

In this study, we divided the internal side graphite heater into arbitrary design sections
to simulate the fabrication of low-cost high-quality single-crystal Si ingots and wafers.
Furthermore, we investigated variations in the current intensities at constant conditions
by an arbitrary magnetic graphite heater (AMGH); in addition, we modified the crystal
growth furnace to increase the process efficiency. We conducted numerical simulations on
the control of the oxygen concentration using a crystal growth simulator (CGSim).

2. Methods
2.1. Process and Mathematical Modeling

The procedure for the Cz process is illustrated in Figure 1. The steps are as follows:
melting, vacuum, dipping, necking, shouldering, body growth, and tailing. The total
process takes approximately 70 h or more based on the dimensions of the silicon ingot,
which, in our case, had a height of 1050 mm and diameter of 205 mm [20,21]. Crystal
growth needs to be manually controlled by adjusting the pulling speed and temperature
of the quartz crucible to continuously control the power delivered to the quartz crucible.
In addition, failure in the continuous control of the diameter during the process results
in crystal lattice defects and breakage, thus requiring a restart from the initial stage of
the re-melting process. To prevent this, direct observation by the human eye and efficient
process control are necessary. The Cz process is very complex, and the quality of the
product ingot is determined by the accuracy of the process control [22] on several process
parameters, such as the ratio of the crystal growth rate (V) and the temperature gradient (G)
of the silicon in the melt–crystal interface (V/G), content of vacancies and interstitials, free
defect area, von Mises stress (related to the destruction of the crystal), and influx of oxygen,
one of the representative impurities [23–25]. To grow high-quality silicon ingots, certain
variables must be considered to control the molten state to prevent oxygen injection into
the crystal ingot while maintaining the quality of the defect-free area of the melt–crystal
interface and crystal thermal stress [26–28].

Crystal growth simulation (CGSim) is simulation software for simulating the growth of
single-crystal and polycrystalline materials from their melts. This enables the visualization
of the process of heat flow and heat transfer inside the reactor by simulating the interaction
of fluid and gas in engineering problems using a computer and obtaining an approximate
solution. CGSim is applicable to heat transfer, fluid mechanics, and electromagnetics
because it can simulate the flow of molten Si and extremely high-temperature processes and
apply magnetic field effects. In actual engineering, data are collected, applied, and modeled
and external factors, such as the required physical properties and loads, are set. Thus, the
visualized results were derived for verification and optimization through simulation.
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Figure 1. Cz process for single-crystal Si growing.

Therefore, CGSim was used to achieve the optimal design, process conditions, crystal
quality improvement through heat transfer, temperature analysis, gas and melt convection
analyses, and calculation of the crystal defects and stresses. The shape of the Cz grower is
axially symmetric, but the essence of the growing crystal is isotropic. Therefore, in the grow-
ing process, the coincidence with the central axis of the triple point is very complicated, and
it is difficult to achieve perfect symmetry. Therefore, this study assumed axisymmetry using
rotation to reduce asymmetric patterns. The Cz growth simulation used a two-dimensional
cylindrical coordinate system [26]. In the Cz process, research has been performed on
computational models of dimensionless numbers such as Reynolds (Re), Grashof (Gr),
Prandtl (Pr), Marangoni (Ma), Rayleigh (Ra), and Peclet (Pe) numbers [25]. To analyze the
temperature distribution and fluid flow in the Cz process, the continuity equation,

∂ρ

∂t
+∇·(ρu) = 0, (1)

momentum equation of each velocity component,

ρ
Du
Dt

= −∇p +∇·τ + ρg, (2)

and energy equation,

ρ
∂e
∂t

+ p(∇·u) = ∇(k∇T) +ϕ, (3)

are applied, assuming an incompressible fluid and expressed in Cartesian coordinates in
the form of a tensor. In the equations, D

Dt , ρ, u, ∇, p, and t are the convective derivative,
density, velocity, divergence, pressure, and time, respectively. τ represents the second-order
deviatoric stress tensor, g is the gravitational acceleration applied to the continuum, ϕ is
a viscous dissipation function, and k represents the thermal conductivity. In the case of
dimensionless numbers, the crystallization rate of Si in this study corresponds to the heat
flux, transition, and melting of the crystal, which is expressed as [28]:

ρcrystal∆Hun =

(
λ

dT
dn

)
melt
−
(
λ

dT
dn

)
crystal

(4)

where un is the average rate of partial crystallization at the melt–crystal interface; ∆H is
the crystallization calorific value (crystallization calories), which is also called the heat of
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crystallization, 1.8 × 106 J/kg; and ρcrystal is the thermal conductivity of solid Si at the
melting point, 66.5 W/mK.

The average crystallization rate υ is calculated by fluidly integrating the vertical
crystallization rate uv in space S with the partial crystallization rate un at the solid–liquid
interface, as follows:

υ =
1
s

∫
uvds (5)

The flow due to surface tension occurs in a high-temperature region with a small
surface tension toward a low-temperature region. In other words, flow occurs in the
direction of the interface in the wall of the quartz crucible. Accordingly, there is a synergistic
effect in the direction of flow owing to the difference between the density, flow of the fluid,
and surface tension. The total flow occurs from the crucible to the interface of the surface
portion and from the interface to the lower center of the surface. The rotation of the crucible
and crystal mainly produces a circumferential flow, and the dimensionless number that
can show the effect of this rotation is the rotational Re. The speed and specific length of
the crystal and crucible are denoted by Ωx, Ωc, and L, respectively, and the rotational Re is
defined as

Rex =
ΩxL2

v
(6)

Rec =
ΩcL2

v
(7)

Here, the form of the forced convection flow varies with Re but that of the natural
convection flow changes with changes in Gr, which represents the ratio of the buoyant
force acting on the fluid to the viscous force.

The Pr number represents the contribution of the momentum diffusion rate to the
thermal diffusion rate of laminar flow, Cpµ/k. The Ra of a fluid is a dimensionless number
for buoyancy-driven flow, also known as free convection or natural convection [29–31],
which characterizes the fluid flow system. Certain lower range values indicate laminar
flow, and higher range values indicate turbulence. Below a certain threshold, the absence of
fluid motion indicates that heat is transferred by conduction rather than convection. Ra is
defined as the product of Gr, representing the relationship between the buoyancy force and
viscosity of a fluid with a specific length x, and Pr, representing the relationship between
the momentum diffusion and heat diffusion rates [32,33]:

Ra =
gβ∆Tx3

vα
=

Time scale f or thermal transport via di f f usion
time scale f or thermal transport via convection at speed u

(8)

When there is a difference in the surface tension, a flow occurs. The Cz process, in
which pure materials are grown, expresses the surface tension as a function of temperature.
Therefore, a temperature difference can drive the flow, which is called thermal capillary
motion. Ma is a dimensionless parameter that represents the amount of the flow due to
surface tension. If σ is the surface tension of the liquid phase, L is the thickness of the fluid
and α is the heat diffusion. then Ma is expressed as [34]

Ma = −
(

∂σ

∂T

)
L∆T
αv

. (9)

Pe describes the transport phenomenon of a continuum and defines the rate of diffusion
of the same amount driven by an appropriate temperature gradient as the ratio of the heat
transfer rate of a physical quantity by convection. Analysis of the liquid heat-resistant
transfer mechanism is necessary, and when the average velocity in the system is U0, this
number is expressed as [34]

PeT =
U0L

α
. (10)
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The software used for the simulation was CGSim® of the STR Group (St. Petersburg,
Russia), which can analyze and optimize crystal growth processes, including conventional
Cz, liquid-encapsulated Cz, vapor pressure-controlled Cz, and Bridgman growth. The
CGSim (melt) software can simulate the process of single-crystal ingot growth from the
melt of crystals and produces different results depending on the internal structure, crystal
size, and shape of the quartz crucible.

The simulation was performed considering the quality determination of the Si crystal
growth according to the design of an AMGH to decrease the impurity concentration. Table 1
lists the key material properties, such as thermal performance and emissivity, where Ar
and carbon felt were used as an inert gas and an insulating material, respectively. The
cooling system affects the temperature gradient inside the crystal during the growth process.
Conductive graphite was used as a magnetic field heater [35–37].

Table 1. Properties of materials related to the Cz process [38].

Materials Properties Value

Si crystal Heat capacity (J/kg) 1000
Heat conductivity(W/m) 75.22

Emissivity 0.7
Si melt Heat capacity (J/kg) 915

Heat conductivity(W/m) 66.5
Emissivity 0.3

Density (kg/m3) 3194 − 0.3701 × T(K)
Melting temperature (K) 1685

Latent heat (J/kg) 1.8 × 106

Wetting angle (degree) 11
Surface tension (N/m) 0.7835

Dynamic viscosity (Pa·s) 0.0008
Marangoni coefficient (N/(m·K)) 0.0001

Graphite Heat capacity (J/kg) 720
Heat conductivity(W/m) 105.26

Emissivity 0.8
Quartz(crucible) Heat capacity (J/kg) 1232

Heat conductivity(W/m) 4
Emissivity 0.85

Steel Heat capacity (J/kg) 438
Heat conductivity(W/m) 15

Emissivity 0.45
Carbon felt Heat conductivity(W/m) 0.02

Emissivity 0.9
Ar Heat capacity (J/kg) 521

Heat conductivity(W/m) 3.06

2.2. Motivation of Impurities

The number of impurities introduced during the growth of a single-crystal Si ingot
was determined by the segregation coefficient at the melt–crystal interface. For a low
concentration of impurities, the solidification rate is slow and the segregation coefficient
factor is very close to the equilibrium value. When the single-crystal Si ingot grows at a high
growth rate, the inflow behavior of the dopant (dopant k0 < 1) provides different results for
different k in equilibrium. Therefore, it was determined that the value of k is proportional to
the crystal growth rate of single-crystal Si ingots [39,40]. The reason for this behavior is that
as the crystal growth rate increases, there is insufficient time for the impurity concentration
to change near the interface to reach equilibrium with a constant diffusion coefficient. If
the impurity concentration is very high near the interface, more impurities than expected
can be introduced. Therefore, the effective segregation coefficient ke f f at this time is larger
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than the value of k0(ex., k0(oxygen) = 1 in CGSim), in the equilibrium state. The effective
segregation coefficient is expressed by the equation of Burton, Prim, and Schlichter:

ke f f =
k0

k0 + (1− k0) exp(−ξf/D)
(11)

Here, k0 is the separation factor in the equilibrium state of impurities, ξ is the thick-
ness of the diffusion boundary layer, D is the diffusion coefficient of the impurity(ex.,
DO(cm2/s) = 0.13 × exp(−2.53/kBT) for oxygen [41]), and f is the growth rate. The thick-
ness of the diffusion boundary layer was analyzed using the diffusion coefficient of impuri-
ties as

ξ = 1.6D1/3ν1/6w−1/2, (12)

where ν is the viscosity of the melt, and w is the rotation rate of the crystal. In this
expression, the inclusion rate is determined by the growth rate under the assumption that
the other variables are constant at a given time. If the crystal growth rate is varied, the
distribution of impurities is predicted to be non-uniform. In contrast, if the interface is
horizontal and the thickness of the boundary layer is constant, a uniform distribution of
impurities in the radial direction can be obtained [42–44].

Suppression and minimization of oxygen atoms that affect the characteristics of semi-
conductor devices and solar cells are important factors in the Cz crystal growth process.
In this process, the ultra-high temperature is maintained while the single-crystal Si ingot
grows. Figure 2 shows a quartz crucible composed of silica containing oxygen, which
is utilized to melt polycrystalline Si lumps in the Cz process owing to its high melting
temperature (~1700 ◦C), excellent heat resistance, and refractory nature. The Cz process
requires a temperature of approximately 1414 ◦C (Si melting point) or higher. At extremely
high temperatures, silica can be decomposed to oxygen, as in Equation (13), and then
oxygen can diffuse into the Si melt, as shown in Figure 3.

SiO2(s) = Si(l) + O2 (13)
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Most of the oxygen dissolved in the quartz crucible evaporated to the surface (free
surface) of the molten Si. The amount of oxygen generated increased with the temperature.
As the single-crystal Si ingot has a high cooling rate after crystal growth, it does not have
an equilibrium condition with oxygen introduced into the crystal and thus exists in a
supersaturated state. During the cooling process, some oxygen diffused to the outside, but
most of the oxygen existed inside the crystal. The oxygen present in the crystal at room
temperature is referred to as the initial oxygen concentration, which is the cause of oxygen
precipitation in the subsequent heat treatment process of the single-crystal Si ingot.

Proper control of the oxygen concentration is necessary for the production of high-
purity single-crystal Si ingots and wafers because oxygen is one of the primary crystal
defects in the wafer. An excess concentration of oxygen is reported as 1018 atoms/cm3.
In the Cz process, metal impurities are controlled to less than 1012 atoms/cm3, and the
concentration of impurities added to the dopant is approximately 1014 atoms/cm3, which
is very low compared to the oxygen concentration. Therefore, most of the precipitates
generated during the heat treatment process are assumed to be oxygen, and relevant studies
to minimize the oxygen concentration have progressed remarkably [45–47].

3. Results and Discussion

In this study, a simulation was performed to reduce the concentration of oxygen, a
representative impurity in the Cz process. The optimal structure inside the reactor was
designed to overcome the limited conditions in a given process related to impurity control.
It is known that oxygen produced in the quartz crucible (silica) is introduced into the
crystal through the flow of high-purity molten Si fluid. It has been reported that the
oxygen concentration can be controlled by controlling the pulling speed, rotation speed,
and melt charge level [48]; however, to derive a high crystal growth rate, the rotation
speed is required at a certain minimum value of rpm. To overcome these problems and
maintain competitiveness in the global market, the design of the Cz process for low-cost
and high-quality ingots should be achieved. As shown in Figure 4, a possible approach is
to apply an external magnetic field to the interface of the crystal and molten Si. However,
applying a magnetic field requires a high initial investment cost because large and expensive
electromagnetic equipment is installed outside the chamber. The normal Cz process controls
convection by using magnetic devices installed outside the chamber to control the molten
Si state [49–53]. As shown in Figure 5, the graphite heater that generates heat inside the
Cz furnace is a coil-type MGH for impurity control. The optimal result was derived by
utilizing the improved design of the Cz reactor and crystal growth simulation analysis.
The designed MGH can control the fluid flow pattern inside the furnace according to the
direction of the Lorentz force formed by the magnetic field. To verify the reduction of
impurities, various MGHs were designed, and a comparative analysis was conducted.
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A normal graphite heater (NGH) and an arbitrary magnetic field heater were analyzed.
Unlike general heaters, magnetic field heaters are designed in the form of coils. Here, the
electric field (E), magnetic field (B), vector field, and pseudo vector according to the time
and position are represented as

∇× H = J +
∂D
∂T

= Js + Je + JV +
∂D
∂T

, (14)

∇× E = − ∂B
∂T

,
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∇·B = 0,

∇·D = ρ,

where ρ is the total charge density (total charge per unit volume), J is the total current
density (total current per unit area), and D is the displacement field.

In addition, the Lorentz force generated along with the magnetic field was expressed as

FL = qE + qvB (15)

Here, FL is the Lorentz force applied to the particle, q is the charge of the particle (C),
E is the electric field (V/m), v is the particle velocity (m/s), and B is the magnetic field (T).
When the electric field E = 0, it can be inferred using this equation that the motion of the
charged particles in the magnetic field is circular [54,55].

As shown in Figure 6, the direction of the magnetic field and the Lorentz force were
determined according to the direction of the current, and a direct current (DC) was applied
in this simulation. In the case of alternating current (AC), owing to the frequency, the flow
of the fluid was difficult to control consistently, and thus, the formation of the vortex was
not satisfactory. The DC results were more reliable, and thus, the DC MGH was applied
as well.
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Figure 6. Direction of the magnetic field and Lorentz force according to the current.

The NGH was designed with a length of 400 mm and thickness of 30 mm. We
confirmed the formation of a magnetic field and calculated its strength by dividing each
heater into parts. Arbitrary MGHs were designed by dividing each heater into parts, and
the formation of a magnetic field and its strength were compared for an equal applied
DC current. At equal sizes and lengths, the results of a vortex phenomenon for different
numbers of parts per coil was studied. As shown in Figure 7, the MGHs were of four
structural designs: Arbitrary 3 Part MGH (A3MGH), 4 Part MGH (A4MGH), 5 Part MGH
(A5MGH), and Poly MGH (APMGH).

Figure 8 shows the direction of the magnetic field and Lorentz force for each MGH
design with the application of DC+ current, where the magnetic field was vertically formed
from bottom to top, while the Lorentz force was nearly horizontally produced as expected
by Equation (15).



Processes 2022, 10, 70 10 of 18
Processes 2021, 9, x FOR PEER REVIEW 10 of 18 
 

 

 
Figure 7. Design of A3MGH, A4MGH, A5MGH, and APMGH with different number of parts. 

Figure 8 shows the direction of the magnetic field and Lorentz force for each MGH 
design with the application of DC+ current, where the magnetic field was vertically 
formed from bottom to top, while the Lorentz force was nearly horizontally produced as 
expected by Equation (15).  

 
Figure 8. Direction of the magnetic field (left) and Lorentz force (right) and strength according to 
each design. 

The corresponding intensities are compared in Figure 9. Although the four types of 
MGHs were set to an identical DC+ current of 6000 A, the strength of the magnetic field 
was different for each design. The strengths of the magnetic field and Lorentz force for 
different MGHs were estimated at the distance from the MGH to the center point of the 

Figure 7. Design of A3MGH, A4MGH, A5MGH, and APMGH with different number of parts.

Processes 2021, 9, x FOR PEER REVIEW 10 of 18 
 

 

 
Figure 7. Design of A3MGH, A4MGH, A5MGH, and APMGH with different number of parts. 

Figure 8 shows the direction of the magnetic field and Lorentz force for each MGH 
design with the application of DC+ current, where the magnetic field was vertically 
formed from bottom to top, while the Lorentz force was nearly horizontally produced as 
expected by Equation (15).  

 
Figure 8. Direction of the magnetic field (left) and Lorentz force (right) and strength according to 
each design. 

The corresponding intensities are compared in Figure 9. Although the four types of 
MGHs were set to an identical DC+ current of 6000 A, the strength of the magnetic field 
was different for each design. The strengths of the magnetic field and Lorentz force for 
different MGHs were estimated at the distance from the MGH to the center point of the 
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each design.

The corresponding intensities are compared in Figure 9. Although the four types of
MGHs were set to an identical DC+ current of 6000 A, the strength of the magnetic field
was different for each design. The strengths of the magnetic field and Lorentz force for
different MGHs were estimated at the distance from the MGH to the center point of the
crucible (i.e., center of the single-crystal Si ingot or Si melt) based on the surface of the
molten Si and the solid-liquid interface.
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Overall, the magnetic field strength decreased exponentially from the MGH to the
center of the crucible. The Lorentz force strength also showed a similar trend, except
for partial fluctuations. In the region close to the center of the crucible or Si melt, the
magnetic field and Lorentz force strengths remained nearly unchanged. However, as
shown in Figure 9b, among the four designs of A3MGH, A4MGH, A5MGH, and APMGH,
the strength of the magnetic field of APMGH was substantially lower than those of the
other three designs, which can affect the flow pattern of the fluid and thus the incorporation
of oxygen into the growing ingot. Thus, the optimal MGH (OMGH) was determined by
analyzing the oxygen concentration for each MGH.

Prior to comparing the oxygen concentration of the conventional NGH and the new
MGH designs, the convection behavior of the molten Si inside the quartz crucible was
investigated in terms of vortex and turbulent viscosity, as shown in Figure 10. It was
confirmed that the NGH and MGHs showed significantly different convection patterns for
vortices and slight differences in turbulent viscosity. Three large circular vortex flows were
characterized in the Si melt affected by NGH. However, the design with MGHs showed
that the circular vortices in the middle of the three vortex flows were merged into two other
circular vortex flows at the wall and center of the crucible.
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Figure 10. Convection of fluid and turbulent viscosity distribution by design.

The turbulent viscosity profiles with angles for NGH and MGHs are compared in
Figure 11, where the turbulent viscosity for NGH was larger than that for MGHs over the
entire angle. The APMGH design demonstrated the lowest turbulent viscosity, indicating
the most stable flow. The simulation results suggest that the change in the flow pattern
and the formation of vortices by heater design may affect the directionality of the oxygen
present in the molten Si. Based on this, the free defect region (V/G) and von Mises
stress considered for the growth of high-purity single-crystal Si ingots were analyzed.
Furthermore, additional analyses focused on the reduction of the oxygen concentration.
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Figure 11. Comparison of turbulent viscosities in Si molten state by design.

In Figures 12 and 13, the values of V/G and the von Mises stress, which numerically
represent the free defect region, were compared for different heater designs. Both results
suggest that there is no significant difference between different graphite heater designs
(e.g., a difference of less than 1%). In other words, it was confirmed that the magnetic field
of the MGHs did not considerably influence the defect area and stress inside the crystal.
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Figure 13. von Mises stress results for each arbitrary graphite heater.

Additionally, the total power consumption and applied DC+ current to achieve crystal
growth are compared in Figure 14 and Table 2. Basic NGH showed the highest power
consumption, which subsequently decreased as the number of parts in the MGH increased.
The results confirmed that the amount of power consumed during the crystal growth
process could be reduced by applying a DC current to the MGH. It should be noted that
APMGH required the lowest power consumption and applied DC+ current.
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Table 2. CGSim power consumption and DC+ current analysis results for various graphite heaters.

NGH A3MGH A4MGH A5MGH APMGH

Total Power
[kW] 89.09 89.07 88.90 88.65 87.69

Global
DC+[A] 0 6176.81 6170.72 6104.15 5556.09
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Based on these results, a comparative analysis of the conventional graphite heater
and AMGH with modified designs was conducted to determine the optimum MGH for
reducing the oxygen concentration in the Si melt–crystal interface. Figure 15 shows the
profiles of oxygen concentration at the Si melt–crystal interface for NGH and AMGHs,
revealing that the AMGHs with a magnetic field resulted in a lower oxygen concentra-
tion than conventional NGH by approximately 4.8%. Among the four AMGHs, APMGH
demonstrated a slightly lower oxygen concentration than the other three AMGHs. There-
fore, it can be deduced that the concentration of oxygen flowing into the crystal can be
reduced by stabilizing the melt–crystal interface using a magnetic field.
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4. Conclusions

This paper reported the CGSim simulation results for the process design of a Cz
furnace to control impurities in single-crystal Si ingots. Under the given process conditions,
it was demonstrated that replacing the NGH inside the chamber with coil-type AMGHs
caused a vortex to form in the molten Si to suppress the inflow of oxygen. In addition,
the AMGHs could affect the direction of oxygen diffusion and thus reduce the average
oxygen concentration at the Si melt–crystal interface and power consumption by 4.8 and
10%, respectively, compared with the basic NGH. It is expected that the impurities can be
further controlled by adjusting the process parameters, including the seed/crucible rotation
and melt filling level. Further optimization of these processes is necessary for cost-effective
commercialization in terms of lifetime enhancement and minimization of inherent defects.
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