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Offensive and Hate Speech Detection

Using a Cross-Corpora Multi-Task

Learning Model. Informatics 2021, 8,

69. https://doi.org/10.3390/

informatics8040069

Academic Editor: Antony Bryant

Received: 26 August 2021

Accepted: 3 October 2021

Published: 8 October 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Mathematics and Computer Science, Faculty of Science and Technology,
University of Ahmed DRAIA, Adrar 01000, Algeria; wassen.eldjanabi@gmail.com (W.A.);
dahou.abdghani@univ-adrar.edu.dz (A.D.)

2 LDDI Laboratory, Faculty of Science and Technology, University of Ahmed DRAIA, Adrar 01000, Algeria
3 State Key Laboratory for Information Engineering in Surveying, Mapping and Remote Sensing,

Wuhan University, Wuhan 430079, China
4 Department of Mathematics, Faculty of Science, Zagazig University, Zagazig 44519, Egypt;

abd_el_aziz_m@yahoo.com
5 Department of Computer and Systems Engineering, Faculty of Engineering, Zagazig University,

Zagazig 44519, Egypt; amhm162@gmail.com
6 Faculty of Applied Mathematics, Silesian University of Technology, 44-100 Gliwice, Poland
* Correspondence: alqaness@whu.edu.cn (M.A.A.A.-q.); robertas.damasevicius@polsl.pl (R.D.)
† These authors contributed equally to this work.

Abstract: As social media platforms offer a medium for opinion expression, social phenomena such
as hatred, offensive language, racism, and all forms of verbal violence have increased spectacularly.
These behaviors do not affect specific countries, groups, or communities only, extending beyond these
areas into people’s everyday lives. This study investigates offensive and hate speech on Arab social
media to build an accurate offensive and hate speech detection system. More precisely, we develop a
classification system for determining offensive and hate speech using a multi-task learning (MTL)
model built on top of a pre-trained Arabic language model. We train the MTL model on the same
task using cross-corpora representing a variation in the offensive and hate context to learn global
and dataset-specific contextual representations. The developed MTL model showed a significant
performance and outperformed existing models in the literature on three out of four datasets for
Arabic offensive and hate speech detection tasks.

Keywords: multi-task learning; Arabic language model; contextual representations; offensive lan-
guage; hate speech

1. Introduction

In recent years, the use of the social networks has substantially increased in the Arab
world. It has allowed more freedom for opinion expression, especially in the political
domain. Moreover, organizations in the Arab region have embraced social media in their
businesses at varying scales, assuming that it significantly affects business development.
Due to the freedom of speech given to social media users, it has become relatively easy to
propagate abusive or hate speech towards individuals, groups, or societies. The Cambridge
Dictionary (https://dictionary.cambridge.org/fr/ (accessed on 10 May 2021)) defines hate
speech as “public speech that expresses hate or encourages violence towards a person or
group based on something such as race, religion, sex or sexual orientation”. Online hate
speech is characterized as the use of an offensive language, aimed at a specific group of
people who share some common trait [1], while social networks have been recognized
as a very favorable medium often used for planning and executing hate attack related
activities [2]. Beyond the psychological harm, such toxic online content may be influencing
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and radicalizing individuals and could lead to actual hate crimes [3]. Therefore, it is
important to detect such cases of cyber-aggression and cyber-bullying in good time [4].

Natural language processing (NLP) is a field of research that deals with machine
learning (ML) algorithms applied to human natural languages [5]. NLP applications
aim to automatically process written and spoken human languages including sentiment
analysis [6,7], sarcasm detection [8], machine translation [9], speech recognition [10], au-
tomated dialogue systems [11], urban studies [12,13], topic classification [14], similarity
detection [15], text summarization [16], intent detection [17], news and social media anal-
ysis [18,19], part-of-speech (POS) tagging [20], authorship attribution [21,22], fake tweet
detection [23], coreference resolution [24] and others [14,25–27]. Recently, NLP techniques
have also been employed to study the sentiments and attitudes of social media users
regarding the COVID-19 pandemic [28,29].

The Arabic language is the Arab world’s first language, characterized by its rich and
complex grammatical structure [30,31]. In addition, the Arabic morphology is perplexing
because there are about 10,000 roots and more than 900 patterns that are the basis for
nouns and verbs [32]. The Arabic language has different variations that are used within a
community and in specific circumstances [33,34]. Figure 1 shows some typical examples of
offensive and hate speech phrases found on Twitter.

(a) (b)
Figure 1. Examples of offensive and hate speech tweets in Arabic with translation to English. (a) Hate
speech tweet; (b) Offensive tweet.

Detecting hate speech (HS) is a challenging task [35] due to a lack of common under-
standing and agreement of what is hate speech, and the lack of high quality annotated
datasets, especially for non-English languages. There have been some works on tasks
related to hate speech and offensive language detection (OFF) [36,37], including in the
Arabic language [38]. Most of these works assign labels to a given input; the labels vary
due to the absence of a universal definition of hate and offensive speech. Arguably, all hate
speech, aggressive subjects, cyberbullying, and toxic comments make different forms of
offensive and hate content present or absent in different corpora. Furthermore, treating
every classification task separately consumes more resources.

Previous studies often exploited content-based features (such as syntactical, lexical,
and sentiment-based information) for OFF recognition [39]. Lately, however, the content-
based features are fused with semantic features, word embeddings and representation
learning, user activities (such as frequency of posting), follower network properties and
demographic characteristics to derive more complex models [40]. Here comes the role
of the multi-task learning (MTL) approach that improves the performance of multiple



Informatics 2021, 8, 69 3 of 13

classification tasks by learning them jointly. In our study, we adopted an MTL model
that relies on a pre-trained Bidirectional Encoder Representation from Transformer (BERT)
language model for the Arabic language [41] to perform hate speech and offensive language
classification. The Arabic MTL model has experimented with two different language
models to cover modern standard Arabic (MSA) and dialect Arabic (DA). Moreover, we
extend the tasks of the model to improve its performance, taking advantage of different
available Arabic hate speech corpora, where instead of training the MTL model on multiple
tasks, we train it on multiple corpora on the same task. Thus, the MTL model can learn
global and dataset-specific rich contextual representations.

This study’s contributions can be summarized as follows:

• Comprehensive evaluation of single-task and MTL models built upon Transformer
language models (LMs);

• We evaluated a new pre-trained model, MarBERT, to classify both DA and MSA
tweets;

• We propose a model to explore the multi-corpus-based learning using Arabic LMs
and MTL to improve the classification performance on Arabic offensive and hate
speech detection.

The rest of the research is organized as follows: Section 2 reviews the most recent
related work on offensive and hate speech detection. In Section 3, we provide details of
the proposed MTL model. Section 4 presents and discusses the results of the conducted
experiments. The conclusion and future works are presented in Section 5.

2. Related Works

This section presents a review of the recently proposed methods for offensive and
hate speech detection from user-generated content on social media for English and Ara-
bic languages.

2.1. Hate and Offensive Speech Detection in English

Waseem et al. [42] used a logistic regression classifier to identify hate speech (HS)
tweets. They identified the appropriate features that provide the best identification per-
formance. More so, they evaluated the proposed method with 16 K tweets achieving an
F1-score of 73.93%, moreover using non-linguistic features like the gender or location
can improve the performance but it is always inaccessible or unreliable on social media.
In [43], a convolutional neural network (CNN) model was proposed to detect HS using four
models [42] including character 4-grams, word2vec, randomly generated word vectors,
and character n-grams combined with the word2vec model. The study shows that the best
performance was obtained using the Word2vec model. Using Recurrent Neural Network
(RNN) and Long Short Term Memory (LSTM) models with word frequency vectorization
for HS classification and the previous dataset collected by [42], Pitsilis et al. [44] achieved
0.87 and 0.88 in recall and precision, respectively. Watanabe et al. [45] used text patterns
and unigrams as features to train a J48graft machine learning algorithm, achieving an
accuracy of 87.4% in detecting whether a tweet is hateful or not.

Basile et al. [46] studied HS towards immigrants and women for both English and
Spanish tweets, using SVM and an RBF kernel trained on Universal Sentence Encoder
embeddings [47]. The winning team in English achieved a 65.1% macro F1-score using
an SVM classifier with an RBF kernel using the SemEval 2019 (Task5) dataset (https:
//github.com/cicl2018/HateEvalTeam) (accessed on 10 May 2021). Recently, BERT models
have shown a good performance in HS detection. As described by Zampieri et al. [48] and
Ping Liu et al. [49], the BERT outperformed SVM, CNN, and LSTM models by achieving
the best performance on Semeval 2019 with a 82.9% F1 score.

Liu et al. [50] combined Multi-task Learning and the pre-training language model
BERT [51] to propose a new Multi-Task Deep Neural Network (MT-DNN). MT-DNN used
the General Language Understanding Evaluation (GLUE (https://gluebenchmark.com/)
(accessed on 10 May 2021)) benchmark and achieved new state-of-the-art results on eight

https://github.com/cicl2018/HateEvalTeam
https://github.com/cicl2018/HateEvalTeam
https://gluebenchmark.com/
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out of nine Natural Language Understanding (NLU) tasks such as: CoLA, SST-2, STS-B,
RTE, MNLI, QQP, MRPC and QNLI.

2.2. Hate and Offensive Speech Detection in Arabic

Albadi et al. [52] collected the first HS dataset with about 6.6 K Arabic HS tweets.
The support vector machine (SVM) classifier and a GRU (Gated Recurrent Unit) trained
on AraVec embeddings [53] were utilized for the classification task and achieved the best
performance with 79% accuracy. Ousidhoum et al. [54] built a multilingual HS dataset
consisting of English, French, and Arabic tweets. Amazon Mechanical Turk was used to
label 13 K tweets into diverse aspects such as target attributes, target groups, directness,
and hostility types. BiLSTM and Sluice networks [55] performed better than traditional
bag-of-words models in most of the multi-label classification tasks.

Mulki et al. [56] created a dataset of 6 K tweets containing hate and offensive speech for
the Tunisian dialect from Twitter. The authors extracted several n-gram features from each
tweet using Term Frequency (TF) weighting. The extracted features were used to develop
SVM and Naive Bayes (NB) classifiers, achieving an 83.6% F1-score. This work is limited
to this specific dialect and does not perform well on small datasets. Djandji et al. [57]
proposed a model based on AraBERT [41] with MTL during the shared task of OFF
Detection in the 4th Workshop on Open-Source Arabic Corpora and Processing Tools
(OSACT4 (https://edinburghnlp.inf.ed.ac.uk/workshops/OSACT4/) (accessed on 10 May
2021)) [58]. Their proposed model solved the data imbalance problem by leveraging the
information from multiple tasks simultaneously and achieved the best performance with a
90% macro-F1 score.

Abu Farha et al. [59] developed a multitask learning architecture based on CNN-
BiLSTM, which is trained to detect HS and offensive language. The model incorporates
more data through adding sentiment information using the Mazajak Sentiment Anal-
yser [60]. The proposed model achieved a 90.4% F1-score in OFF and 73.7% in the HS task.
Hassan et al. [61] implemented various classical ML and DL approaches, such as SVM,
CNN BiLSTM, and Multilingual BERT, for the HS subtask. The stacked SVMs achieved an
80.6% macro F1-score.

Otiefy et al. [62] applied several models in their proffering for SemEval2020 on iden-
tifying and categorizing offensive language. Their best model ranked 10 out of 52 par-
ticipants, achieving an 88.72% F1-score using the SVM model, in which they used a
combination of both character and word n-grams. Husain et al. [63] studied the impact
of offensive language linguistic features on sarcastic language and sentiment content.
Their system depended mainly on the pre-trained models AraBERT [41] and SalamBERT
(https://huggingface.co/Fatemah/salamBERT) (accessed on 10 May 2021).

El Mahdaouy et al. [64] approached the same shared task using an end-to-end mul-
titask learning model based on the MarBERT [65] language model. Duwairi et al. [66]
investigated the ability of CNN, CNN-LSTM, and BiLSTM-CNN networks to detect hateful
content on social media. These deep networks were trained and tested using the ArHS
dataset, consisting of 9833 HS tweets annotated as racism, religious discrimination, abusive,
and normal. The CNN model outperformed other models and achieved an accuracy of
81%. Moreover, recently suggested BERT-based Arabic named entity recognition mod-
els [67,68] could also be applied for HS recognition if trained on offensive and derogatory
terms. Unlike the previous works, in this paper we propose a model trained on many DA
offensive and hate speech datasets as well as MSA and evaluate a new pre-trained model
to classify DA.

Table 1 summarizes the overview of the recent related works on English and Arabic
offensive and hate speech detection. As we can notice, most of the related works on Arabic
offensive and hate speech detection used single-task models. In terms of MTL models,
authors tend to use two tasks at most and an external task or lexicon related to the context
sentiment without accounting for context diversity in each used dataset and the learned
context representations.

https://edinburghnlp.inf.ed.ac.uk/workshops/OSACT4/
https://huggingface.co/Fatemah/salamBERT
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Table 1. Summary of the related works.

Paper Task Model Evaluation Dataset

Hate and offensive speech in English

Wassem et al. [42] HS Logistic regression classifier 73.93% F1-score 16 K samples annotated for HS

Gamback et al. [43] HS Convolutional neural network(CNN) 78% F1-score 16 K tweets
Data provided by [42]

Pitsilis et al. [44] HS Single and multiple LSTM classifiers 87% recall
88% precision

16 K
Data provided by [42]

Basile et al. [46] HS Support Vector Machine (SVM) 45.1% F1-score SemEval 2019 (Task5)

Ping et al. [49] OFF and HS Pre-trained BERT model 82.9 F1-score SemEval 2019

Liu et al. [50] Multiple tasks Multitask Learning (MTL) / Glue benchmark

Hate and offensive speech in Arabic

Albadi et al. [52] HS Lexicon-based classifier and SVM classifier 79% accuracy 6.6 K of religious HS tweets

Ousidhoum et al. [54] HS MTL 35% F1-score 13 K trilingual HS tweets

Mulki et al. [56] OFF and HS SVM and Naive Bayes classifier 83.6% F1-score 6 K of Tunisian HS tweets

Djandji et al. [57] OFF and HS MTL 90% F1-score OSACT4 shared task
2000 tweets

Abu Farha et al. [59] OFF and HS CNN-BiLSTM and MTL 90.4% F1-score OSACT4 shared task
2000 tweets

Hassan et al. [61] OFF and HS CNN, CNN-BiLSTM, and multilingual BERT 80.6% F1-score OSACT4 shared task
2000 tweets

Otiefy et al. [62] OFF SVM 88.72% F1-score SemEval2020 shared task

Husain et al. [63] Sarcasm detection and SA AraBERT and SalamBERT 69.22% F1-score WANLP 2021 shared task
15.5 K tweets

El mahdaouy et al. [64] Sarcasm detection and SA AraBERT and MTL 74.8% F1-score WANLP 2021 shared task

Duwairi et al. [66] HS CNN, CNN-LSTM, and CNN-BiLSTM 81% accuracy 9.8 K HS tweets

3. Proposed Model

Even with the emergence of DL techniques in many fields and real-world applications,
DL still suffers from a few limitations such as data collection, annotation, and model
complexity, which urges transfer learning and multi-task algorithms. Figure 2 shows the
proposed MTL model architecture for tackling Arabic offensive and hate speech classi-
fication tasks. The model consists of two components: a shared part that contains the
pre-processing and the pre-trained language model and a task-specific part.

In the architecture presented in Figure 2, the MTL framework incorporates variant
datasets to learn shared and specific contextual representations simultaneously. Instead
of training the MTL model on different tasks, we trained it on different datasets to cover
the variation in the context, and annotated classes on a shared task. Fixing the target
task and exposing the model to different contexts may help to enhance the classification
performance and overcome single-task model issues.

As is shown in Figure 2, the processing part is similar to BERT data preparation,
where the SentencePiece [69] algorithm is used for input segmentation based on a pre-
trained neural-based tokenization vocabulary. The segmentation algorithm is a multi-
layered RNN (recurrent neural netwrok) used to map each token to an embedding vector
represented in word, segment, and positional (ID) embeddings. Furthermore, during the
input segmentation [CLS] and [SEP] tokens will be padded to the word sequence at the
beginning and end of the sentence, respectively. At this stage, the model receives an
input representing the word sequence (tweet) from a dataset, which will be converted
to a set of embedding vectors. Each word in the inputted sequence will be mapped to
an embedding vector generated from summing up its corresponding word, segment,
and positional embeddings. To learn shared global contextual representations across all
corpora, the shared part is employed to fine-tune the weights of a pre-trained multilayer
bidirectional transformer encoder such as AraBERT [41], and MarBERT [65]. The AraBERT
and MarBERT are transformer encoders consisting of a self-attention mechanism to learn the
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contextual representations for each inputted word. The transformer encoder architecture
of BERT is shown in Figure 3, which consists of 12 transformer layers.

Figure 2. The architecture of the proposed MTL model.
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Figure 3. The architecture of the BERT model and its components.

Unlike BERT, which trains on a single task, the shared part containing the Arabic LM is
trained using the combined loss from all datasets. The learned contextual embeddings for
each word will be concatenated and stored in a single vector named [CLS]. Later, the [CLS]
representing the semantic representation of the inputted sentence is fed to the task-specific
part. The task-specific part acts as a single-sentence classifier on each dataset to classify
their samples. The classifier is a fully connected layer followed by a softmax to estimate
the probability of a sentence’s contextual representation vector, which is labeled as class c
as shown in Equation (1). The cross-entropy loss over the softmax output is used in our
experiment to train the MTL model on both binary and multi-class classifications.

Pr(c|X) = so f tmax(WT
OSACT−OFF.x), (1)

where WOSACT−OFF is the dataset specific parameter matrix.
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4. Experimental Setup

This section presents the experimental setup used in our study. In our experiments,
we investigated the usage of pre-trained Arabic LMs on single task and MTL models.
We experimented with different MTL models with variant datasets and pre-trained LMs
during the training process.

4.1. Description of Datasets

We used three different Arabic offensive and hate speech datasets. OSACT is the
dataset provided in the shared task, named the open-source Arabic corpora and corpora
processing tools (OSACT) [70]. OSACT contains two datasets with the same context,
including the OSACT-OFF for offensiveness with labels (OFF or NOT OFF) and OSACT-HS
for hate speech with labels (HS or NOT HS). L-HSAB is the Levantine hate speech and
abusive dataset collected by Mulki et al. [56]. T-HSAB is the first Tunisian hate speech and
abusive dataset provided by Haddad et al. [71]. In the following sections, we will detail the
statistics for each dataset. Table 2 summarizes the statistics of each dataset and the number
of samples used during training and testing.

Table 2. Summary of the samples distribution in each dataset.

Dataset Language Total Samples Label Training Set Development Set Test Set

OSACT-HS Arabic MSA
Arabic DA 10 K HS

NOT HS
361

6639
44
956

101
1899

OSACT-OFF Arabic MSA
Arabic DA 10 K OFF

NOT OFF
1410
5590

179
821

402
1598

L-HSAB Syrian DA
Lebanese DA 6024

Abusive
Hate

Normal

1226
325

2539

258
74
544

243
67

567

T-HSAB Tunisian DA 5846
Abusive

Hate
Normal

791
757

2668

166
160
578

169
161
574

4.2. Experiment Settings

The Adam optimizer [72], with a learning rate of 2× 10−5, was used in all experiments.
We used HuggingFace’s Transformers library [73] to utilize the pre-trained BERT models.
Single task models and MTL models were trained for ten and five epochs, respectively.
This is because training an MTL model on several tasks can take a longer time than single-
task models.

4.3. Performance Measures and Models Training

Our experiments used the macro-average, which calculates metrics for each label,
and finds their unweighted mean when the task is binary classification. In the case of
multi-class classification tasks, the metrics are calculated for each class. Later, the average
of the resulted scores is weighted by the number of true instances for each class.

Equation (2) calculates the accuracy of the TP (true-positive) and TN (true-negative)
output when the model correctly predicts the positive and negative classes, respectively.
On the other hand, the FP (false-positive) and FN (false negative) are the output, when the
model incorrectly predicts the positive and the negative classes into negative and positive,
respectively. The following formulas are used to determine other metrics such as F1-score,
precision, and recall.

Accuracy(Acc) =
TP + TN

TP + TN + FP + FN
× 100%, (2)

F1 =
2 ∗ Recall ∗ Precision

Recall + Precision
× 100%, (3)
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where
Precision =

TP
TP + FP

(4)

and
Recall =

TP
TP + FN

. (5)

5. Results and Discussions

This section presents the conducted experiments and their results alongside discussion
of the reported results. In the end, we compared the best-trained MTL models with recently
developed models in the literature.

5.1. Experimental Series 1

This section will experiment with a range of models, including a single-task model
and MTL models with three and four datasets, respectively. The model’s setup is as follows:

• AraBERT v02: is a single-task model fine-tuned on both OSACT-OFF and OSACT-HS
datasets separately;

• MTL-A-L and MTL-A-T: are MTL models with AraBERT used in the shared part,
and OSACT-OFF, OSACT-HS, and T-HSAB are used in the specific task part;

• MTL-M-L and MTL-M-T: are MTL models with MarBERT covering Maghreb region
dialect and MSA used in the shared part, and OSACT-OFF, OSACT-HS, and T-HSAB
are used in the specific task part;

• MTL-AraBERT and MTL-MarBERT: are MTL models with AraBERT and MarBERT
used in the shared part, respectively. In both models, all four datasets are used in the
task part.

Table 3 reports the performance of different models using the macro F1-score and
weighted F1-score for binary and multi-class classification, respectively. As can be noticed,
MTL models outperform the single-task model in terms of accuracy and F1-score as listed
for OSACT-OFF and OSACT-HS datasets. It can also be noticed that the MTL model trained
using MarBERT boots the performance on OSACT-OFF, OSACT-HS, and L-HSAB datasets
compared to the usage of AraBERT. This is due to the presence of dialectical Arabic in these
datasets. The MTL models trained on three datasets in the specific-task part perform better
than the MTL models trained on four tasks. This can be attributed to the data imbalance,
the variation between L-HSAB and T-HSAB dialects, and the limited vocabulary presented
in Arabic LMs.

Table 3. Performance of single-task and MTL models. Best results are shown in bold.

Model
OSACT-OFF * OSACT-HS * L-HSAB ** T-HSAB **

Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%)

AraBERT v02 94 90.0 97 83.0 - - - -
MTL-A-L 94.20 90.62 96.80 83.32 94.20 86.90 - -
MTL-M-L 95.20 92.34 97.90 88.73 87.46 87.18 - -
MTL-A-T 93.85 90.54 97.03 83.28 - - 80.86 80.50
MTL-M-T 95.05 91.97 97.65 87.33 - - 80.64 80.25
MTL-AraBERT 94.25 91.06 96.95 84.17 86.09 86.02 78.87 78.89
MTL-MarBERT 95.00 92.19 97.50 86.46 82.55 83.46 78.54 79.02
* Binary classification; ** Multi-class classification (3 classes).

As shown in Figure 4, MTL-M-L has reported the highest precision and recall on three
datasets, namely OSACT-OFF, OSACT-HS, and L-HSAB. On the other hand, MTL-A-T
has the highest results on T-HSAB with 0.83 and 0.82 for precision and recall, respectively.
Thus, MTL models trained on multiple datasets will give them the ability to share global
and specific contextual representations from shared and specific-task parts, respectively.
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Figure 4. Precision and recall of the experimental series 1. (a) Models’ performance on OSACT-
OFF dataset. (b) Models’ performance on OSACT-HS dataset. (c) Models’ performance on L-
HSAB dataset. (d) Models’ performance on T-HSAB dataset.

5.2. Experimental Series 2

This experiment compares our best-trained model, which reports the highest F1-score
on all datasets, to the existing recent works in the literature. Table 4 shows that MTL-
M-L and MTL-A-T outperformed existing single-task and MTL models on three out of
four datasets, including OSACT-OFF, OSACT-HS, and L-HSAB. It can be noticed that our
models did not achieve better results on T-HSAB compared to the results reported by
Haddad et al. [71] due to the lack of sufficient samples for the Tunisian dialect presented in
OSACT-OFF, OSACT-HS. The reported results show that training an MTL model on the
same task using different datasets presenting different contexts, dialects, and classes can
improve the contextual representation of the pre-trained LMs and lead to better results
compared to single-task training.

Table 4. Comparison with the state-of-the-art models. Best results are shown in bold.

Model
OSACT-OFF * OSACT-HS * L-HSAB ** T-HSAB **

Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1(%) Acc (%) F1 (%)

Abu farha et al. [59] - 87.7 - 76 - - - -
Djandji et al. [57] - 90 - 82.28 - - - -
Mulki et al. [56] - - - - 88.4 74.4 - -
Haddad et al. [71] - - - - - - 87.9 83.6

MTL-M-L 95.20 92.34 97.90 88.73 87.46 87.18 - -
MTL-A-T 93.85 90.54 97.03 83.28 - - 80.86 80.50
* Binary classification; ** Multi-class classification (3 classes).

6. Conclusions

On social media, conflicts and violent behaviors become more explicit with every
posted hate tweet or abusive content, affecting people’s lives, especially in the Arab world.
The automatic detection of these posts is challenging due to dialectal Arabic, which does
not comply with any grammatical rules. We have developed a multitask learning model
that incorporates two different pre-trained Arabic LMs based on Transformers, namely
AraBERT and MarBERT. The choice of these LMs is to improve the learning of our model on
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MSA and DA and learn global contextual representation in the MTL shared part. In the task-
specific part of the developed MTL model, the training is performed based on the variation
of the datasets as tasks to build our offensive and hate speech detection system. Compared
to single-task learning models, the developed MTL model showed better classification
performance and has outperformed existing models in the literature on three out of four
evaluated datasets. The study opens the door for future research directions, where the MTL
models can be extended to other applications and can exploit content diversity expressed
in different datasets and lexicons. Meanwhile, experimenting with different dataset sources
to improve the vocabulary coverage and learning better contextual representations is still
an open problem, and is worth more investigation.
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