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Abstract: Specialty literature and solutions in the market have been focusing in the last decade on
collecting and aggregating significant amounts of data about transactions (and user behavior) and on
refining the algorithms used to identify fraud. At the same time, legislation in the European Union
has been adopted in the same direction (e.g., PSD2) in order to impose obligations on stakeholders
to identify fraud. However, on the one hand, the legislation provides a high-level description of
this legal obligation, and on the other hand, the solutions in the market are diversifying in terms
of data collected and, especially, attempts to aggregate data in order to generate more accurate
results. This leads to an issue that has not been analyzed yet deeply in specialty literature or by
legislators, respectively, the privacy concerns in case of profile building and aggregation of data for
fraud identification purposes and responsibility of stakeholders in the identification of frauds in
the context of their obligations under data protection legislation. This article comes as a building
block in this direction of research, as it contains (i) an analysis of existing fraud detection methods
and approaches, together with their impact from a data protection legislation perspective and (ii) an
analysis of respondents’ views toward privacy in case of fraud identification in transactions based on
a questionnaire in this respect having 425 respondents. Consequently, this article assists in bridging
the gap between data protection legislation and implementation of fraud detection obligations under
the law, as it provides recommendations for compliance with the latter legal obligation while also
complying with data protection aspects.

Keywords: fraud detection; privacy; data protection; privacy by design; security by design; machine
learning; data analytics; cybercrime

1. Introduction

In the last two decades, as the technology used by the financial banking sector evolved,
so did the fraud schemes used by fraudsters (European Payments Council 2019). The main
two areas where fraud takes place involve internet banking web or mobile applications
and ATM, POS, or online merchant payments using bank cards. Nilson Report (2020) has
emphasized the increased targeting of merchants by organized financial crime organization
for the perpetration of frauds, with IT development of the country and of the merchant
having an impact on the merchant’s ability to prevent frauds (Hawash and Lang 2020;
Nathan et al. 2019). Around 56% of Europeans are concerned about becoming the victim
of fraud (Eurobarometer 2015). In 2019, 26% of the EU population reported receiving
fraudulent messages, including those related to e-banking credentials (Eurostat 2020).
Different families of malware have caused various damages to the consumer, critical
infrastructures, financial and banking institutions, becoming favorite targets (S, cheau et al.
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2020). Fraud mechanisms in terms of both internet banking and card transactions have
particularities that can help in fraud detection, such as location of payment initiation,
details of payment recipient, timestamp of payment.

Researchers, such as Carminati et al. (2018), have analyzed in the past decade various
manners in which such details can be used for fraud detection and prevention. Their
conclusions have led to various approaches for fraud detection algorithms, with emphasis
on machine learning ones (Yang et al. 2020), as aggregation of data and historical analysis
of data can assist in finding fraud patterns (Politou et al. 2019).

These fraud patterns can help in the detection or prediction of potential fraudulent
transactions. Detection algorithms match existing characteristics of frauds to the current
transactions being analyzed, whereas predictive algorithms attempt to identify frauds
having different characteristics than the historical frauds.

Further, the European Union legislators are focusing on this area, directly or indirectly,
through specific legislation on fraud prevention mechanisms (as is the case for the Payment
Services Directive 2) or more general data protection legislation (GDPR) or information
security legislation (financial sector-specific regulatory legislation, NIS Directive) than
include general security measures aimed at also preventing frauds. In addition, the NIS2
Directive proposal brings further clarity and emphasis on cooperation for incident handling
and vulnerability disclosure. This can increase timely responses to threats or fraud patterns
identified by one of the countries or one of the private entities. A further improvement in
this respect represents addressing the supply chain risk and accountability.

Consequently, the types of fraud detection algorithms have increased, especially given
regulatory requirements and the business need to limit frauds.

Researchers have generally focused on the accuracy of results and on increasing data
collection and aggregation of data in order to achieve this goal (Jha et al. 2012), both for
detective and predictive algorithms. This article builds on this and brings new angles in
terms of privacy, such as those outlined in data protection legislation and by legal scholars
(Kaminski and Malgieri 2020; González and de Hert 2019) to the existing or proposed fraud
detection algorithms.

The purpose of the data processing is essential in determining its intrusiveness, as
outlined by Cormack (2020). In the case of fraud detection, the purpose represents the
protection of an individual’s financial account, and, at first sight, it may be argued that this
security purpose allows all types of data to be processed. However, the benefits of the fraud
detection have to be analyzed by comparison to the impact on the individuals in terms
of collection of a large amount of data about their behavior (including financial behavior)
(Canillas et al. 2018), sharing such data with other entities (credit/payment institutions) or
merchants and direct or indirect consequences on individuals (discrimination (Galhotra
et al. 2017) and (Romei and Ruggieri 2014), bias, lack of provision of a service, inaccurate
profiles being created).

This type of analysis in terms of amount/types of data collected, sharing of data, and
actions to be taken by the credit/payment institutions by reference to their legal obligations
to prevent fraud and their legal obligations to ensure privacy has been analyzed scarcely
by researchers, with the majority of researches, as Perera et al. (2019) and Gruschka et al.
(2018), focusing broadly on big data and data analytics implications on privacy, as detailed
in the following sections.

There is a necessity to balance the need of the companies and customers to prevent
fraud and the need of customers for privacy. Therefore, in this article, we start from
the characteristics identified for fraud detection algorithms, analyze these from a data
protection perspective, with emphasis on the intrusiveness of the data collection, processing,
and transfer, including insights and guidelines from legal scholars such as Wachter and
Brent (2019), and validate this analysis through a questionnaire.

This article analyzes the type of algorithms proposed by researchers in the last three
years since the GDPR has entered into force in order to identify their characteristics in
terms of privacy implications and impact from a privacy perspective.
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The main focus is on the intrusiveness of data processing, with emphasis on the large
amount of data collected (from a data minimization and fairness perspective, including
aggregation of personal data from various individuals and entities, as also emphasized by
Clifford and Jef 2018), a consequence of data processing on individuals and responsibility
of stakeholders concerning the data processing. Identifying the main characteristics from a
privacy perspective helps in the recommendation of privacy-preserving mechanisms to
perform fraud detection. Enhancing the anti-fraud mechanisms in banks is reflected in
increasing the banking soundness and, finally, in increasing the trust in bank systems and
financial systems (Achim and Borlea 2020, p. 152).

Consequently, the novelty of this paper stems from the multi-angle approach it analy-
ses in terms of fraud prevention requirements and privacy needs of individuals by taking
into account guidelines issued by relevant authorities in this respect, legal provisions, but,
also, the opinion of individuals on this topic, through a questionnaire.

Further, the paper outlines the privacy aspects to be taken into account when setting up
a fraud detection algorithm and calibrating it to the needs of a specific credit/payments institution.

Section 2 of this article outlines a taxonomy of fraud detection algorithms based on
their privacy implications while detailing the main regulatory requirements that have
shaped these algorithms. The third section details the intrusiveness angles in terms of
data collection, processing, transfer, and decision-making based on the data analysis and
recommendations toward privacy-preserving algorithms (Section 3). The fourth section
details the responsibility angles to have in mind as per existing legislation and the potential
need for revision of these (Section 4). The following sections outline the responses to the
questionnaire while keeping in mind the main objectives of the research and the views of
the specialty literature on the respective points (Sections 5–7), with the conclusions of the
research and future work described in Section 8.

2. Taxonomy of Fraud Detection Algorithms Categorized from a Privacy Perspective

In view of identifying the types of fraud detection algorithms used or proposed since
the entrance into force of the GDPR, we have analyzed the research papers published in
the last three years in five research databases (ACM, Science Direct, Emerald Full text, IEEE
Transactions, Springer-Link Journals), based on specific keywords aimed at identifying the
privacy aspects had in mind by such algorithms (“gdpr banking fraud detection”, “privacy
banking fraud detection”, “aggregation banking fraud detection techniques”, “banking
fraud detection techniques”).

This exercise and its results have provided information about the current market
status on such fraud prevention solutions and insights into the algorithms, aggregation,
and collection methods used, which have been used to create the questionnaire taking into
account the current trends in fraud prevention and the potential privacy pain points these
can generate.

Searching for the articles of other authors from the last three years (from 2018 to
2021), with the help of these key expressions, we could find out that the subject is one very
frequently approached. It highlights the importance of deeper research on this issue. After
entering the key phrases, we have summarized the returned results, adjusted by relevance
to our topic, in Table 1, which can be found below:
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Table 1. Articles on topic—number of results adjusted by key phrases and relevance.

Database/Key Expression ACM Digital
Library Science Direct Emerald Full Text IEEE Transactions Springer-Link

Journals

GDPR banking fraud
detection 552 results 113 results 21 results 72 results 167 results

Privacy banking fraud
detection 591 results 256 results 193 results 554 results 891 results

Aggregation banking
fraud detection techniques 776 results 90 results 44 results 181 results 288 results

Source: Author’s processing.

From this vast literature, we tried to capture the most common ideas approached by
authors and to identify the level of their research. Thus, we have selected some relevant
bibliographic sources, and in the following, we will present a brief review of the literature.
Starting with 2018, writings related to the privacy policy of personal data (GDPR policy)
have started to appear. Stalla-Bourdillon et al. (2018) conducted an interdisciplinary
analysis of GDPR in the context of electronic identification schemes. The study was
conducted in the United Kingdom and provided an overview of how to interpret these
situations. Following the study, the author proposes a legal basis that can help the good
management of privacy by both parties involved. In addition, in connection with this
topic, studies have begun to appear on the degree of intrusiveness involved in requesting
personal data. In this respect, Horak et al. (2019) addressed the issues of GDPR’s impact on
cybersecurity software, respectively, the operation side of incident prevention and incident
handling. It was a very conclusive example of intrusiveness. The risks of breaching
confidentiality and the data minimization principle by requesting personal data were
investigated, as well as the fact that the sharing of this information by the client could raise
similar concerns. The Data Privacy Impact Assessment (DPIA) performed for this scenario
revealed that the risks are not high, given the specific risk mitigation mechanisms in place.
The methodology used helped in understanding the existing risks and making them easier
to manage.

These privacy intrusiveness problems are also closely correlated to the prevention
of credit card fraud. A significant number of authors have addressed the issue of fraud
detection, and the algorithms used are continuously being improved in order to incorporate
the new mechanisms and schemes used by fraudsters. There are a number of studies that
analyze card fraud from various perspectives: Credit Card Fraud Detection using Machine
Learning Algorithms (Dornadula and Geetha 2019), Credit Card Fraud Detection using
Pipeling and Ensemble Learning (Bagga et al. 2020), and Credit Card Fraud Detection
Using Artificial Neural Network (Asha and Suresh Kumar 2021). From year to year, the
tools used for identifying fraudulent activities are becoming more and more complex and
efficient for the identified fraud patterns, with machine learning algorithms being some
of the best options in this respect, as technology advancements cross borders and become
available in more countries (Mehmet et al. 2012).

Öğrek et al. (2019) tried to evaluate the methods of credit card fraud using a model
with the Kaggle dataset. The methodology chosen was multi-layered artificial neural
networks (MANN). To identify fraud, the author used features such as: cash in/out, debt,
payment, amount of transaction, or local currency. The results of the study showed that
the chosen method is effective. Then, Li et al. (2021), also using the Kaggle dataset, came
up with the idea of a hybrid method on attenuating class imbalance with overlap based
on an idea of division and conquest. The dynamic weighted entropy evaluation criterion
was used for this purpose. The experiment proved to be even more successful than the
previous ones.

Then, we have identified studies that target the behavior of individuals in conducting
transactions as a method of detecting fraudulent card transactions. Carminati et al. (2018)
tests Banksealer, a decision support system. It builds a model for every user and then
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modeling it on this system. In the second stage, the robustness of the Banksealer system is
verified against potential criminals. This approach was taken in Italy, but the results of the
study said that it could be a useful dataset worldwide. Chen et al. (2019) also developed a
method for detecting transactions based on individuals’ behavior. The model used here
is called hyper sphere. This study concludes that the characterization effect of human
behavior is related to the frequency of their transactions. In addition, Wang and Wang
(2019) evaluate user behavior from the perspective of the inter-request time interval. The
author notices that there are bot-like behaviors in the online banking system. The results
of the study showed that, after comparing two algorithms, Renyi entropy is superior to
Shannon entropy in differentiating bot behavior from human behavior.

Other authors have developed various models created in order to identify fraudulent
transactions. Chen et al. (2020) developed a hybrid scoring model for this purpose.
This model can obtain an exact credit score and even decrease credit risk. Misra et al.
(2020) proposed a two-step model for identifying fraudulent transactions. In the first
stage, an autoencoder is used, which transforms the transaction attributes into a smaller
characteristic vector. The vector is used as input to a classifier in the second stage. The
experiment was performed on a comparative dataset. It was observed that the two-stage
model is more efficient than systems designed with only one of the two stages. Olowookere
et al. (2020) proposes a framework, which combines the meta-learning ensemble techniques
and cost-sensitive learning for fraud detection. The results of the study indicated that the
cost-sensitive ensemble framework produces cost-sensitive classifiers that are efficient in
detecting fraud in databases of payments.

Other studies have been focused on more specific detections. Amarasinghe et al.
(2018) reviewed selected machine learning and previous detection techniques that can be
integrated into a fraudulent financial transaction detection system. It was concluded that
in order to detect bank fraud more efficiently, it is important to know specific algorithms
(e.g., Bayesian networks, fuzzy logic, etc.). Dong et al. (2018) approached a very interesting
area of the subject of fraud, namely mobile ad frauds. The author proposed a hybrid
approach called FraudDroid to detect fraud in applications on Android devices. After
analyzing 12,000 suspicious applications, FraudDroid has identified 335 cases of fraud,
which confirms that it is a useful way of detecting this type of crime. In addition, on an
innovative note, Sudharsan et al. (2019) proposes the realization of the vote through ATM
Machine by providing Biometric authentication or Face Recognition authentication. By
comparison with Aadhar cards for security and privacy, the ATM voting application is
easier to use.

As detailed above, we have analyzed the various types of fraud detection algorithms
and have identified approaches they take that may have an impact from a data protection
legislation perspective or that are subject to different requirements from this perspective.
The analysis has led to the conclusion that technology is used more often in terms of fraud
prevention in more and more countries, as also shown by scholars such as Achim et al.
(2021). Further, this analysis has led to the identification of the following types of fraud
detection algorithms from a data protection perspective. In this section, we outline these
types of algorithms and detail the data protection impact and relevant legal requirements
for their implementation.

The characteristics of these algorithms have been included in the questionnaire in
order to view the opinion of the respondents on their intrusiveness. Below, we outline the
main points to consider from a data protection perspective, with details about each point
included in the following section.

Static rules have been used since the first versions of fraud detection algorithms.
The rules are generally created manually by fraud prevention professionals based on
characteristics of identified fraud or fraud trends presented by authorities or industry
reports. The types of algorithms are generally not intrusive, provided the manual analysis
conducted beforehand was not intrusive.
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The use of transaction details generally should not be viewed as intrusive, as these
are essential for identifying fraud and are the basis for manual analysis in the past as
well (Rojas et al. 2018). However, certain types of analysis on transaction details may be
considered intrusive, especially those referring to the private life of an individual, such
as the exact merchant codes (including healthcare ones), analysis of daily patterns and
shopping locations, reviewing the details of the transaction for specific keywords usually
used in fraud transactions and automatically labeling them as frauds.

In case transactions time and/or location patterns are also included in the algorithm,
intrusiveness may occur, as, depending on the actual algorithm and whether connection
maps are created based on this information (Hacker and Petkovka 2017), there may be
a risk of intrusiveness, as the connection creation may lead to a biased response of the
algorithm in certain cases.

Recipient details may prove useful in certain situations, especially if these are mapped
by reference to the accounts or names of confirmed fraudsters (or of their companies).
However, these details may also be used to create a mapping system in which the recipients
are monitored even if the credit/payment institution where they are holding their accounts
is not sharing data with the monitoring entity or is not performing any monitoring itself. In
such cases, there is a lack of predictability about the data processing, lack of application of
the data minimization principle, potential discrimination (direct or indirect, as outlined by
Hajian and Domingo-Ferrer 2013), and may be considered intrusive. Proper analysis of the
consequences on the recipients and accuracy of data mechanisms should be implemented
to comply with data protection legal requirements.

Including user behavior profile for financial services in the algorithm may lead to very
intrusive analysis, as a specific situation for the general data analytics one detailed by
Green and Viljoen (2020), as this type of data is not closely linked to the transaction from
a data minimization and purpose limitation perspective (as further detailed in the below
section) and, in certain cases, may lead to inaccurate inferred data. Further, there may be a
lack of predictability by the individual about the use of such data for fraud detection rather
than just for service provision. Therefore, for this type of algorithms, the data protection
concerns outlined in this article should be analyzed in the design phase and re-assessed
periodically based on the testing of the algorithm.

An algorithm also focusing on device patterns may be useful in terms of a wide
variety of attacks, including the use of credentials after phishing attacks. Nevertheless,
in view of preventing intrusive analysis, the amount of details about the devices should
be limited to general ones such as operating system version, telephone model, internet
banking installation date, browser version and not go into personal settings of the device,
list of applications on the device or continuous location monitoring.

Previously non-transactional information held by the credit/payment institution
about its clients is most probably to be considered intrusive, as this does not fulfill the data
minimization, purpose limitation, and predictability requirements.

The above types of fraud prevention approaches (data collection, data aggregation,
and data analysis) are relevant for the following sections that are analyzing the privacy
implications of such algorithms and the opinion of individuals in this respect.

Generally, the processing basis for fraud detection, according to data protection
legislation, is a legal obligation. Under banking sector legislation, especially the Payments
Services Directive, there is an obligation to identify potential payment frauds for the
executing or acquiring entity, including for TPPs (third party providers) that access the
account (European Banking Authority EBA, EBA). Even if the legal provisions include
general requirements and leave the actual implementation steps to the credit/payment
institutions, this implementation also refers to the case-by-case analysis in terms of data
protection legislation for the main concerns mentioned in this paper.

In order for an exemption from the SCA (Strong Customer Authentication) rules
and provide user-friendly payment methods, both receiving and paying credit/payment
institutions are incentivized to identify potential frauds, rate from a fraud perspective
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the payer and the recipient of the payment. In practice, credit/payment institutions also
analyze the fraud rate of the merchants in order to keep themselves with a low fraud rate.

In addition to this specific legislation related to the banking sector, as also expressly
stated in the payments legislation, the data protection legislation has to be taken into
account in order to provide protection of the personal data of the payer and recipient, as
also mentioned for general data analysis by Wachter et al. (2020).

Further, the intrusiveness can be analyzed based on the actual direct or indirect legal
or similar effects on the individual, which are broadly defined by the GDPR and legal
doctrine (Article 29 Data Protection Working Party 2018) as any action taken concerning the
individual (e.g., blocking of payments, client fraud rating changes), whether it produces
direct legal effects or just indirect effects of a non-legal nature (e.g., not receiving advertising
for a specific product). In this respect, as in other cases of automated decisions with
impact on individuals (Kamiran et al. 2013), the automatic blocking of payments by the
credit/payment institution may be intrusive, especially in case the data used for the fraud
alert to be triggered are related to the private life of the individual or include an inaccurate
profile or inferred data.

Further, the other option that can be implemented, respectively, allowing individuals
to monitor their transactions based on the fraud detection algorithm may also lead to the
risk of legitimate transactions being blocked or abusive use of the blocking function by
the individual for payment he/she wishes to revert. Thus, the decentralization of fraud
prevention may not prove efficient from an operational perspective.

3. Intrusiveness of the Data Processing

As outlined above, there are various approaches toward fraud detection, but most of
them mention that the collection of relevant data and aggregation of such data improved
the fraud detection levels, as detailed by Whitrow et al. (2009) and Jiang et al. (2018).

In terms of data protection legislation, the following aspects are relevant in this context,
all closely tied to the intrusiveness concept: data minimization in terms of collection,
processing, and transfer (including the possibility to use pseudonymized data), the impact
of automated decision-making on individuals and the fairness principle (Clifford and
Ausloos 2017). Further, from a data processing cycle perspective, these aspects have to be
analyzed at the moment of collection of personal data, during the analysis process, and in
terms of action taken after analysis is completed (Council of Europe 2019).

The dimensions and implications of data analytics and the use of machine learning
have been analyzed by data protection authorities throughout the European Union, and
the concerns they outline can be directly applied to the fraud detection scenario (European
Parliamentary Research Service EPRS; AEPD 2020; ICO 2017).

3.1. Data Minimization

Data minimization entails the use of and access to only the personal data needed for a
data processing activity. In the fraud detection context, this first means that the collection
of data should include only the data actually used by the algorithm while excluding any
intrusive types of personal data. Secondly, as detailed by Finck and Asia (2021), during the
analysis phase, only the data for the specific analysis should be processed, and, in case of
aggregation or transfer of data to other entities, this should occur only if required.

A relevant example in this respect is the ECJ (ECJ 2014) decision concerning metadata
collected about individuals. In this decision, data collection was considered excessive
by reference to the processing purpose, respectively, provision of a calling service. The
service provider collected excessively metadata such as date, time, duration and type of
communication, identification of user’s device and location thereof, the call recipient’s
number and an IP address, as such information could provide a very detailed profile about
an individual, which is not needed for the services provided. This is relevant for the fraud
detection algorithms as well.
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Out of the types of algorithms identified in the above section, the ones that include
non-transactional information about the individual should perform case-by-case analysis
in order to reflect the data minimization principle (Biega et al. 2020), as not all data about
an individual can help with fraud prevention profiles. The algorithms that collect device
data, data about recipients (generally from other transactions they were involved in), or
service usage profile may require certain adjustments based on the actual types of data
needed for the profile creation. The other algorithms that rely mostly on transaction data
can be considered as complying with the data minimization principle in general, provided
analysis of payment details is limited and not leading to inferred data about the individual.

Access to data, as mentioned by Goldsteen et al. (2020), is also important from a data
minimization perspective. This entails that only natural persons and entities that require
access to the data should access it or store it. This is relevant in terms of data aggregation.
Whereas aggregation of data from multiple accounts held with the same credit/payment
institution may seem reasonable for fraud detection purposes, the sharing of data with
other credit/payment institutions may not seem reasonable and may also have an impact
from a banking secrecy perspective, as it divulges financial data to other entities.

For this reason, one manner of approaching data collection and, especially aggregation
of data, for fraud detection purposes is to use pseudonymized data (or even anonymized
data, if possible, as detailed in certain researches, as Yu (2016)) to ensure limiting negative
consequences on individuals.

The retention period is also closely related to data minimization. In this respect,
it is essential to identify the period of time for which the data is needed (as per legal
requirements or objective fraud detection needs). In the case of algorithms based on
machine learning, this is particularly difficult to achieve, given the learning process of the
algorithm and the creation of profiles based on previous input. In certain cases (Article 29
Data Protection Working Party 2018), if profiles for each user are created, this approach
may lead to an inaccurate date and, consequently, such situations should be addressed
from the outset of the algorithm development phase, with various approaches, including
providing for learning only data of confirmed frauds and leaving the algorithm to build on
these with analysis of abnormal payment behavior of the individual.

For the same reason, it is important to keep the purpose of data processing to fraud
detection without using the data for other purposes. This is also closely linked to the
purpose limitation principle as detailed by scholars such as Forgó et al. (2017). For instance,
a profile created for fraud prevention should not be used to refuse to offer financial banking
services to an individual, as the individual was categorized as a potential fraudster, either
as the individual making or receiving fraud payments.

3.2. Automated Decision-Making

In implementing an effective fraud detection mechanism, this should be in real-time
(when the payment is being made) and should have an adequate response to the potential
fraud. Responses may include a notification to the payer requesting the payer to accept the
payment or blocking the payment.

In the latter two cases, an automated decision is being made, as this is defined under
the data protection legislation, given that the decision has a legal effect on the individual
by temporarily or permanently blocking his/her payment.

According to data protection legislation and the guidelines issued by Article 29 Data
Protection Working Party (2018), there are certain cases in which an automated decision
can be taken, such as legal obligation or performance of the agreement. In this case, even if
there is a general legal obligation to prevent fraud, as the actual implementation details
are established by each entity, it may be argued in certain cases that more processing is
performed than expressly required by law. In such cases, blocking of payments may be
considered as lacking a proper processing basis. For this reason, an analysis on a case-
by-case basis (Kaltheuner and Bietti 2018) should be performed in order to ensure proper
implementation of legal requirements on automated decision-making, including steps
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taken for data relevance for the legal fraud prevention requirement and accuracy of the
fraud detection algorithm.

Further, in case of profiles created about recipients of payments, automated decisions
have to be generally taken in case of a legal obligation, with proper analysis being con-
ducted for the specific situation in other scenarios than specific legal requirements in order
to address the data protection concerns mentioned in this paper, with emphasis on the type
of effects on the individual. Otherwise, such decisions cannot be taken based on the profile
obtained through analysis of payments they received, as there is no processing basis in this
respect, and the profile created may be inaccurate, given the limited amount of information
gathered about them.

3.3. Fairness of Data Processing

The fairness of a data processing activity is considered, as detailed by Malgieri (2020)
and Abiteboul and Stoyanovich (2019), to be closely linked to the following aspects, in
addition to the data minimization principle mentioned above: discrimination of individuals,
bias/harms brought to individuals, lack of predictability of data processing performed.

The discrimination of individuals.
Discrimination or bias toward an individual are concepts that are not defined by the

legislation, case law, and specialty literature but rather referred to in general terms, as is the
case also in guidance issued by authorities (Datatilsynet 2018). Generally, any action taken
that leads to unequal treatment (e.g., based on inferred data, certain types of transactions
are blocked inaccurately) that are in similar circumstances can be viewed as discrimination.

Thus, as also outlined by Dwork et al. (2012) the discrimination is relevant mostly
in cases where actions are taken concerning the individuals, groups of individuals, or
transactions (or in case of ranking creation) and can increase when inferred data is used,
depending on the accuracy of the algorithm.

Bias and harms brought to individuals.
Types of harms that can be brought to an individual are not expressly mentioned

by legislation but have been debated in the legal doctrine. However, given the cultural
differences, mostly in continental and common law legal systems, there is no common
approach in this respect. In Europe, the French data protection authority (CNIL 2018) has
issued a taxonomy of privacy harms. Generally, as outlined in (Citron et al. 2021) and (
Reidenberg et al. 2014), harms include any damage, loss, or distress to individuals brought
by the data processing. In the case of fraud detection algorithms, the harms mainly refer to
blocking of payments and, if the case, decrease in fraud ranking of the individual. This is
closely tied to the automated decisions or use of the individual’s profile created.

Lack of predictability of data processing performed.
Predictability entails that an individual is aware of the data collection and data process-

ing occurring with respect to his/her personal data and is also essential in the automated
decision-making context, as outlined by Malgieri (2018). In case of fraud detection, the
types of data collected should be outlined to the individual, including any updating thereof.
Further, as provided by law and emphasized by scholars such as Edwards and Veale (2017),
a brief detailing of the algorithm should also be brought to the attention of the individual.
This, as also detailed in (Abiteboul and Stoyanovich 2019) ensures, correlated with the
other aspects in this section, that the data processing activity is not intrusive on the private
life of the individual.

The individual who is not a client of the credit/payment institution cannot be notified
directly of the data processing activity properly and, thus, the predictability principle
cannot be fully addressed in this respect and may lead to intrusive processing in case of
profile creation for such individuals. Nevertheless, given the purpose of the processing, an
exemption from the transparency principle may be applied after analysis on a case-by-case analysis.

Aside from the above, the use of fraud detection algorithms leads to issues concerning
the access right, the right to be forgotten (analyzed preliminary by Ginart et al. 2019), and
data rectification, especially in cases where the initial data aggregated or the inferred data
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is not accurate and in cases where the machine learning algorithm has used such inaccurate
information in its supervised or unsupervised learning process.

4. Responsibility for Fraud Detection Algorithms

Responsibility is covered in the legislation on fraud detection and under the data
protection legislation (Vedder and Naudts 2017). For the former, the algorithm has to
include reasonable data analysis to prevent frauds, and, for the latter, all data protection
requirements, including those referred to in the previous section on intrusiveness, have
to be fulfilled and properly documented (Butterworth 2018) and (Castets-Renard 2019).
These are applicable for any stakeholder involved in the payment process, as per the
liability set out in the legislation. In case of exemptions from the SCA being applied,
the entity requesting the exemption becomes liable for any fraud. As a consequence, the
merchants have also implemented fraud detection mechanisms in order to rely on these
when requesting such exemptions.

Even if the credit/payment institution has the responsibility to identify frauds and
to prevent intrusive processing of personal data, certain users may wish to be able to
configure the profiles and to decide the blocking of certain transactions (Wachter et al.
2017). Whereas for the transaction blocking, this may be implemented while complying
with legal requirements, for the types of data analyzed in the fraud detection algorithm, it
may be difficult from an operational perspective to have different types of data for different
individuals (Floridi et al. 2017). Further, for non-intrusive types of personal data, it may be
considered reasonable to have these in the fraud detection algorithm without an opt-out
option for individuals. For the intrusive ones, consent of the individual may be used
to include them in the fraud detection algorithm as per the guidance of European Data
Protection Board (EDPB).

Even in cases where the individual can choose certain types of data to be processed or
to take actions about potential frauds identified by the fraud detection algorithm, to a cer-
tain extent, as outlined by Hoffmann and Birnbrich (2012) on the view of customers on fraud
prevention techniques, the obligation to prevent fraud remains with the credit/payment
institution, which has to ensure that payments that are clear frauds are not made (Malgieri
and Comandé 2017). In case of actions taken by the individual, such as falling victim
to a phishing attack, it may be argued under the provisions of PSD2 (AMLC 2017) and
related banking regulatory legislation that the credit/payments institution is not liable for
fraud prevention. However, in order to protect their customers, generally, a fraud detection
algorithm attempts to address this type of attack that relies on the actions of the individuals.

When third parties are used to provide the fraud detection algorithm or to perform
the analysis, generally, the responsibility remains with the credit/payment institution (as
per article 28 of the GDPR on data processors), with the contractual liability of the third
party toward the credit/payment institution to be considered as well.

5. Objectives

Based on the characteristics identified about fraud detection algorithms from a privacy
perspective, we have developed a questionnaire to analyze the views of the consumers on
the privacy concerns in terms of data processing in fraud detection. The three objectives of
the questionnaire are:

Objective 1: Monitoring techniques on transactions for fraud prevention are consid-
ered by individuals as being intrusive on their privacy, especially when data is aggregated
from multiple sources.

Objective 2: Individuals wish to be in control of their data and transactions and not
have their transactions blocked automatically based on artificial intelligence, but rather
have the opportunity to confirm or reject the potential fraud.

Objective 3: Individuals consider credit/payment institutions as responsible for iden-
tifying potential frauds on their transactions.
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6. Data and Methodology

For the present research, we have applied a questionnaire on the idea of fraud detection
and monitoring issues for fraud prevention. The questionnaire was distributed on the
internet, via e-mail addresses and social platforms (such as Facebook, LinkedIn, etc.), using
a random sampling procedure, in order to avoid as much sampling bias as possible. The
survey was distributed both to regular people and to specialists in the field from Romania.
A response rate of 82% was obtained. After all quality checking procedures such as deleting
repeated attempts, missing answers, etc., a valid sample of 425 respondents was left in the
analysis. The survey was conducted in the months of March and April 2021.

A detailed description of the variables used is provided in Table 2. For demographic
aspects, we asked for the professional area, age group, sex, and education in the form of
the latest educational level completed.

Table 2. Variables’ description.

Set Variable Description

Data aggregation and use of AI to
prevent fraud: case of

bank/payment institution

Usefulness—payment institution Useful to identify frauds

Excessive collection—payment institution
Intrusive on my privacy, as it entails collecting

too much data I consider to be private
information

Automated decisions—payment
institution

Intrusive on my privacy, as it may lead to
blocking transactions that I actually want to

make

Lack of predictability—payment
institution

Intrusive on my privacy, as the algorithm used
is not known to me and, thus, I question

whether it is used fairly and in good faith

Data aggregation and use of AI to
prevent fraud: case of merchant

Usefulness—merchant Useful to identify frauds

Excessive collection—merchant Intrusive on my privacy, as it entails collecting
too much data

Automated decisions—merchant
Intrusive on my privacy, as it may lead to

blocking transactions that I actually want to
make

Lack of predictability—merchant
Intrusive on my privacy, as the algorithm used

is not known to me and, thus, I question
whether it is used fairly and in good faith

Intrusive analysis on your
data/privacy

case of bank/payment institution

Transaction data—payment institution Analysis of details about transactions
(recipients, bank account of recipient etc.)

Devices details—payment institution

Analysis of details about devices (used to
perform payments e.g., internet banking,
authentication device details, operating

system)

IP address—payment institution Analysis of IP addresses of the devices used for
performing payments

Transaction behavior—payment
institution

Analysis of the behavior models performed
through artificial intelligence based on

previous transactions, including recipients,
frequency, value

Payment details—payment institution
Analysis of the payment details field and

details about ATM/POS/Internet
banking/payment order

Recipient location—payment institution Analysis of recipient location (e.g., country)
Previous fraud details—payment

institution Analysis of details about previous frauds

Recipient’s bank—payment institution Analysis of details about the recipient’s bank

Other data held—payment institution Analysis of details already held by the bank
about you
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Table 2. Cont.

Set Variable Description

Intrusive analysis on your
data/privacy

case of merchant

Previous payments—merchant Analysis of the previous payment profile for
that merchant

Previous payments
aggregation—merchants

Analysis of your previous payment profile for
other merchants

IP address-merchant Analysis of the IP address correlated with the
card issuance country/entity

Fraudsters’ device details—merchant Analysis through comparing of your device
details to known fraudsters

Fraudsters’ purchasing profile—merchant Analysis through comparing your purchasing
profile to that of fraudsters

Do when identifying a potential
fraud

IPF_block

Identify the potential fraud in real-time and
block the transaction until I confirm it by

phone, in my internet banking, or other agreed
method

IPF_notify_noblock
Identify the potential fraud in real-time and

notify me by e-mail or in my internet banking
application, without blocking the payment

IPF_call_noblock Identify the potential fraud in real-time and
call me without blocking the payment

IPF_endday_noblock
Identify the potential fraud at the end of the

day and notify me without blocking the
payment

Who do you consider responsible
for preventing fraud transactions

Own_bank The bank where you have your bank account
Other_bank The bank to which your money is transferred

Merchant
The merchant (online store, store that has one
or more POS installed) that receives payment

from your bank card

Source: Author’s processing.

Approximately 65% of the sample is made up of women. Most of the respondents
have a bachelor’s degree (42.4%), while the second most frequent group has a master’s
degree (36.2%). As only less than 7% are respondents with a high school degree, we can
conclude that the educational level of the sample is high. In respect to the professional
area, the majority consists of economists, followed by other professions, as emphasized in
Figure 1.
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In respect to age, approximately 24% of the respondents are between 18 and 23 years
of age. A similar share belongs to the 31–40 group age. Respondents ranging from 41 to
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50 years of age represent 22% of the sample, followed by the 24–30 group (17.3%). Older
people belong to the sample at a lower extent (the rest of the sample—approximately 13%).
However, we do not consider this a sample significance problem, as older people tend to be
more conservatory, so the probability for them to use the internet environment is smaller.

Data were analyzed using frequencies and charts in the descriptive evaluation stage.
Multiple response sets were constructed in order to assess the research objectives. They
allow for a ranking of the choices as they provide the percentages both in respect to cases
and to answers. The significance of the results was assessed using Friedman and Kendall’s
W test for related samples, along with the Student t and the Mann–Whitney tests for
paired variables.

Analyses were conducted in SPSS 24, while visualization procedures were conducted
in SPSS 24 and Tableau.

7. Results

The first objective of our research is related to intrusiveness in the privacy of the
individuals. Results show that respondents have more or less a neutral attitude toward
this—the average score is around the middle of the Likert scale, 3 (Figure 2), while these
values are also the most frequent (shares between 30% and 40%).
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While, generally, there is a tendency to find useful the use of AI on aggregated data
by credit/payment institutions (3.73), it is considered slightly less useful for this to be
performed by merchants (3.56) (p-value = 0.000). In terms of lack of implementation of
the data minimization principle and excessive automated decision-making by blocking
payments, respondents were of the view that there is some risk in this respect (around 3.10)
for bank and merchant fraud prevention solutions alike.
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The results show that the respondents view both credit/payment institutions as having
reasons to protect their financial accounts against fraud. This is slightly different than
currently envisaged in the legislation, with the emphasis being put on the credit/payment
institutions. Further, the results emphasize that the respondents consider the usefulness
of AI analysis of aggregated data (3.73 and 3.56) greater than their perception of such
data collection and data processing being intrusive (between 3.08 and 3.31) (results highly
significant, with a global p-value for related samples of 0.000). Therefore, even in certain
situations not provided by law, respondents are inclined to allow to a certain degree the
aggregation of their data and the AI analysis thereof in exchange for the protection against
potential frauds. Nevertheless, given the very close results, it is worth exploring more
in depth the limitations the respondents impose on their data collection, processing, and
aggregation in exchange for fraud protection and, thus, the tipping point in the scale
between privacy and protection against frauds. When conducting comparison analysis on
pairs of the variables in the sample, we have depicted that the scores for both merchants
and credit/payment institutions are similar in respect to privacy (collection of too much
data versus blocking transactions, with p-values ranging from 0.290 to 0.742). In all other
cases, the importance of the credit/payment institution is perceived as being significantly
higher (p-values < 0.05).

When going deeper into analysis and considering different aspects that could be used
to obtain information and prevent frauds, the scores become even lower, but still with
significant differences in the distributions between the aspects considered (p-value for
Friedman and Kendall’s W tests 0.000). This implies that respondents consider that all the
information related to those aspects is not intrusive in their personal life. For this group
of variables, the share of the middle score ranges between 20% and 30%. In the case of
analysis of details about previous frauds and analysis of details about the recipient’s bank,
almost 30% of the responses declared that these do not intrude at all in their own lives.

In terms of types of data analysis to be performed and its intrusiveness, the general
attitude of respondents is of partial agreement with the intrusiveness of data processing.
This has been the result for all types of data collection, data comparison, and data processing
presented in the questionnaire, regardless of the manner in which such data processing
was treated in the legal doctrine, either less or more intrusive by reference to the fraud
protection purpose.

Nevertheless, there are certain small differences in opinion that are worth mentioning
and further exploring. For instance, whereas respondents found intrusive with a median of
3.25 the data processing of their payments profiles by the credit/payment institutions, for
the same type of data processing performed by merchants, the median was just 3.02. The
reasoning for this slight difference in opinion between the two data controllers can be fur-
ther explored, as it may relate to various reasons. One could be the fact that credit/payment
institutions have a very detailed profile of the individual, whereas merchants have a nar-
row view of the private life of individuals. Another could be that individuals consider
merchants to be able more easily to identify purchases out of character for the individual,
given they also possess the browsing history of the individual.

Details about previous frauds and about the recipient’s bank have been considered
less intrusive by respondents (p-value = 0.319 for the bank and p-value = 0.964 for the
merchant, but p-value < 0.05 in respect to other options stated in the questionnaire). This is
in line with existing legislation and interpretation of the intrusiveness of data processing,
as these aspects do not take into account the personality or private life of the individual.
However, it is interesting that the score for these items was not lower, toward partial or full
disagreement that these constitute intrusive analysis.

Consequently, the collection and processing of certain data concerning the individual
are generally viewed as slightly intrusive, irrespective of the amount or types of data
collected. It is interesting that this was the response to all of the types of data, including
data about the payments of the individual, but also details already held by credit/payment
institutions about the individual in other circumstances than the performance of payments.
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Generally, such type of data collection and processing as the latter would be considered in
legal doctrine as intrusive, given the data minimization and purpose limitation principles.

In respect to objective 1 of the study, we conclude that there is a neutral attitude of
individuals in terms of the degree of intrusiveness in their personal life, with some of the
aspects being considered less intrusive (Figure 3).

Risks 2021, 9, x FOR PEER REVIEW 16 of 23 
 

 
Figure 3. Intrusiveness of data collection and data processing for fraud prevention, Source: Authors’ 
processing in SPSS. 

The second aspect related to objective no 2 is the level of control of the clients/indi-
viduals when the AI applications detect potential frauds. Figure 4 clearly emphasizes that 
the assumption we made under this research objective is rejected, as respondents strongly 
agree with blocking a transaction and then asking for their confirmation in respect to the 
situation of more control on their part. The blocking option received a high average score 
of 4.52, with almost 70% of the answers being with the highest score—5. In opposition, 
almost 70% of the respondents strongly disagree with the most relaxed option that was 
available in the questionnaire-Identify the potential fraud at the end of the day and notify 
me, without blocking the payment. This means that respondents in the sample prefer to 
be safe than sorry. The other two options were also graded 1 by most of the individuals, 
but this time with a lower share of almost 40%. 

This result is in line with the tendency of the legislator, including under PSD2, to 
have real-time analysis of the transactions for fraud prevention and to have them con-
firmed by the payer. Further, it is also in line with the data protection requirements in case 
of automated decisions that have a legal or similar effect on the individual, which men-
tions that such type of decisions, in the absence of express legislation on such actions to 
be taken, have to take into account the consent of the individual in order to proceed with 
the automated decision. The other options with which the respondent disagreed to a large 
extent did not provide them the opportunity to consent to the automated decision having 
an impact on them. 

Figure 3. Intrusiveness of data collection and data processing for fraud prevention, Source: Authors’ processing in SPSS.

The second aspect related to objective no 2 is the level of control of the clients/individuals
when the AI applications detect potential frauds. Figure 4 clearly emphasizes that the
assumption we made under this research objective is rejected, as respondents strongly
agree with blocking a transaction and then asking for their confirmation in respect to the
situation of more control on their part. The blocking option received a high average score
of 4.52, with almost 70% of the answers being with the highest score—5. In opposition,
almost 70% of the respondents strongly disagree with the most relaxed option that was
available in the questionnaire-Identify the potential fraud at the end of the day and notify
me, without blocking the payment. This means that respondents in the sample prefer to be
safe than sorry. The other two options were also graded 1 by most of the individuals, but
this time with a lower share of almost 40%.
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This result is in line with the tendency of the legislator, including under PSD2, to have
real-time analysis of the transactions for fraud prevention and to have them confirmed
by the payer. Further, it is also in line with the data protection requirements in case of
automated decisions that have a legal or similar effect on the individual, which mentions
that such type of decisions, in the absence of express legislation on such actions to be
taken, have to take into account the consent of the individual in order to proceed with the
automated decision. The other options with which the respondent disagreed to a large
extent did not provide them the opportunity to consent to the automated decision having
an impact on them.

Our third objective deals with the responsibility of fraud detection. We asked the
respondents to rank, on the same 1 to 5 Likert scale, who is responsible for identifying and
preventing fraud: own bank, the other bank, or the merchant where the card payment is
made. All three options received the highest score (5) from most of the respondents along
with similar distributions (see Figure 5). Actually, in all three cases, only approximately 25%
of the sample provided scores lower than 3. However, when constructing and analyzing
the multiple response sets, it was clearly emphasized that most of the respondents consider
their own bank as being responsible for fraud detection and prevention (Table 3). Of the
respondents, 86.5% were assigned a grade of 5 (most important) for the personal bank. In
comparison, approximately half of the grades represented 5 for the other two options: the
other bank and the merchant. The significant importance of the own bank in identifying
and preventing frauds is also shown by the fact that this option was given 45% of the scores
of 5. Testing procedures applied have also validated the existence of significant differences
in the perceptions related to research objective 3. The Friedman and Kendall tests for
related samples have both returned a p-value of 0.000. Additionally, when constructing
pairs of the variables in the multiple response set, the p-values obtained were of the same
value (0.000), with the exception of one situation, with a p-value = 0.029, also accepting
significant differences in the perceptions. Consequently, all analysis procedures that were
applied confirm that the own bank is significantly important in identifying and preventing
fraud with respect to the other options.
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Table 3. Who is responsible for fraud detection—analysis of the multiple response set for the 5 score.

Responses
Percent of Cases

N Percent

The bank where you have your bank account 192 45.2% 86.5%

The bank to which your money is transferred 119 28.0% 53.6%

The merchant (online store, store that has one or
more POS installed) that receives payment from
your bank card

114 26.8% 51.4%

Total 425 100.0% 191.4%

Source: Authors’ processing in SPSS 24.

It is interesting to see that the respondents have also focused their attention on the
merchants to a greater extent than we expected. Whereas there is legislation in place in
terms of credit/payment institutions making or receiving payments, the legislator has only
recently started to focus its attention on the role of the merchant in this ecosystem with the
adoption of PSD2. It remains to be seen how the merchant can fit into this fraud prevention
mechanism and whether the sharing of data between the credit/payment institutions and
merchants can help better analyze the data for fraud prevention purposes.

In conclusion, objective 3 of the study is validated.

8. Conclusions

In this article, we have analyzed the main data protection concerns in the implementa-
tion of fraud prevention solutions. On the one hand, the legislation on fraud prevention
is becoming more and more emphasized on real-time detection of fraud by stakeholders
involved and, on the other hand, the technical solutions for fraud prevention are becoming
more and more complex, using machine learning and collecting (and aggregating) a vast
amount of data.

This gives rise to issues on the intrusiveness of the data collection and processing,
which has been limitedly analyzed by the scholars. Given that the legal provisions in terms
of fraud prevention are rather general and broad, their implementation and correlation
are left to the stakeholders, such as credit/payment institutions. This article bridges this
gap by analyzing the key areas of concern from a data protection perspective, based on the
manner in which the fraud prevention algorithms are constructed and on the views of the
respondents to a survey on this specific topic.

In order to identify the main data protection concerns, we identified the types of fraud
prevention algorithms currently described in relevant specialty literature. These start with
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static rules, the use of transaction details, device patterns, and go on to more complex
collection and analysis that entails analysis of transaction time and/or location patterns, of
recipient details, of user behavior profile and of data held about the individual, which is
non-transactional data.

Based on these structuring concepts and types of data collected and processed, we
created a set of questions to address three main angles. These questions make up a
questionnaire that we launched both nationally and internationally. We have received 425
valid answers.

In elaborating this questionnaire, we considered the establishment of three basic
objectives. The first objective focuses on the identification of the threshold of data collection
and data processing found to be intrusive, including in terms of data aggregation.

Generally, intrusiveness includes the following areas of concern for data collection
and data processing, including in the context of fraud prevention: data minimization upon
collection and processing, proper measures for automated decision-making having an effect
on the individual and fairness of the data processing, including lack of discrimination, bias,
harms, and existence of data processing predictability for the individual.

For various forms and types of data collection and data processing, as generally used
in fraud prevention algorithms, the general result of the questionnaire has been of slight
intrusiveness thereof. Thus, even in cases where the legal doctrine describes data processing
as intrusive even by reference to the fraud prevention purpose, the respondents mentioned
it is only slightly intrusive even when the algorithm used is based on machine learning and
includes analysis of aggregate data from multiple sources. Given the rather neutral results,
this study can be considered a ramp to launch a much deeper study in order to identify the
reasons for which respondents did not find these solutions as not intrusive at all or very
intrusive. These can be rather different and may include matters such as: financial security
purpose of the processing, data controllers involved in the processing (credit/payments
institutions whose activity is highly regulated), lack of knowledge about the manner in
which the data is being processed by the algorithms due to lack of transparency thereof, etc.
Of course, a wider audience of respondents would be beneficial to the study, and why not,
the niche formulation of the questions depending on their field of activity or the frequency
of use of financial banking services.

Further, it is worth exploring the role of merchants in fraud prevention, as their
role has been generally considered by respondents as closely linked to the role of the
credit/payments institutions. Future research can analyze the manner in which the mer-
chants and credit/payment institutions can share data for fraud prevention purposes while
also complying with data protection requirements.

The second objective aims at identifying the preferences of the respondents in terms
of the default approach toward potential frauds and the level of control they wish to
have on their payments. The respondents have provided input, which is in line with the
current legislation trends, respectively, automatic blocking of transactions, with the payer
being able to mark the transaction as not being a fraud when he/she is contacted by the
credit/payments institution to confirm the transaction. A suggestion to implement for
this purpose can be the popularization of internet banking facilities. Probably many of the
respondents do not face potential fraudulent activities because they do not use banking
applications, e-mail notifications, text notifications on the phone number, or other options
that the bank offers to them.

The third objective relates to the responsibility in terms of fraud prevention in terms
of legislation and views of the individuals. It is interesting to see that, aside from the
credit/payment institutions being considered primarily responsible for fraud identification
and mitigation, with the payer credit/payment institution being considered more responsi-
ble in this context, the respondents also view the merchants as having a role in this respect.
In future research, this can be further analyzed in order to identify the need for cooperation
and information sharing between payer and recipient credit/payment institution and also
merchants, while, at the same time, having in mind the principles of the data protection
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legislation. The bank cannot be blamed 100% for these unpleasant situations. There are
cases in which the institution does its duty, but the client does not pay attention to warnings
about risky operations. In future studies, it would be ideal for identifying which category
of clients do not comply with their obligations and what are the reasons for not doing so.
An example of a category that can be easily predicted is the elderly because they are also
the most exposed and vulnerable when it comes to any type of scams.

Overall, the use of artificial intelligence and data aggregation is viewed in a neutral
manner by respondents. This encourages the need for further awareness about the manner
in which the algorithms work and the need for further clarity on the role of each stakeholder
in fraud prevention, together with cooperation mechanisms among stakeholders for more
efficient fraud prevention. Artificial intelligence is generally presented with all its disad-
vantages in the foreground, but the awareness of the benefits of using it should prevail. In
this sense, a financial education campaign from the state leadership, in partnership with
financial institutions and academic institutions, would be welcomed. In any important
initiative, a theoretical, practical, and financing contribution is needed to form a whole.
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