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Abstract: Risk taking is an inherent element of the banking business. Banks make conscious decisions
regarding risk taking as they expect to make more return if they take more risk. The primary objective
of this study is to empirically investigate the efficiency of Indian banks in generating return relative
to the risk they take. If the efficiency measurement is not adjusted for different risk preferences, then
a bank earning lower return at lower risk may be misclassified as less efficient compared to peers
earning the same level of return, but operating at a higher level of risk. This paper uses measures of
liquidity risk, credit risk, market risk, and insolvency risk to develop a risk-return stochastic frontier in
order to examine the risk efficiency of banks, a novel attempt in the Indian context. The paper further
analyzes the efficiency of banks with respect to bank specific characteristics and risk management
regimes. The models are estimated using data from a sample of 47 major banks for the period
2009-2018. The study reveals that Indian banks, on average, exhibited lower efficiency in trading risk
against return during the sample period.

Keywords: risk management; efficiency; stochastic frontier; technical efficiency

JEL Classification: G21; G28; G32

1. Introduction

Modern banking theory emphasizes that risk taking is an inherent element of the banking business.
Banks make conscious decisions regarding risk taking as they expect to make a higher return if they
take more risk. However, taking excessive risk increases the possibility of banks losing heavily. Thus,
the objective of risk management for banks has two key goals: first, to ensure that the risk being taken
matches the bank’s capacity to absorb losses in case of unexpected, extreme adverse events; second,
to ensure that the bank generates adequate profits relative to that risk. In order to ensure financial
stability in the banking sector, banking regulators demand banks to hold sufficient capital to support
unexpected losses, and the Basel Capital Accords provide a common regulatory framework for capital
allocation. While capital requirements and adequacy have been well researched, banks’ efficiency to
make profits relative to the risks they take has been less explored in the literature.

As the risk level of the operating plan is an important factor affecting the profitability of banks,
when a bank takes lending or investment decisions, the bank not only considers risks but also evaluates
its return relative to that risk (Marrison 2002). If the efficiency measurement is not adjusted for different
risk preferences, then a bank earning lower return at lower risk may be misclassified as less efficient
compared to peers earning the same level of return, but operating at a higher risk. Michael (2008)
has pointed out that the traditional efficiency measures that focus on cost minimization and profit
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maximization seem not to account well for the risk associated with the banks’ chosen operating plans.
However, with the adoption of Basel standards for risk measurement, a new strand of literature has
emerged that models efficiency according to risk preference. To the best of our knowledge, no such
study has been carried out to measure the efficiency of Indian banks in trading risk against return.

Against this backdrop, this paper aims to measure the risk efficiency of Indian banks in generating
return relative to the risk they take. Efficiency is analyzed by developing a multi-parameter risk
efficiency model using the Stochastic Frontier approach. Risk-return frontiers are developed by
considering the risk level of banks with respect to the major risks faced by them, such as credit,
market, liquidity and insolvency risks, as inputs and operating profit over total assets as output.
We use data from a sample of Indian banks for the period 20092018 to estimate the models. Our
sample period covers two regulatory regimes, Basel II from March 2009 to March 2013 and Basel
II from April 2013 onwards. The Basel III regulatory reform required banks to maintain higher
capital quality and higher capital ratios as one of the key prudential tools to reduce insolvency risk
(Bank for International Settlement BIS). Further, Basel III focused on enhancing the robustness and
risk sensitivity of risk measurement methods. In addition, in India during Basel III, many banks have
progressed to advanced measurement methods from standardized approaches to risk measurement,
and hence better risk recognition is expected. This paper, therefore, specifically compares the risk
efficiency of banks between the two regulatory regimes. As the literature on cost and profit efficiency
of Indian banks (e.g., Kumbhakar and Sarkar 2003; Das and Kumbhakar 2010) has well established the
existence of ownership and size effects in the Indian banking system, we further examine whether risk
efficiency also varies between public sector banks (PSBs) and private sector banks (PVBs) as well as
between small and large banks.

The paper is divided into six sections. In Section 2, we have reviewed the literature, followed by a
discussion on methodology in Section 3. In Section 4, we discuss the variables used in our analysis
and the econometric models. Section 5 presents the results of the analysis and discusses the findings.
The final section summarizes the findings of the study with suggestions.

2. Review of the Literature

The literature on the analysis of bank efficiency is comprehensive. There are two broad approaches
followed to explain bank efficiency; non-structural and structural (Hughes and Mester 2008).
The non-structural approach compares performance among banks using a variety of financial ratios
that capture various aspects of performance and study the relationship of the ratio with bank specific
and environment specific factors, such as investment strategy, ownerships, size, etc. On the other hand,
the structural approach relies on a theoretical model of the banking firm and the concept of optimization.
The older literature followed the structural approach and applied the traditional microeconomic theory
of production to banking firms. This assumes that banks choose a production plan that either
minimizes costs, given its output mix and input prices, or maximizes profits, given the prices of its
inputs and outputs (see Berger and ] 2001; Kumbhakar and Sarkar 2003; Nurboja and Kosak 2017;
Lee and Huang 2017). However, these approaches neglect the risk taking behavior of banks and
consider only inputs, outputs, and their respective prices for modeling efficiency. While some studies
have attempted to account for the risk associated with the chosen operating plans, they treat various
risks as exogenous variables and model them as constraints under the traditional cost-minimizing or
profit-maximizing framework. Thus, such measures may fail to fully capture the risk associated with
the banks’ objectives and chosen operating plans (Michael 2008). This is because risk preferences and
profit expectations are potentially heterogeneous across banks, possibly due to the different objectives
they follow. This has led to a new stream of literature modeling bank performance within a utility
maximizing framework (see Hughes and Moon 1995; Hughes et al. 2001; Hughes and Mester 2013).
The utility maximizing approach assumes that banks select the optimum production plan according to
the utility they get from it (Hughes and Moon 1995). For example, banks may choose riskier plans
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with the objective of getting a higher rate of return. Accordingly, the bank performance is modeled in
the risk-return space that incorporates the trade-off between return and risk.

Studies that employ the utility maximization approach are relatively fewer.
Hughes and Mester (2008) estimated how the scale depends on a banks’ capital structure and
examined the risk-taking of US banks using the value-maximizing approach, rather than
cost-minimizing. They find that better diversification is associated with larger-scale economies, while
increased and inefficient risk taking is associated with smaller-scale economies. Michael (2008) analyzed
the risk efficiency of banks in Germany by using a risk-return stochastic frontier model with expected
return on equity as the output and the standard deviation of the return as risk input. He reported that
the mean risk-return efficiency was higher than cost and profit efficiency. Ozyildirim and Ozdincer
(2008) analyzed the risk efficiency of Turkish banks by taking operational income over total assets as
output and three inputs as risk specifications, viz. capital adequacy ratio for insolvency risk, the ratio of
non-performing loans over total loans (NPL) for credit risk, and the deposits to third party fund ratio for
liquidity risk.

In the Indian context, studies have investigated the efficiency and productivity of the Indian
banking system. Das and Kumbhakar (2010), Kumar et al. (2016), Kaur and Gupta (2015) and
Bhatia and Megha (2015) focused on the technical efficiency of Indian banks. Kumbhakar and Sarkar
(2003), Ray and Das (2010) and Nair et al. (2018) focused on their cost and profit efficiency. In general,
these studies have reported an improvement in the efficiency of Indian banks over the years. They
have observed that public sector banks (PSBs) are more profit efficient and less cost efficient relative to
private sector banks (PVBs), and the banks which are bigger in size in terms of assets are more efficient
compared to smaller banks. Few of these studies analyzed the impact of risk on cost or profit efficiency,
by including NPL and capital ratio as exogenous variables. In this study, we have attempted to analyze
the risk efficiency of Indian banks in the risk-return framework.

As the objective of this study is to analyze the efficiency of banks in managing risk-return trade-off,
we have adopted the utility maximization approach, using the stochastic frontier analysis, similar
to Michael (2008) and Ozyildirim and Ozdincer (2008); however, this differs from the previous risk
efficiency studies. First, this study includes several forward-looking risk measures, detailed in Section 4,
adapted from the Basel methodology to represent various risks, instead of using ex-post realizations of
risks, such as the NPL, used in previous studies. Second, the study analyses the effect of bank specific
factors, such as ownership, size, and risk management regime (Basel II/III) on banks’ efficiency to
manage risk-return trade-off. Moreover, to the best of our knowledge, this is the first study attempting
to assess the risk efficiency of Indian banks using stochastic frontier analysis with a risk-return frontier.

3. Methodology

The standard framework for efficiency estimation consists of developing a production frontier or
a boundary, consisting of the best performing decision making units (DMU) that produce optimum
possible outputs for a given set of inputs. Then, the production frontier is used as a benchmark to
measure the relative performance of other DMUs in the sample. Broadly, two different approaches
are followed in the literature for estimating the efficiency of DMUs, viz. parametric approach and
non-parametric approach. Data Envelopment Analysis (DEA), popularly known as the non-parametric
approach, uses the linear programming technique to identify efficient DMUs. The parametric approach
utilizes econometric estimation to define the best performing DMUs (Marrison 2008). The parametric
or statistical approach requires a production function, a specification about the functional form of
the relationship between the output and input variables, to be defined. In addition, the inefficiency
deviation from the production frontier, is modeled as an additional stochastic term.

The stochastic frontier model is written in general form as suggested by Greene (2002), as follows:

Yit :f(Xit,ﬁ)+(th—SMit)i = 1N,t = 1...T (1)
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where the function ‘f” defines the production function (a cost or profit or utility function) containing
regressors X;; as input quantities. f is a vector of parameters of x;. The term (v; — Su;) in the
model represents the deviations of the DMUs from the frontier, where ‘S” denotes sign of u;;, which
takes a positive/negative sign when the production function is for output maximization/minimization.
The economic logic behind this specification is that the production process is subject to two economically
distinguishable random disturbances: statistical noise represented by v;, and technical inefficiency
represented by u;;.

The error term, v;;, is assumed to follow iid N (O, a%), which captures the measurement errors and
other noises that are neglected by non-parametric models. The inefficiency terms, u;;, are assumed to
be independent of v;;, and to satisfy u; > 0. The composed error term, (vj; — Suj) is an asymmetric
variable, with negative skewness for profit or utility functions (output maximization) and positive
skewness for cost functions (output minimization).

Since the error and inefficiency terms are independent, their variance is 0> = 02+ 03 .
The proportion of ¢ to the total variance, defined asy = o2/ ( 02 + G%) is an important parameter
that measures the deviation from the efficiency frontier, due to inefficiency. If y is zero, this implies
that the error term dominates and that there is no inefficiency, and all deviations from the frontier
representing best performance units result from the error term. If y is close to 1, then the inefficiency
term dominates, and most of the deviations from the frontier result from inefficiency.

The u; is generally modelled as exponential, half-normal, truncated normal, or gamma distribution.
Given the specification for the random variables u; and v;;, the maximum likelihood (ML) technique is
used to estimate the parameters of the stochastic frontier model (Marrison 2008). To test the hypothesis
Hp:y = 0, the Wald statistic (W) or Likelihood ratio (LR) test statistic is used. The likelihood ratio
test statistic is given by LR = -2(log(Lo) —log(L,)), where log(Ly) and log(L;) are the values of
the log-likelihood function under the null (Hp) and alternative (H;) hypotheses. Since the alternative
hypothesis is 0 <y < = 1, the one-sided test is performed. When the null hypothesis is true, the test
statistic (W) is asymptotically distributed as a standard normal random variable. Coelli (1995) reported
that under the null hypothesis Hy, the LR statistic is asymptotically distributed as a mixture of
chi-square distributions, with degrees of freedom (DF) equal to the number of restrictions. The critical
values of the statistic LR were given by Kodde and Palm (1986). The technical efficiencies of i DMU is
computed from the estimated stochastic frontier as:

Effi = E(yi|ui, x)/E(yi | = 0, x;) 2)

The literature shows a large variance of efficiency models depending on assumptions about the
distribution of u;;, and how DMU specific factors such as size of the firm, operating environments, etc.,
that represent observable heterogeneity unrelated to the production structure, are modelled. If DMU
specific factors are assumed to influence the structure of the technology, using which conventional
inputs are converted into outputs but not efficiency, then they are included in the production function
“f” (Kumbhakar and Sarkar 2003). If DMU specific factors are considered the source of inefficiency,
then they are used for modelling the parameters of the distribution of u;. Among the various
stochastic frontier specifications used in the literature, the models used by Battese and Coelli (1992)
and Battese and Coelli (1995) are widely used in the literature. In this paper, we follow their 1992
specification for estimating time behavior of risk efficiencies, and their 1995 model to estimate the
effects of bank size, bank ownership and risk management regimes on banks’ efficiency to trade risk
against return. Since in the utility maximization framework the functional form of the production
process is unknown, we have employed a linear model in this study.

4. Variables and Econometric Models

Following the literature, we use the operating profit over total assets (OPOA) as the output
variable to represent return and several forward looking risk measures as inputs representing liquidity



Risks 2020, 8, 135 50f13

risk, credit risk, market risk and insolvency risk. Though many studies on cost and profit efficiency
have used return on asset (ROA) as the output variable, we preferred OPOA because the ROA is highly
influenced by the provision taken for non-performing loans that cease to generate returns. Hence,
ROA is not appropriate to gauge banks’ ability to price their product against likely risks. Moreover,
studies that use ROA consider NPL as one of the inputs of the production process along with other
non-risk variables such as deposits, labor, etc., but in the risk return framework, only risk variables that
affect future returns are considered. However, for the sake of ensuring the robustness of the efficiency
estimates, we also evaluate the model with ROA as the input.

The leverage ratio (LVR), the ratio for Tierl-1 capital to the total exposure, proposed in the Basel
III framework is used as a measure of insolvency risk instead of of Capital to Risk Weighted Asset
Ratio (CRAR) used in earlier studies. This is because CRAR encapsulates other risks that are captured
separately in our analysis. Highly capitalized banks are likely to have lower bankruptcy costs, which
in turn reduces their funding costs, thus generating higher profits (Berger 1995). Moreover, highly
capitalized banks engage more in prudent lending and borrow less, which in turn reduces their costs
and increases their profitability (Tan 2016). We, therefore, expect banks with higher LVR to generate a
higher return.

The risk density of credit exposure (RDCE), defined as the ratio of risk weighted credit exposure
to total credit exposure, and the ratio of restructured loans to total loans (RSL), are used as measures
of credit risk. As risk weighted assets are calculated by the banks based on the risk assessment of
creditworthiness of the borrower, the RDCE, based on Basel guidelines, can be considered a measure
of the ex-ante credit risk assumed by banks when they assign loans. The RSL is used as a measure of
ex-post realizations of credit risks instead of the NPL, as NPL ceases to generate returns, whereas the
restructured loans continue to do so. Banks with a higher risk density are expected to earn higher
returns to be risk efficient. Similarly, as a higher proportion of restructured loans in the portfolio
indicates higher credit risk, a risk efficient bank with higher RSL is expected to earn a higher return.

The risk density of market risk exposure (RDME), defined as the ratio of risk weighted market risk
exposure to the total market exposure, and the asset liability gap (GAP) in the portfolio, are included
as measures of market risk. RDME captures market risk associated with investments in all types of
instruments, such as interest rate related products, shares, foreign exchange, and other derivative
products such as options, forward rate agreements, other forward contracts, bond futures, interest
rates and cross-currency swaps, forward foreign exchange positions, etc. However, as interest rate risk
is a major market risk in banks’ investment portfolios (Gonzalez-Hermosillo 1999), we also use the
ratio of difference between risk sensitive assets and risk sensitive liabilities maturing in one year to
total assets (GAP), as a traditional measure to capture interest rate risk. As the GAP ratio decreases
(negative), the value of long term assets financed with short term liabilities increases and the portfolio
becomes more exposed to interest rate risk. Hence, a higher return is expected when the ratio falls.

The ratio of current assets over total assets (CATA) is used as a measure of liquidity risk. Though
measures such as ratio of liquid assets to short-term liabilities, customer deposits to total (non-interbank)
loans, government securities/total assets, etc., are also used in the literature as measures of liquidity
risk, we use CATA mainly because it allows us to directly relate return and liquidity risk. As liquid
assets prevent banks from losses due to rapid price deterioration, and due to the maturity mismatch,
as short term assets normally earn lower returns compared to long terms assets, banks with higher
liquidity risks (lower CATA) are expected to earn higher returns.

We have not included some risks faced by banks such as sovereign risk, concentration risk,
operational risks, etc., in this study because banks” expectations of returns are either not directly
influenced by such risks, or measuring such risks is difficult. Moreover, as the credit and market risks
account for a major portion of the risk faced by Indian banks (in terms of the Risk Weighted Assets),
we do not expect any major variation in estimated risk efficiency due to the exclusion of such risks.
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Accordingly, the following stochastic frontier model is postulated for analysis:

OPOA;; = ﬁo + ﬁl LVR; + 52 RDCE; + 53 RSL;; + ﬁ4 RDME;; + ﬁ5 GAPj; (3)
+ P CATAj + vip — ujt
where v;; are random variables assumed to be iid N (0, G%), and independent of the u;.
We assume two different specifications for u;. Following Battese and Coelli (1992), the first
specification of u; is as follows:

wp = ;e 77 i=1..N t =1..T 4)

where u; are non-negative random variables which are assumed to account for technical inefficiency
and are assumed to be iid N (y, a%), bounded below by the truncation point zero, 1 is a parameter to be
estimated, and T is the last period. If 1) < 0, then e~ (*T) increases as t increases, implying an increasing
inefficiency. If 1) > 0, then e~ (*=T) decreases, which leads to a decrease in inefficiency as t increases. For
n=0and y > 0, then u;; follow a truncated normal distribution and we obtain a time invariant model.
When n =0 and u = 0, u;; follow a half normal distribution.

Following Battese and Coelli (1995), the second specification of u;; is as follows:

Ujp = 6,Zif+eit i = ].,N,t = 1,T (5)

where
&8z = 0g + 61 SIZE; + 0o REGIME;; + 63 OWNERSHIP;;

6
+ 64 REGIME;; x OWNERSHIP; (©)

Furthermore, ¢;; are assumed to be distributed as truncated N (0, oﬁ), bounded below by the
variable truncation point — 6’z and v;; follow iid N (0, a%).

Where the control variable REGIME represents the Basel II/III regimes, it takes the value 0 for the
Basel Il regime and 1 for the Basel III regime. As the Basel Il regulation was implemented in India
in April 2013, the period from 2014-2019 is considered as Basel III regime, and the earlier period as
Basel II regime. The variable OWNERSHIP represents ownership of the bank and takes the value 0 for
public sector banks and 1 for private sector banks. The variable SIZE represents the size of the bank
measured as the log value of total assets.

The bank level data of 47 major banks from 2009 to 2018, collected from their respective websites
as well as from the website of Reserve Bank of India (RBI), has been used for this study. It constitutes a
panel data of 461 bank years, with 23 PVBs and 24 PSBs. As of March 2018, the banks included in our
sample accounted for 95.9% of the total assets of all scheduled commercial banks operating in India.
The models are estimated using FRONTIER application software.

5. Results and Discussion

We start our analysis with the visualization of input and output variables used in the risk efficiency
models. Figure 1 presents the average return (OPOA) (on the right-hand scale) of banks included in
our study plotted against various risk variables. The mean of the variables measured across bank
groups, regulatory regimes and bank size is given in Table 1. It can be seen from the last panel of
Figure 1 that, on average, profitability of banks declined sharply over the sample period. At the same
time, the value of most risk variables exhibited an increasing trend, particularly during the Basel III
regime (2014-2018), indicating a decline in risk efficiency post implementation of Basel III guidelines.
The operating profit, on average, declined to 1.94% of the total assets during the Basel III regime as
against 2.14% during the Basel Il regime (Table 1). However, barring the insolvency risk, the level of all
other risks remained higher during the Basel III regime.
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Figure 1. Return and Risks: Bank Groups. Source: Author’s calculation.

A comparison of the data of PSBs and PVBs shown in the first and second panel of Figure 1
reveals that PVBs, on average, were more profitable as compared to PSBs. Though PVBs and PSBs
had comparable risk levels during the Basel II regime, the risk level of PVBs, particularly the forward
looking measures of credit risk (RDCE) and market risk (RDME), increased at a higher pace during the
Basel IIl regime. However, unlike PSBs, the PVBs could improve their profitability during the Basel I1I
regime despite slow credit off take. It appears that PVBs were more risk efficient than PSBs. However,
the comparison of data of small and big size! banks, does not provide any conclusive view on the
difference in risk-efficiency between them (Table 1).

Though Figure 1 and Table 1 provide an overall view of the relative position of the risk and return
of public and private sector banks, of Basel II and III regimes, and of small and large banks, it is
somewhat difficult to make conclusions about efficiency using aggregate values of these indicators
reported in Table 1. Although the risk variables are strictly not comparable, an analysis of the
composition of risk-weighted assets of the banks included in our sample indicates that RWA for credit
exposure accounts for a major portion of the total RWA of Indian banks, followed by market risk
and operational risk. Hence, the variables RDCE and RSL assume more importance in the efficiency
analysis. A comparison of OPOA vs. RDCE and RSL across bank groups indicates that PVBs earn
higher returns compared to those of PSBs for the given level of credit risk. The significant value of
t-statistic for the mean difference of the variables across bank ownership, size and regulatory regimes
justifies the use of these control variables in the efficiency analysis. Further, it also indicates a structural
break and role reversal between public and private sector banks during the Basel III regime. Whether
such differences are due to change in the general economic condition or due to the results of just a few
banks in a particular year needs to be studied in a statistical framework. This necessitates the need
for the estimation of stochastic frontier models that measure returns relative to risk frontier level and
explain efficiency in terms of exogenous variables, such as time, ownership, and size.

1 (lassified based on median asset size.
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Table 1. Mean of the Variables.
Ope‘r ating . Risk Denélty of Restructured Risk Denm?y of Current Assets cpas
. Profit over Leverage Ratio Credit Market Risk Asset Liability
Variables Loans to Total over Total
Total Assets (LVR) Exposure Loans (RSL) Exposure Assets (CATA) Gap (GAP)
(OPOA) (RDCE) (RDME)
All Banks 2.04 5.87 76.47 3.31 15.91 6.87 -12.44
PSBs 1.78 4.97 74.84 4.50 13.55 6.88 -15.71
Ownership PVBs 2.31 6.81 78.15 2.08 18.35 6.86 -9.06
T-test of difference -7.08 * -8.80 * —-1.71** 9.36 * -3.65* 0.06 —4.88 *
Basel II 2.14 5.44 73.32 2.97 12.76 7.01 -12.43
Regime Basel III 1.94 6.33 79.74 3.66 19.19 6.73 -12.46
T-test of difference 2.65* -4.01* -3.36 % —-243* —4.94* 1.05 0.02
Small 2.04 6.06 77.15 2.98 14.88 6.75 -10.75
Size Big 2.05 5.69 75.76 3.65 16.98 7.00 -14.18
T-test of difference -0.11 1.63 ** 0.72 —241* —-1.58 -0.94 247 *

Note: * and ** indicate significance at 5% and 10% level based on t-statistics. Source: Author’s calculation.
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Table 2 presents the results of the maximum likelihood estimation of the two stochastic frontier
models that we considered for our analysis. In model 1, the risk return frontier is modeled as
Equation (3) with the inefficiency function given in Equation (4), whereas in model 2, Equation (3)
is used with the specification of inefficiency function given in Equation (5). Model 1, wherein the
inefficiency is assumed to be time variant, is estimated for the whole sample as well as separately for
PSBs and PVBs to understand how efficiency of these banks behaved over time. Model 2, wherein
the inefficiency is modeled as a function of risk management regimes, bank size, and ownership,
is estimated primarily to validate the results of model 1. The coefficients of models 1 and 2 show that
all input risk variables, except CATA in model 1 and CATA and RSL in model 2 are significant and
have the same sign in both models. However, coefficients of model 1 estimated separately for PSBs
and PVBs indicate that both managed risk-return trade-off differently.

Table 2. Results of the Estimated Models.

Model 1 Model 2
Parameters (Variables) All Banks ]I;:rl:ll(l: gjesc]t;;l)' g?:ﬁ:e(gffézi f:;::;:;::g All Banks
Bo (Constant) 3.173 % 1.457 ** 3.608 ** Bo (Constant) 2.441 *
B1 (LVR) 0.173 ** 0.218 ** 0.168 ** B1 (LVR) 0.305 **
B> (RDCE) ~0.013 ** 0.001 -0.016 ** B> (RDCE) ~0.023 **
B3 (RSL) —0.020 * —0.022 ** -0.023 B (RSL) —0.011
B4 (RDME) 0.011 * —0.017 ** 0.020 ** B4 (RDME) 0.008 **
Bs (GAP) 0.008 ** 0.001 0.008 * Bs (GAP) 0.007 **
Be (CATA) ~0.003 0.008 ~0.001 Be (CATA) ~0.009
2 0.550 ** 0.173 ** 0.830 ** 8o (Constant) 2.766 **
Y 0.702 ** 0.662 ** 0.736 ** 01 (Size) -0.416 **
U 1.243 ** 0.677 ** 1.563 ** 07 (Regime) 0.319 **
n —0.052 ** —-0.120 —-0.036 ** 03 (Ownership) —0.223 **
Log likelihood function -292 -34 -184 % (Regime x 0.157
wnership)
Likelihood ratio (LR) 284 111 127 o? 0.325 **
Degree of freedom (DF) 3 3 3 y 0.003
Log likelihood
function -391
LR 85
DF 6

Note: * and ** indicate significance at 5% and 10% level based on t-statistics. Source: Author’s calculation

As our primary objective is to estimate risk efficiency of individual banks in comparison to the
best performing banks in the whole sample, we first check whether the coefficients of models 1 and 2
are theoretically consistent. The positive and significant coefficient of LVR suggests that banks with low
insolvency risks (well capitalized) generate higher returns. The result is consistent with the findings of
earlier studies that leverage ratio and profitability are positively associated (Ghosh and Chatterjee 2015).
The results further confirm theories on the optimum capital decision of banks, particularly the trade-off
theory used in corporate finance, which suggests that the decision-maker, typically a manager, balances
the various costs and benefits of the leverage (Frank and Goyal 2007). The negative coefficients of
RDCE and RSL, the variables representing the credit risk, in models 1 and 2 indicate banks’ inefficiency
in pricing advances and loans according to the perceived risk. As advances and loans form a major
portion of the banks’ portfolios, this is a matter of great concern. Regarding market risk, both RDME
and GAP have a positive and significant impact on operating profit, confirming the banks’ efficiency in
managing risks in their investment portfolios. This could also be attributed to the low risk in their
investment portfolio because it consists of a higher proportion of long-term government securities
that attract low capital charges under the standard duration approach used for RDME calculation.
The negative coefficient of CATA indicates that profitability increases with a decrease in CATA (increase
in liquidity risk). As interest earned on current assets, which are of short-term maturity, are lower
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compared to those on assets with long-term maturity, banks having lower proportions of such current
assets (higher liquidity risk) make higher profits. Therefore, in general, it can be noted that estimated
coefficients of risk return frontiers are theoretically consistent.

Turning to the parameters of the inefficiency function, the relatively high and significant value
of y in model 1 suggests that about 70 per cent of the variation in return from the frontier is due to
inefficiency. The LR statistic, which is greater than the critical value (5.528) of the mixed chi-square
statistic with three degrees of freedom at 1% significant level, further confirms the overall fitness of the
model and the presence of bank-specific inefficiency (Kodde and Palm 1986).

The negative and significant value of 1 indicates that, on average, efficiency has declined over
the sample period. A comparison of 1 between PSBs and PVBs shows that the efficiency of PSBs, on
average, declined at a higher rate than that of PVBs. An analysis of estimated efficiency of individual
banks from model 1, using Equation (2), further reveals that PSBs, on average, were less efficient than
PVBs in trading risk against return and the efficiency of public sector banks declined at a higher pace
as seen in the value of n (Figure 2). To check the robustness of the model, we also estimated model 1
with ROA as the output variable. However, the estimated y and 7 are found to be similar to those
produced by model 1 with OPOA as output.
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Figure 2. Bank group-mean efficiency. Source: Author’s calculation.

In model 2, the value of y declined substantially and is not found to be statistically significant
indicating that the control variables included in the model explain the bank specific inefficiency to a
large extent. As in the case of model 1, the LR statistic of model 2 is also significant confirming the
appropriateness of modeling the risk inefficiency of banks in the stochastic frontier framework.

Moving on to the behavior of inefficiency with respect to the specific control variables, the positive
and significant coefficient of REGIME indicates that the mean risk inefficiency of the banks was higher
during the Basel III regime as compared to the Basel I regime which is again in sync with the efficiency
estimates of model 1. There are multiple reasons for this. First, the profitability of banks declined
substantially during the Basel III regime, particularly that of PSBs. This is because the PSBs followed
an aggressive lending strategy during the Basel Il regime. A significant portion of those assets later
became NPA and had to be restructured or written off during the Basel III period. This has led to the
depletion of their capital. At the same time, Basel III norms required the banks to increase their capital
ratio progressively from 9% in 2013 to 11.5% by 2019, to augment additional capital as counter cyclical
buffer. Therefore, banks, in particular, PSBs, had to resort to cutting back their lending activities to
maintain the desired level of capital ratio. Reduction in credit growth together with a higher level of
restructured loans contributed to a reduction in profitability. Second, rising interest rates and steep
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increase in loans during 2012-2015, can be attributed to the buildup of risk, particularly credit risk,
during the Basel III period. Third, increased risk recognition through the adoption of advanced risk
measurement methods, particularly by PVBs, could have also attributed to the increase in reported
risk. Therefore a decline in profitability together with an increase in risk, particularly credit and market
risk, can be attributed to the decline in efficiency during the Basel III regime.

The negative and significant coefficient of OWNERSHIP in model 2 reveals that PVBs, on average,
were more risk efficient than PSBs during the entire sample period, which is again in line with the
results of model 1. The coefficients of the interaction terms REGIME x OWNERSHIP in model 2 is not
statistically significant. However, the behaviour of banks in managing risk-return trade-off significantly
varied between PSBs and PVBs. While both return and risks of PVBs increased during the Basel III
regime, a declining trend is seen for PSBs (Figure 1). The counter-cyclical lending strategy followed
by PVBs helped them to maintain asset growth and profitability during the entire sample period.
However, their risk level, particularly ex-ante credit and market risks, RDCE and RDME, were higher
than that of PSBs despite lower NPAs. This was because PSBs could clean up a higher proportion
of advances through write-offs of the NPAs that attract higher risk weight in RDCE calculation than
that of PVBs. Moreover, PVBs’ portfolios consisted of a higher proportion of off-balance sheet items
that are exposed to both market and credit risks. However, the asset liability GAP was higher for
PSBs. Therefore, our study establishes that PVBs are not only profit and cost efficient as reported in
the previous studies, but they are also more risk efficient when compared to PSBs. The negative and
significant value of the estimated coefficient of the control variable SIZE indicates that bigger banks
were more efficient in managing risks. Mean efficiency of small and large banks obtained from model 1
also confirms this (Figure 3). In fact, the efficiency of small banks, on average declined at a higher
rate compared to large banks. This result is in alignment with previous studies on profit and cost
efficiencies of Indian Banks (Kumbhakar and Sarkar 2003), and it reconfirms theories on the scale of the
economy, which facilitates banks in putting in place more sophisticated risk measurement processes
and gives them more pricing power.

0.8 -
0.7 1
>
[&]
@
5 0-6 1
e
L
0.5 1
04 -
(2} o ~ N ™ < Yo} (o] N~ [ee]
o -~ ~— ~— ~— ~— ~— — ~ ~—
o o o o o o o o o o
N N N N N N N N N N
- Al Small banks Big banks

Figure 3. Bank size-mean efficiency. Source: Author’s calculation.

6. Conclusions

This paper has analyzed the efficiency of Indian banks in managing risk-return trade-off by
adopting the utility maximization approach and using the stochastic frontier models. The study has
used two models proposed by Battese and Coelli (1992, 1995), wherein technical inefficiency is modeled
as a truncated normal distribution, with a time varying parameter in the first model and as a function
of bank specific factors in the second model. The risk-return frontier was estimated using several
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forward-looking risk measures, adapted from the Basel methodology, covering major risks faced by
banks such as credit risk, market risk, liquidity risk and insolvency risk as inputs. The results indicate
that Indian banks, on average, exhibited inefficiency in managing risk-return tradeoff. The inefficiency,
on average, increased over time during the sample period and was higher during the Basel I1I regime.
A dip in profitability due to factors such as low credit growth, increased NPA and restructured loans,
coupled with regulatory changes that warranted higher capital ratio and increased risk recognition,
contributed to the deterioration of risk efficiency during Basel III. The results show that PVBs are not
only profit and cost efficient as seen in other studies, but also more risk efficient. The counter-cyclical
lending strategy followed by PVBs together with the adoption of sound risk management practices
could have facilitated PVBs to earn higher returns than PSBs for the given level of risk. Though
the efficiency of both PSBs and PVBs declined over the period, the efficiency of public sector banks
declined at a higher pace. The results also revealed that bigger banks were more efficient in managing
risk-return trade-off due to economies of scale.

Thus, to summarize, banks in India need to improve their efficiency in generating returns on the
risk they take. The ownership effect points out that, for the banks to become more risk efficient, they
need to have independent, professional and risk conscious management. Banks also need to adopt
measures to enhance risk recognition and implement risk based pricing, using measures such as risk
adjusted return on capital (RAROC). The size effect of the risk efficiency points towards a need for
greater bank consolidation so that economies of scale will help them to manage risk-return trade-off
more efficiently.
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