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Abstract: We present a statistical model which can be employed to understand the contagion
dynamics of the COVID-19, which can heavily impact health, economics and finance. The model is a
Poisson autoregression of the daily new observed cases, and can reveal whether contagion has a trend,
and where is each country on that trend. Model results are exemplified from some observed series.
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1. Motivation

The spread of the COVID-19 virus at the beginning of 2020 caught many countries and
governments by surprise and unveiled a widespread lack of pandemic preparedness at the global and
national level.

Currently, given the absence of a vaccine and the incomplete information about several aspects
of contagion, such as the role of different risk factors, the dynamics of transmission and the role
of asymptomatic transmission, governments operate under significant uncertainty. Against this
background, data from countries where the virus has initially spread (notably China) are a precious
source of information for the countries that are fighting against the virus. The more data becomes
available, the more policies can be formulated with the backing of evidence as regards the “curve” and
the “peak” of the contagion.

Early attempts to model the contagion curve of the COVID-19 include (Danon et al. 2020),
which predicted that the outbreak would peak 126 to 147 days (around 4 months) after the start
of person-to-person transmission in England and Wales, at a time in which the virus had been
found in just 25 countries; and (Kucharski et al. 2020), which combines a stochastic transmission
model with four datasets on cases of COVID-19 originated in Wuhan to estimate how transmission
varied over time, and calculate the probability that newly introduced cases might generate outbreaks
in other areas. In Imperial College COVID-19 Response Team (2020), researchers modified an
individual-based simulation model developed to support pandemic influenza planning to explore
scenarios for COVID-19 in Great Britain.

Particularly relevant studies for our work are Gu et al. (2020) and Giordano et al. (2020) which,
while mathematically expressing the current practices in the modelling on the global spread of diseases,
draw policy making suggestions. We follow the same line of research, combining mathematical rigour
with attention to drawing results that can be useful for policy makers. Specifically, our contribution
is a new statistical model for disease spread which, by taking dependence between daily contagion
counts into account, can better capture the contagion curve dynamics and, thus, can draw further light
on the understanding of its possible future path.

Our approach is connected to the exponential growth models employed in the SIR literature
(Biggerstaff et al. 2014), to which we contribute by including an autoregressive component in the
growth dynamics.
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2. Methodology

We aim to build a monitoring model which can provide support to policy makers engaged in
contrasting the spread of the COVID-19, and their economical consequences. To this aim, we propose a
statistical model that can estimate when the peak of contagion is reached, so that preventive measures
(such as mobility restrictions) can be applied and/or relaxed.

To be built the model requires, for each country (or region), the daily count of new infections. In the
study of epidemics, it is usually assumed that infection counts follow an exponential growth, driven by
the reproduction number R (see, e.g., Biggerstaff et al. 2014). The latter can be estimated by the ratio
between the new cases arising in consecutive days: a short-term dependence. This procedure, however,
may not be adequate: incubation time is quite variable among individuals and data occurrence and
measurement is not uniform across different countries (and, sometimes, along time): these aspects
induce a long-term dependence.

From the previous considerations, it follows that it would be ideal to model newly infected counts
as a function of both a short-term and a long-term component. A model of this kind has been recently
proposed by Agosto et al. (2016), in the context of financial contagion. We propose to adapt this model
to the COVID-19 contagion.

Formally, resorting to the log-linear version of Poisson autoregression, introduced by Fokianos
and Tjøstheim (2011), we assume that the statistical distribution of new cases at time (day) t, conditional
on the information up to t− 1, is Poisson, with a log-linear autoregressive intensity, as follows:

yt|Ft−1 ∼ Poisson(λt)

log(λt) = ω + α log(1 + yt−1) + β log(λt−1),

where Ft−1 denotes the σ-field generated by {y0, ..., yt}, yt ∈ N, ω ∈ R, α ∈ R, β ∈ R. Note that the
inclusion of log(1 + yt−1), rather than log(yt−1), allows to deal with zero values.

In the model, ω is the intercept term, whereas α and β express the dependence of the expected
number of new infections, λt, on the past counts of new infections. Specifically, the α component
represents the short-term dependence on the previous time point. The β component represents
a trend component, that is, the long-term dependence on all past values of the observed process.
The inclusion of the β component is analogous to moving from an ARCH (Engle 1982) to a GARCH
(Engle and Bollerslev 1986) model in Gaussian processes, and allows to capture long memory effects.
The advantage of a log-linear intensity specification, rather than the linear one known as integer-valued
GARCH (see, e.g., Ferland et al. 2006), is that it allows for negative dependence. From an inferential
viewpoint, Fokianos and Tjøstheim (2011) show that the model can be estimated by a maximum
likelihood method.

3. Results

The model can be applied to any country, region, and in different time periods. We exemplify
its usage, without loss of generality, using data available until 31 March 2020. The data source is the
daily World Health Organisation reports (see World Health Organisation 2020), from which we have
extracted the “Total confirmed new cases”. Figure 1 presents the observed evolution of the daily new
cases of infection: for China (starting from 20 January), Iran, South Korea and Italy (starting from
21 February). We choose to consider data until the end of March (Figure 1) and make predictions
for the beginning of April because at that time contagion counts in the analysed countries were still
high and predictions challenging. Being the count response variable a Poisson, its variance depends
on the number of observed counts, a number which has been declining in the considered countries,
from April onwards, when not before.
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Figure 1. Observed infection counts.

Figure 1 shows that, as of 31 March 2020, COVID-19 contagion in China has completed a full
cycle, with an upward trend, a peak, and a downward trend. South Korea seems to have had a
similar situation, with a smaller intensity. Italy has followed a similar path, with a larger intensity.
The contagion dynamics in Iran is more difficult to interpret, and is still quite erratic.

The application of our model can better qualify these conclusions. The estimated model parameters
for China, using all data available until 31 March, are shown in Table 1.

Table 1. Model estimates for China, with standard errors and p-values.

Parameter Estimate Std Error (p-Value)

ω 0.337 0.247 (0.177)
α 0.823 0.069 (0.000)
β 0.133 0.062 (0.016)

Table 1 shows that all estimated autoregressive coefficients are significant, confirming the
presence of both a short-term dependence and a long-term trend. From an interpretational viewpoint,
the estimate of α shows that, if the expectation of new cases for yesterday was close to 0, 100 new cases
observed yesterday generate about 40 new expected cases today. According to the value estimated for
β, an expectation of 100 new cases for yesterday generates instead about 2 new expected cases today,
if no cases were observed yesterday.

With the aim of better interpreting the time series of the other countries, which on 31 March
seem not to have completed their contagion cycle yet, we repeatedly fit the model to the Chinese data,
using increasing amounts of data, in a retrospective way. More precisely, we first fit the model on the
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first 15 counts from China (a minimal requirement for statistical consistency of the results), then on the
first 16, and so on. For each fit we plot the estimated α and β parameters in Figure 2.

Figure 2. Evolution of the α and β parameters for Chinese daily infection counts.

Figure 2 shows that, until February 11th (the 23rd day reported) β is greater than α, indicating
the presence of a still increasing trend (the β component) that absorbs the short-term component.
After that time, downward trend data is accumulated, β starts decreasing and α increasing. The results
approximate the values in Table 1 around 20 February: after this date the estimated parameters become
stable, as the difference between subsequent estimates becomes lower than 0.01.

What obtained from the Chinese data suggests to use the PAR model to assess at which stage
the contagion cycle is in the other countries. We thus estimate the model parameters for the other
three countries, using the data available until 31 March. Our results show that, for Iran, on that date
the α parameter prevails, with an estimated value equal to 0.96, indicating a process mainly driven
by a short-term dependence on the previous time points. However, further analyses reveal that the
parameters estimated for Iran are very unstable. The estimated β parameter for South Korea is not
significant, indicating absence of a trend effect on the daily counts, consistently with what observed
in Figure 1. For Italy, instead, α is about 0.51, higher than β 0.38, similarly to China but with a lower
difference between the two parameters, indicating that, at the end of March, the trend component
is weakening.

To conclude, we believe that our model can constitute a useful statistical tool for decision makers:
in each country, once a minimal series of data is collected (we suggest 15 days) the values of α and β

can be monitored along time, to reveal at which stage the contagion dynamics is: well beyond the peak
(as in China and South Korea); close to or right after the peak (as Italy on 31 March); or in a situation
that could indicate that the peak has been reached, but which needs more data to be understood
(as Iran at the end of March).
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The full reproducibility of our model can easily extend its application to more countries and time
periods as data becomes available.

To better understand the advantages of our proposed specification and, at the same time, to show
its possible improvement, we now compare it with two alternative models, one simpler and one
more complex.

The first one is a classic exponential growth model, that is a regression of the number of daily
new cases on the time, expressed as days since the outbreak:

log(yt) = κ0 + κ1t. (1)

The second alternative model we consider is a PARX model Agosto et al. (2016), that is a Poisson
autoregressive model with a covariate. As a covariate we use time: the number of days since the
outbreak, as in the classical exponential model. Thus, we extend the PAR model as follows:

log(λt) = ω + α log(1 + yt−1) + β log(λt−1) + γt,

We now apply the three models-estimated using data until the end of March - to make 10-day
ahead predictions of the daily new cases. The results obtained for South Korea, Iran and Italy are
shown in Figures 3–5.

Figure 3. Daily infection counts in South Korea: observed and predicted values.
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Figure 4. Daily infection counts in Iran: observed and predicted values.

Figure 5. Daily infection counts in Italy: observed and predicted values.



Risks 2020, 8, 77 7 of 8

Figures 3–5 all show the limits of the exponential model, which, being a “static” model, cannot
capture time variations in the contagion dynamics, differently from both the PAR and the PARX.
The latter, being dynamic models, can better adapt to disease count variations, without the need to
often adjust the estimates and find a saturation point, as it would be the case for the exponential model.

To compare the models in terms of out-of-sample predictive performance, in Table 2 we
report the value of Root Mean Squared Error (RMSE) and Mean Percentage error (MPE) for the
three specifications.

Table 2. Out-of-sample error measures.

South Korea Iran Italy

Model RMSE MPE RMSE MPE RMSE MPE

PAR 19.48 −31.04% 2426.2 −0.29% 551.79 −7.69%
PARX 14.18 −14.44% 6996.1 −49.33% 2633.4 59.63%
Exponential 47.28 −103.1% 8399.5 −156.30% 13,441 −269.17%

The results in Table 2 show that the PAR model always outperforms the other two,
except in the case of South Korea, for which the preferable specification turns out to be Poisson
autoregression including the time since outbreak as a covariate. This finding is consistent with what
observed in Figures 3–5 and confirms the superiority of Poisson autoregressive models over the
exponential growth model. This advantage explains the potential impact of our proposal, which is
successfully implemented and weekly updated in the infographic website of the Center for European
Policy Studies1.
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