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Abstract: The paper deals with defaultable markets, one of the main research areas of mathematical
finance. It proposes a new approach to the theory of such markets using techniques from the calculus
of optional stochastic processes on unusual probability spaces, which was not presented before.
The paper is a foundation paper and contains a number of fundamental results on modeling of
defaultable markets, pricing and hedging of defaultable claims and results on the probability of
default under such conditions. Moreover, several important examples are presented: a new pricing
formula for a defaultable bond and a new pricing formula for credit default swap. Furthermore,
some results on the absence of arbitrage for markets on unusual probability spaces and markets with
default are also provided.
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1. Introduction

Under the usual conditions, a probability space (Ω, F, P) is equipped with a non-decreasing
family of σ-algebras Ft ∈ F such that Ft is complete and right continuous for all t. A wide
class of processes adapted to F are right continuous with left limits paths (RCLL) semimartingales
with a well defined stochastic calculus. Many fundamental results in probability theory and
mathematical finance were proved with the use of the usual conditions and RCLL semimartingales.
However, it is not difficult to give examples showing the existence of a stochastic basis without
the usual conditions (see, for instance, Fleming and Harrington (2011, p. 24)). Therefore,
in the middle of 1970, the famous expert of stochastic analysis Dellacherie (1975) initiated
studies of stochastic processes without this convenient technical assumption. Dellacherie called
this case the unusual (nonstandard) conditions. Further developments were done by many
mathematicians: Horowitz (1978); Lenglart (1980); Lepingle (1977); Mertens (1972) but mostly by
Galchuk (1980, 1982, 1985). In these publications, a theory of stochastic analysis was constructed
for processes on un usual probability spaces. It turns out that many processes on unusual spaces are
not necessarily left or right continuous but have left and right limits. For a review of optional calculus
and its applications to finance, see Abdelghani (2016); Abdelghani and Melnikov (2016, 2017a, 2017b).
A short summary is given in the Appendix A.

Defaultable markets are markets with the possibility of default events occurring. Research on
default risk is concerned with modeling of default time, defaultable claims and recovery rules and
with pricing and hedging strategies. The two main approaches to modelling default are the structural
and the reduced form models. In structural models, the value of the firm determines if a default event
occur. This approach was founded by Black and Scholes (1973) and Merton (1974, 1976) and extended
by many (see Cox and Ross (1976); Geske (1977, 1979); Geske and Johnson (1984); Leland (1994);
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Leland and Toft (1996); Longstaff and Schwartz (1995)). The advantage of structural models is that one
sees how the corporate conditions affect default. However, most often the firm’s value is not in itself a
tradable asset, but the result of an accounting of all of the firm’s assets and liabilities where some are
visible to the market and others are not. Hence, the parameters of structural models are difficult to
estimate in practice. Moreover, in structural models where a boundary condition is used to demarcate
the onset of default, it is difficult to define what the boundary condition should be.

In contrast to structural models, in reduced form models, the firm’s value plays only an auxiliary
role and defaults arrive as a total-surprise to all counterparties. Therefore, default is the result of
exogenous factors. In this case, the random time of default is defined as a totally inaccessible stopping
time on an enlarged filtration that encompass all market information, assets and defaults. To compute
pricing rules and hedging portfolios, a fundamental problem in a reduced form approach is the
computation of the conditional probability of default given available market information. To compute
the conditional probability of default, several approaches arose depending on whether or not the
information about default-free market is available. If default-free market information is not given, then
one must suppose the existence of an intensity process associated with the probability of default to be
able to price a defaultable claim Duffie and Singleton (1999). This approach is known as the intensity
based approach. The main problem with this approach is that the pricing rule is hard to compute
Jeanblanc and Yann (2008). On the other hand, in the hazard process approach, the reference filtration
of the default-free market is enlarged by the progressive knowledge of default events. It is more
convenient to derive probability of default in this framework; however, one needs to assume knowledge
of the default-free market information. Much of reduced form pricing theory has been elaborated by
many mathematicians (see Artzner and Delbaen (1995); Duffie and Singleton (1997, 1999); Belanger
et al. (2001); Elliott et al. (2000); Lando (1998) and Bielecki and Rutkowski (2002), ElKaroui et al. (2010),
Jeanblanc (2010), for a good review).

The basic mathematics of structural and reduced form models is given here as a review and, to
compare these models to models, we will present in this paper. Let us consider a usual probability
space

(
Ω,G, G = (Gt)t≥0 , P

)
, where the market evolves: asset, X, and default, τ. Associated with

default time is the default process of Ht = 1(τ≤t). Let Ft be the default-free σ-algebra generated by
Xt andHt be the σ-algebra generated by Ht with F = (Ft)t≥0 and H = (Ht)t≥0. Both Ft andHt are
sub-σ-algebras of Gt for all t. In structural form models, the process X is a determinant factor of τ.
In other words, the filtrations Ft andHt may have common elements for any time t. In addition, in
structural models where default time τ is predictable,Ht ⊆ Ft. On the other hand, in reduced form
models, default is not measurable in the reference-filtration F, i.e., (τ ≤ t) /∈ Ft for any time t. A way
to analyze reduced form models is to consider τ to be an inaccessible stopping time with respect to
the market filtration G. With this consideration of τ, one can proceed to compute the conditional
probability of default P (τ ≤ t|Gt) given Gt using intensity-based techniques. If one is able to define F,
the default-free filtration, then a new filtration can be constructed by joining the filtration H = (Ht)t≥0
generated by Ht = 1(τ≤t) to F, i.e., G̃t = σ (Ft ∨Ht) ⊆ Gt and G̃ =

(
G̃t
)

t≥0, then compute P
(
τ ≤ t|G̃t

)
using hazard process based techniques. However, this enlargement of the filtration F by H leads to
several problems in trying to establish a pricing theory based on no-arbitrage principle. Enlargement of
filtration changes the properties of martingales and semimartingale. For example, if X is a martingale
under F, it might not be a martingale under G̃ or G. To deal with these effects and to establish existence
of local martingale measures for pricing, one has to invoke two invariance principles known as the H
and H′ hypotheses. H hypothesis states that every local martingale in the smaller filtration F is a local
martingale in the larger filtration G̃, whereas the H′ hypothesis states that a semimartingale under the
smaller filtration F remains a semimartingale under the larger filtration G̃.

While there are still many open and interesting problems to consider in the classical approaches to
credit risk, we choose to take another approach to the problem. Our approach is based on the calculus
of processes on unusual probability spaces. Even though we are going to use a nonstandard calculus
to approach the problem of default, it is possible to view our models as extension or enrichment
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of reduced form models by methods from the calculus of processes on unusual probability spaces.
Thus, our goal with this paper is to develop initial results and present applications of the calculus of
optional processes to defaultable markets.

However, before we delve into our approach, let us motivate it by few examples where we take a
closer look at the mechanics of default and how it affects the value of an asset X. Let us place ourselves
on the usual probability space

(
Ω,F , F = (Ft)t≥0 , P

)
, where the market evolves. In addition, suppose

the asset, X, remains in existence after default while its value changes. Now, let us fix an instance
of time t; if default time is predictable or a stopping time in Ft, then (τ ≤ t) ∈ Ft—information
about default is incorporated in Ft. On the other hand, if (τ ≤ t) /∈ Ft, so that Ht = 1(τ≤t) is not Ft

measurable, then the default time τ is a random time that is a result of external factors. However, after
default takes place, the surprising information about it gets incorporated in future-values of the asset, X;
if Xt is RCLL and Ft = Ft+, then obviously (τ ≤ t) /∈ Ft+ and, loosely speaking, we may want to say
(τ ≤ t) ∈ Fs for any s > t such that Fs ⊃ Ft+ to mean that the information about default time τ at t is
part of a future-filtration of the market. In reduced form modeling, to be precise, an enlarged filtration
F ∨H is constructed, such that the view that information about default is incorporated in future values
of the asset is subsumed in the definition of the enlarged market filtration F ∨H. However, we are
going to show in this paper that, with the use of the calculus of processes on unusual probability spaces,
one needs not consider a filtration enlargement to incorporate default information in the dynamic
changes of the value of the asset.

Let us consider default from a different viewpoint. Suppose that the event A ∈ F∞ such that
P(A) > 0. Ideally, F∞ contains all events including defaults, for example, for the default time τ,
σ (τ) ⊆ F∞. The expected value at = E [1A|Ft] at some fixed time, t, is implicitly affected by a future
default event τ. For example, consider for some fixed time u such that (2t < u < ∞) and τ = u where
it is possible that A ∩ (τ = u) 6= ∅. However, at time t, Ft contains absolutely no information about
the default event (τ = u), but the natural filtration Fa generated by the process, a, is not default-free.
Essentially, in a defaultable market processes that are affected by default at some point over their
lifetime, their current value is “implicitly” affected by default even-though current information does
not announce the existence of future default events. Therefore, the construction of a defaultable market
filtration G from a default-free filtration F and a filtration associated with the default process H is
hard to realize in real defaultable markets. This issue can be circumvented by considering defaultable
markets on unusual probability spaces.

Let us consider another example. Suppose the asset X that evolves according to
X−1

t dXt = µdt + σdWt, where W is a Wiener process and µ and σ are unknown constants to be
estimated from market-traded values of X. In this market, even though default events might be future
events beyond the current market time t are implicit in the psyche of the market, e.g., corporate bonds
are riskier than US/Canadian Government bonds, and can weakly influence the current traded values
of X. As a result, the estimated values of µ and σ from the traded values of X are inadvertently
contaminated by default events. Therefore, in defaultable markets, assets and defaults are stitched
together and are difficult to segregate.

To avoid difficulties of previous approaches, the reconstruction of enlarged market filtrations, the
requiring of invariance properties to be satisfied as a way to get decomposition results, the initial
completion of filtration by all null sets from the final filtration, and the requirement that the filtration be
right continuous. Without all of these constructs, we propose a different and more natural approach
based on the stochastic calculus of optional processes on unusual probability spaces. The paper is
organized as follows: Section 2 presents the essence of our approach to defaultable markets on unusual
stochastic basis. Section 3 deals with defaultable claims and cash-flows. Section 4 is devoted to the
conditional probability of default. In Section 5, we consider valuation of defaultable contingent claims
and illustrative examples. Finally, in Section 6, we discuss the important topic of no-arbitrage condition
in markets on unusual spaces.
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2. Defaultable Markets on Unusual Spaces

To illustrate our approach, we begin with an example of a simple market that experiences default.
Even though simple, the ideas we present here are general and can be carried over to other more
delicate market structures. Let us consider now the unusual stochastic basis

(
Ω,F , F = (Ft)t≥0 , P

)
and an asset whose value is given by the process Y on this space. Assume that the asset final value,
η, realized at the end of time is a strictly positive random variable measurable with respect to F∞.
Let F = (Ft)t≥0 represent the history of the market, the good, the bad and defaults. However bad, we
assume that the asset never vanquishes, in other words, Y > 0 for all time. All is well with the market
except for a single default event τ ∈ T (F+), i.e., F+ = (Ft+)t≥0, that happens at some time t ≥ 0.
Notice that we have defined default time, τ ∈ T (F+), as an inaccessible stopping time in the broad sense.
Furthermore, we assume that the value of the asset before default τ follows X and immediately after
default evolves according to x. Both x and X are optional semimartingales adapted to F; however, X is
observable only up to default and x is only observable after default. In addition, we define the default
process H = 1(τ<·) as a left continuous optional finite variation process with respect to F. Then, Y is
given by

Yt = (1− Ht)Xt + Htxt. (1)

Note that the filtration generated by Y is the fusion by default of the filtrations generated by X
and x, which is FY

t = σ (σ (Xt∧τ) ∨ σ (xt∨τ) ∨ σ(Ht)). In the integral representation of Y, we have,

Yt = Xt −
∫ t

0+
Hs−d (Xs − xs)−

∫ t−

0
Hsd (Xs+ − xs+)

+
∫ t

0+
(Xs− − xs−) dHs +

∫ t−

0
(Xs − xs) dHs+

+
∫ t

0+
4Hsd (Xs − xs) +

∫ t−

0
4+Hsd (Xs+ − xs+) .

See Appendix A Equations (A1) and (A2) for the definition of stochastic integrals with respect to
optional semimartingales on unusual probability space. However, since H has a single left jump but is
otherwise continuous, then4H = 0 and Y reduces to

Yt = Xt −
∫ t

0+
Hs−d (Xs − xs)−

∫ t−

0
Hsd (Xs+ − xs+)

+
∫ t

0+
(Xs− − xs−) Hsds +

∫ t−

0
(Xs − xs) Hs+ds + (Xτ+ − xτ+) Ht.

To highlight the effects of default τ on the value of Y, which will manifest itself as a left jump on
the value of Y at the time of default, we are going to assume that x and X are continuous; hence,

Yt = Xt − H ◦ (Xt − xt) + (Xτ+ − xτ+) Ht +
∫ t

τ
(Xs − xs) ds.

To summarize, the basic tenants to our approach are: (1) the market evolves in the unusual
probability space

(
Ω,F , F = (Ft)t≥0 , P

)
; (2) F+ is the smallest right continuous enlargement of F;

(3) the value of an asset or a defaultable cash-flow is an F optional semimartingale; and (4) finally, but
most importantly, is that default time, τ, is defined as τ is a totally inaccessible stopping time in the
broad sense, i.e., τ ∈ T (F+), and the associated default process is Ht = 1(τ<t), which is an optional
left continuous process adapted to Ft. The definition of default time as an inaccessible stopping
time in the broad sense makes default events come as a surprise to the market given up to time t
information, Ft. However, as the market evolves to Ft+, the surprising information about default
has been incorporated in Ft+. In this way, Ft+ in unusual probability space models of defaultable
market takes the place of filtration enlargement in reduced form models. Next, we consider defaultable
cash-flow pricing and hedging in the context of unusual stochastic basis.



Risks 2017, 5, 56 5 of 21

3. Defaultable Cash-Flow

Again, let the market evolve in the unusual probability space
(
Ω,F , F = (Ft)t≥0 , P

)
. P is the

real-world probability, as opposed to the local optional martingale measure Q, for which we assume that at
least one exists in this market or choose one if many exists Jacod and Protter (2010). In addition, we have
F+ the smallest right continuous enlargement of F. The filtration F supports the following objects. The
claim, Λ, is the payoff received by the owner of the claim at maturity time, T, if there was no default
prior to or at T. The process, A, with A0 = 0, is the promised dividends if there was no default prior
to or at T. The recovery claim ρ represents the recovery payoff received at T, if default occurs prior
to the claims maturity date T. The recovery process, R, which specifies the recovery payoff at time
of default, if it occurs prior to T. Finally, default time, τ, is a totally inaccessible stopping time in the
broad sense, i.e., τ ∈ T (F+). In addition, we define the associated default process by, Ht = 1(τ<t),
which is optional and a left continuous process with respect to Ft.

Furthermore, we assume that the processes X, R, and A are progressively measurable with
respect to the filtration F. In addition, the random variable Λ is FT-measurable and ρ is at least
FT+-measurable. Furthermore, we assume without mentioning that all random objects introduced
above are at least RLL and satisfy suitable integrability conditions that are needed for evaluating
integrals, stochastic or otherwise. This brings us to the recovery rules; if default occurs after time T,
then the promised claim Λ is paid in full at time T. Otherwise, default time τ ≤ T and depending on the
agreed upon recovery rules either the amount Rτ is paid at the time of default τ, or the amount ρ is paid
at the maturity date T. Therefore, in its more general setting, we consider simultaneously both kinds
of recovery payoff and thus define a defaultable claim formally as a quintuple, DCT = (A, Λ, ρ, R, H).
Notice that the date T, the information structures F and F+ and the real-world probability P are
intrinsic components of the definition of a defaultable claim (see Bielecki and Rutkowski (2002) for the
usual case). For DCT = (A, Λ, ρ, R, H), the dividend process is defined as

Definition 1. The dividend process, D, of a defaultable claim DCT = (A, Λ, ρ, R, H) equals

Dt = X̃1(t≥T) + (1− H) ◦ At + R ◦ Ht, (2)

where X̃ = [Λ (1− HT) + ρHT ]. The process D is optional and F-measurable.

Lemma 1. The process D is finite variation over finite time segments including [0, T].

Proof. By using Galchouk–Ito lemma and properties of the components of D.

The risk neutral value of a defaultable claim in this market is the discounted value of the dividend
process D.

Definition 2. The ex-dividend price process X(·, T) of a defaultable claim DCT = (A, Λ, ρ, R, H), which
settles at time T is given by

X(t, T) = BtEQ

(
B−1 ◦ DT − B−1 ◦ Dt|Ft

)
(3)

= BtEQ

(∫ T

t+
B−1

u−dDu +
∫ T−

t
B−1

u dDu+|Ft

)
, ∀t ∈ [0, T],

where B is the discounting process, an optional strictly positive RLL semimartingale.

Under Q, the ex-dividend process, B−1
t X(t, T), is a local optional martingale,

B−1X(·, T) ∈ Mloc(F, Q), i.e., B−1
s X(s, T) = EQ

[
B−1

t X(t, T)|Fs

]
for all s ≤ t. Expression (3)

is referred to as the risk-neutral valuation formula of a defaultable claim (see Musiela and
Rutkowski (1997); Duffie and Singleton (1999); Elliott and Kopp (1999) for its definition in usual
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probability spaces). For brevity, write Xt = X(t, T) Combine Definitions 1 and 2 and the fact that H is
left continuous, we obtain

Xt = BtEQ

(
B−1

T X̃ +
∫ T

t+
B−1

u−(1− Hu−)dAu +
∫ T−

t
B−1

u (1− Hu)dAu+ +
∫ T−

t
B−1

u RudHu+|Ft

)
.

Remark 1 (RCLL Cash-Flow). We have considered a general model of defaultable cash-flow, namely that the
components of the cash-flow are optional RLL processes affected by default. However, we should not think that
we are limited by this generalization of defaultable cash-flow. We can consider that the underlying components of
defaultable cash-flow be RCLL processes affected by default, which induces a left continuous optional jump on
the resultant defaultable cash-flow, and the theory of defaultable markets on optional space remains the same.

From now on, we are going to work in the deflated probability space
(
Ω,F , F = (Ft)t≥0 , Q

)
and

let the expectation operator E to mean EQ—expected values under Q. Next, we provide a justification
of definition (3).

3.1. Portfolio with Default

Consider a portfolio of three primary securities S2 = B, the value process of a money market
account, S1 a default free non-dividend-paying assets, and S0 a dividend paying asset, D with D0 = 0,
with the possibility of default. Introduce the discounted price processes S̃i by setting S̃i

t = Si
t/S2

t .
The market lifespan is the time interval [0, ∞] and φ = (φ0, φ1, φ2) is an F-optional self-financing
trading strategy on

(
S0, S1, S2) (see Abdelghani and Melnikov (2016) for the definition of optional

self-financing trading strategies). It is straightforward to generalize the three-asset portfolio to any
number of assets.

To begin with, let us examine a simple trading strategy: suppose that at time t = 0 we purchase
one unit of the 0th asset at the initial price S0

0 and holds it until time T; then, we invest all the proceeds
from dividends in the money market account. More specifically, we consider a buy-and-hold strategy
φ = (1, 0, φ2). The associated wealth process U equals

Ut = S0
t + φ2

t Bt, ∀t ≥ 0, (4)

with initial wealth U0 = S0
0 + φ2

0B0. Since φ is self-financing, then

Ut −U0 = S0
t − S0

0 + φ2 ◦ Bt + Dt (5)

and B ◦ φ2
t +

[
φ2, B

]
= 0, where D is the dividend paid by S0. Now, let us divide

(
Ut − S0

t
)

by B, and
use the product rule,

B−1
t

(
Ut − S0

t

)
= B−1 ◦

(
Ut − S0

t

)
+
(

Ut − S0
t

)
◦ B−1

t +
[

B−1,
(

U − S0
)]

t

= B−1 ◦
(

U0 − S0
0 + φ2 ◦ Bt + Dt

)
+
(

φ2
t Bt

)
◦ B−1

t +
[

B−1, φ2
t Bt

]
t

= φ2B−1 ◦ Bt + B−1 ◦ Dt + φ2B ◦ B−1
t +

[
B−1, φ2B

]
t
,

where we have used Equations (4) and (5). However, since B−1 ◦ B + B ◦ B−1 = B−2 ◦ [B, B],[
B−1, φ2B

]
=

[
B−1, φ2 ◦ B + B ◦ φ2 +

[
φ2, B

]]
= φ2 ◦

[
B−1, B

]
= φ2 ◦

[
−B−2 ◦ B + B−3 ◦ [B, B] , B

]
= −B−2φ2 ◦ [B, B] .

Then, we are able to find the simple relation

B−1
t

(
Ut − S0

t

)
= φ2B−1

t ◦ Bt + φ2B ◦ B−1
t − φ2B−2 ◦ [B, B]t + B−1 ◦ Dt = B−1 ◦ Dt.
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Considering the difference between the value of a defaultable portfolio at time t, i.e., Ut, and its
value at maturity T, UT , we arrive at the following difference equation:

B−1
T

(
UT − S0

T

)
− B−1

t

(
Ut − S0

t

)
= B−1 ◦ DT − B−1 ◦ Dt,

B−1
T UT − B−1

t Ut = B−1
T S0

T − B−1
t S0

t + B−1 ◦ DT − B−1 ◦ Dt.
(6)

Now, we are ready to derive the risk-neutral valuation formula for the ex-dividend price S0
t .

To this end, we have assumed that our model admits a local optional martingale measure Q equivalent
to P such that the discounted wealth process B−1Uφ of any admissible self-financing trading strategy
φ follow local optional martingales under Q with respect to the filtration F. Moreover, we make
an assumption that the market value at time t of the 0th security comes exclusively from the future
dividends stream. This means that we have to postulate that S0

T = 0. This postulate makes sense
because the value of a defaultable cash-flow at maturity, which has paid all its value in dividends, is
essentially nothing. We shall refer to S0 as the ex-dividend price of the 0th asset—the defaultable claim.
Given that

E
(

B−1
T UT − B−1

t Ut|Ft

)
= 0, E

(
B−1

t S0
t |Ft

)
= B−1

t S0
t , S0

T = 0,

and Equation (6), we arrive at the definition of the value of defaultable claim,

E
(

B−1
T UT − B−1

t Ut|Ft

)
= E

(
B−1

T S0
T − B−1

t S0
t + B−1 ◦ DT − B−1 ◦ Dt|Ft

)
= 0⇒

B−1
t S0

t = E
(

B−1 ◦ DT − B−1 ◦ Dt|Ft

)
.

Hence, B−1
t S0

t is an F local optional martingale under Q and

B−1
t S0

t = E
(

B−1 ◦ DT − B−1 ◦ Dt|Ft

)
. (7)

Let us now examine trading with a general self-financing trading strategy φ = (φ0, φ1, φ2).
The associated wealth process is Ut(φ) = ∑2

i=0 φi
tS

i
t. Since φ is self-financing, then it must be that

Ut(φ) = U0(φ) + Gt(φ) for every t ≥ 0, where the gains process G(φ) is

Gt(φ) := φ0 ◦ Dt +
2

∑
i=0

φi ◦ Si
t = φ0 ◦

(
S0

t + Dt

)
+ φ1 ◦ S1

t + φ2 ◦ S2
t .

As before, S2
t = B, the value of our money market account, S0

t = X(t, T) is the dividend, D, paying
asset and S1 is the default-free, non-dividend paying instrument. The term “φ0 ◦

(
S0

t + Dt
)
” of the

gain process is the gain acquired as a result of trading φ0 of the 0th asset having current value S0
t and

paid dividend Dt.

Theorem 1. For any self-financing trading strategy, φ, and S̃i = B−1Si, i = 0, 1, 2 are (F, Q) local optional
martingales and the discounted wealth process B−1

t Ut (φ) follows a local optional martingale under (F, Q).



Risks 2017, 5, 56 8 of 21

Proof. Given S̃i = B−1Si = Si ◦ B−1 + B−1 ◦ Si +
[
B−1, Si], then, by the product rule we get,

B−1
t Ut (φ) = B−1

t ◦Ut(φ) + Ut(φ) ◦ B−1
t +

[
B−1, U(φ)

]
t

= B−1φ0 ◦ Dt +
2

∑
i=0

B−1φi ◦ Si
t +

2

∑
i=0

(
φiSi

)
◦ B−1

t +

[
B−1,

2

∑
i=0

φiSi
t

]

= B−1φ0 ◦ Dt +
2

∑
i=0

B−1φi ◦ Si
t +

2

∑
i=0

φiSi ◦ B−1
t +

2

∑
i=0

φi ◦
[

B−1, Si
]

t

= φ0B−1 ◦ Dt +
2

∑
i=0

φiB−1 ◦ Si
t + φiSi ◦ B−1

t + φi ◦
[

B−1, Si
]

t

= φ0B−1 ◦ Dt +
2

∑
i=0

φi ◦ B−1
t Si

t = φ0 ◦ Ŝ0
t +

2

∑
i=1

φi ◦ S̃i
t,

where the process Ŝ0 is given by Ŝ0
t := S̃0

t + B−1 ◦ Dt. The process Ŝ0
t is the discounted cumulative

dividend price at time t of the defaultable dividend D. The processes S̃i, i = 0, 1, 2 are local optional
martingales in (F, Q). To finalize this proof, observe that, using Equation (7), the process Ŝ0 satisfies
Ŝ0

t = E
(

B−1 ◦ DT |Ft
)
, and thus follows a local martingale under Q. Hence, B−1

t Ut (φ) is a local
optional martingale in (F, Q).

4. Probability of Default

The essential component of the defaultable cash-flows, D, Equation (2) is the default process
Hu = 1(τ<u), where u ∈ [0, ∞] is a time-horizon. The ex-dividend price process Equation (3)
relies implicitly on the conditional expected value of 1(τ<u) given all known up to time t market
information Ft. Thus, our goal for this section is to understand the conditional probability of default
F(t, u) = E [Hu|Ft], also known as the hazard process and its properties. Associated with the hazard
process F is the survival process G(t, u) := 1− F(t, u), for which we will discuss some of its properties
too. This section is expository, where we will simply list a few interesting related results about F and
G. We begin by the lemma.

Lemma 2. The process Ht is a submartingale.

Proof. Established by conditioning on Fs for any s ≤ t.

Lemma 3. F and G are positive. Furthermore, for a fixed time horizon, both are optional martingales. However,
for a fixed time t and variable time horizon, F is a submartingale and G a supermartingale.

Proof. F and G are positive, and one can write F(t, u)

F(t, u) = E [Hu|Ft] = Q (τ < u|Ft) = 1(u>t)E
[

Ht + 1(t≤τ<u)|Ft

]
+ 1(u≤t)Hu

= 1(u>t) (Ht + E [(1− Ht) Hu|Ft]) + 1(u≤t)Hu.

For a fixed time horizon u and any 0 ≤ s ≤ t < u, F(t, u) = E [E [Hu|Ft] |Fs] = E [Hu|Fs] = F(s, u)
is a positive optional martingale. In addition, for 0 ≤ u ≤ s ≤ t, F(t, u) = F(s, u) = Hu a constant.
However, for 0 ≤ s ≤ u ≤ t, F(t, u) = E [E [Hu|Ft] |Fs] = E [Hu|Fs] = F(s, u), again, an optional
martingale. Essentially for any fixed u, F(s, u) is an optional martingale. The same is true for G. For a
fixed, t, and any time horizons, 0 ≤ v ≤ u, where u and v ∈ [0, ∞]. Then, (τ < v) ⊆ (τ < u) and

F(t, u) = E [Hu|Ft] = E [Hv|Ft] + E
[
1(v≤τ<u)|Ft

]
= F(t, v) + E

[
1(v≤τ<u)|Ft

]
≥ F(t, v).
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Hence, F(t, u) is increasing along its time horizon. Moreover, for a fixed t and any v ≤ u,

E(F(t, u)|Fv) = E(E (Hu|Ft) |Fv)

= 1(v≥t)E(E
(

Hv + 1(v≤τ<u)|Ft

)
|Fv) + 1(v<t)E(E

(
Ht + 1(t≤τ<u)|Ft

)
|Fv)

= 1(v≥t)E
(

Hv + 1(v≤τ<u)|Ft

)
+ 1(v<t)E(Ht + 1(t≤τ<u)|Fv)

≥ 1(v≥t)F(t, v) + 1(v<t)F(v, t).

Therefore, if v ≥ t, then F(t, u) is a submartingale; on the other hand, if v < t, then we re-label v as t
and t as v to get E(F(v, u)|Ft) ≥ F(v, t), which is also a submartingale. Hence, F is a submartingale in
either case. It follows that G = 1− F is a supermartingale.

On a related note, Galchuk (1982) showed that for the process ξ1(τ<t), where ξ is Fτ+-measurable
and integrable random variable and τ is a stopping time in the broad sense, it can be decomposed
to an optional martingale that is Ft measurable and an Ft measurable continuous finite variation
process. Therefore,

Corollary 1. The default process Ht has the following decomposition, Ht = 1(τ<t) = Mt + µt, where
M ∈ M(F, Q) is an optional martingale and µ is the F-compensator of H that is an F-measurable continuous
finite variation process.

Proof. A consequence of Theorem 3.5 in Galchuk (1982).

Using the above corollary, let us consider evaluating E [HT |Ft]; for a time horizon T > t,

Corollary 2. F (t, T) = Ht + E [µT − µt|Ft] and Q (t ≤ τ < T|Ft) = E [µT |Ft]− µt.

Proof. F(t, T) = E
[
1(τ<T)|Ft

]
; therefore,

F (t, T) = E
[
1(τ<T)|Ft

]
= E [MT + µT |Ft] = Mt + E [µT |Ft] = Ht + E [µT − µt|Ft] .

Consequently, one can write,

Q (t ≤ τ < T|Ft) = [(1− Ht) HT |Ft] = E [HT − Ht|Ft] = E [HT |Ft]− Ht

= E [µT − µt|Ft] = E [µT |Ft]− µt.

Let us now understand the relation between the process 1(τ≤t), for a stopping time in the broad
sense τ, and the default process Ht = 1(τ<t) as regards the filtration F.

Remark 2. Recall that, under the usual conditions, 1(τ≤t) is known as the default process; however, in the
unusual conditions, it is replaced with theO(F) process Ht = 1(τ<t). This choice of 1(τ<t) as the default process
was motivated by the fact that the known market information up to time t is Ft on which 1(τ<t) is adapted
and optional while 1(τ≤t) is not. Furthermore, the forward derivative4+Ht = 1(τ=t) marks the occurrence of
default, which is in O(F+).

Proposition 1. Let τ be a stopping time in the broad sense and H̄t = Ht+ = 1(τ≤t), where
(τ ≤ t) = (τ < t+), is RCLL andFt+ measurable orO(F+). In addition, H̄t− = Ht or (τ ≤ t−) = (τ < t).
H̄t− and Ht are of right-limits and left continuous paths and areO(F). Moreover, (τ ≤ t) = (τ < t)∪ (τ = t)
or that H̄t = Ht + 1(τ=t).
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Proof. For every ω ∈ (τ ≤ t), τ (ω) ≤ t < t+ so (τ ≤ t) ⊆ (τ < t+). On the other hand,
(τ (ω) < t+) = ∩ε≥0 (τ < t + ε) ⊆ (τ ≤ t). Thus, Ht+ = 1(τ<t+) = 1(τ≤t) or that (τ ≤ t) = (τ < t+).
By definition, 1(τ≤t) is RCLL and O(F+). Furthermore, it can be easily seen that the the process 1(τ≤t)
can be decomposed as, 1τ∈[0,t] = 1τ∈[0,t) + 1(τ=t). In addition, it is obvious that H̄t− = 1(τ≤t−) =

1(τ<t) = Ht. Finally, for τ a stopping time in the broad sense, by definition, (τ ≤ t) ∈ Ft+ for any time
t. Moreover, since (τ ≤ t− 1/n) ∈ F(t−1/n)+ ⊆ Ft for all n, then it must be that (τ < t) ∈ Ft.

Let us study the properties of the process F(t, t+) = E (Ht+|Ft) = Q (τ ≤ t|Ft) . Set F̄t := E (Ht+|Ft)

and consider the following lemma.

Lemma 4. The ex-hazard process F̄ can be decomposed to the default process H and the jump hazard process δ.
Both F̄ and δ are O(F+), whereas H is O(F).

Proof. The optional projection E (Ht+|Ft) can be reduced to

E (Ht+|Ft) = E(1(τ≤t)|Ft) = E(1(τ<t) + 1(τ=t)|Ft) = Ht + E(1(τ=t)) = Ht + δt,

where δt can be derived by formula, δt = limh→0
1
h Q (t ≤ τ < t + h|Ft).

Corollary 3. F(t, T+) = F (t, T) + E (δT |Ft) = Mt + E (µT + δT |Ft).

Proof. The process F(t, T+) = E (HT+|Ft) is evaluated as

F(t, T+) = E(HT |Ft) + E(1τ=T |Ft) = Ht + E [µT − µt|Ft] + E (δT |Ft) = F (t, T) + E (δT |Ft)

or F(t, T+) = Ht − µt + E (µT + δT |Ft) = Mt + E (µT + δT |Ft) .

Next, we discuss the absence of arbitrage in markets on unusual spaces.

5. Valuation of Defaultable Cash-Flow and Examples

Our next goal is to establish a convenient representation of the value of a defaultable cash-flow.
The ex-dividend value of defaultable cash-flow is B−1

t X(t, T) = 1(τ≥t)E
(

B−1 ◦ DT − B−1 ◦ Dt|Ft
)

, and,
in terms of Dt = (Λ (1− HT) + ρHT) 1(t≥T) + (1− H) ◦ At + R ◦ Ht, is

B−1
t Xt = E

[
B−1

T (Λ (1− HT) + ρHT) |Ft

]
+E

[∫ T

t+
B−1

u−(1− Hu−)dAu +
∫ T−

t
B−1

u (1− Hu)dAu+|Ft

]
+E

[∫ T−

t
B−1

u RudHu+|Ft

]
.

We begin valuation of X(t, T) with the value of E
[

B−1
T Λ (1− HT) |Ft

]
. Let λT = B−1

T Λ and
λt = E (λT |Ft) be a martingale. λt can be thought of as the default-free contingent claim price at time t.
Let G(t, u) = E (1− Hu|Ft). G can be thought of as the survival process, whereas F(t, u) = E (Hu|Ft)

is the associated default process on the interval [t, u].

Lemma 5. The value of Λ̃t = E
[

B−1
T Λ (1− HT) |Ft

]
at time t is given by

Λ̃t = E
(

B−1
T Λ|Ft

)
(1− Ht) + E

[∫ T−

t

(
λu +4+λu

)
dGu+|Ft

]
, (8)

where λu = E
[

B−1
T Λ|Fu

]
and Gu+ = G(u, u+) = E (1− Hu+|Fu).
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Proof. Using the product rule on λT (1− HT) , we find that

λT (1− HT) = λ0 (1− H0) + λ ◦ (1− HT) + G ◦ λT + [λ, (1− H)]T

= λ0 (1− H0) + λ ◦ (1− Ht) + G ◦ λt + [λ, (1− H)]t +
∫ T

t+
λu−d (1− H)u

+
∫ T−

t
λud (1− H)u+ +

∫ T

t+
(1− H)u− dλu +

∫ T−

t
(1− H)u dλu+

+
∫ T−

t
4+λud (1− H)u+

= λt (1− H)t +
∫ T

t
λud (1− H)u +

∫ T

t
(1− H)u dλu +

∫ T−

t
4+λud (1− H)u+ .

Since H is a left continuous finite variation process, the quadratic variation

[λ, H]t = ∑
0≤u<t

4+λu4+ Hu+ =
∫ t−

0
4+Hudλu+ =

∫ t−

0
4+λudHu+.

We have chosen the definition [λ, H] = 4+λ� H. Thus, the conditional expected value of λT (1− HT)

is E (λT (1− HT) |Ft) = E
(

B−1
T Λ (1− HT) |Ft

)
and

E (λT (1− HT) |Ft) = E
[
λt (1− Ht) +

∫ T
t (1− Hu) dλu +

∫ T−
t λud (1− Hu+) +

∫ T−
t 4+λud (1− Hu+) |Ft

]
= λt (1− Ht) + E

[∫ T−
t (λu +4+λu) dGu+|Ft

]
,

where we have used the fact that E
[∫ T

t Gudλu|Ft

]
= 0 since λ is a local martingale,

Gu+ = G(u, u+) and E (λt (1− Ht) |Ft) = λt (1− Ht). Thus, we arrive at the result

E
[

B−1
T Λ (1− HT) |Ft

]
= E

(
B−1

T Λ|Ft

)
(1− Ht) + E

[∫ T−
t

[
E
(

B−1
T Λ|Fu

)
+4+E

(
B−1

T Λ|Fu

)]
dGu+|Ft

]
.

Remark 3. We have replaced the integral over 1− H with an integral over the process G as a result of the
following statement:

E
[∫ T−

t
αudHu+|Ft

]
←

n

∑
i=0

E
[
αti E

(
Hti+1∧T − Hti∧T |Fti

)
|Ft
]

=
n

∑
i=0

E
[
αti Fti+1∧T − Fti∧T |Ft

]
= E

[(
n

∑
i=0

αti Fti+1∧T − Fti∧T

)
|Ft

]
,

where Fu+ = F(u, u+) = E (Hu+|Fu).

Remark 4. How do we evaluate dGu+? Here is how: G(u, u+) = E (1− Hu+|Fu) and
dGu+ = 4+Gu = G(u, u+)− G(u, u). Therefore,

dGu+ = E (1− Hu+|Fu)− E (1− Hu|Fu) = E (Hu − Hu+|Fu) ,

where Hu+ = 1(τ≤u) = Hu + 1(τ=u). Hence, dGu+ = −E
(

1(τ=u)|Fu

)
= −Q(τ = u|Fu). Note that the

event (τ = u) is Fu+ measurable so dGu+ is the projection of (τ = u) on Fu.

For the second term, E
(

B−1
T ρHT |Ft

)
: let $T = B−1

T ρ thus $t = E ($T |Ft) is a local martingale. In
addition, we have the following lemma.
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Lemma 6. The value ρ̃t = E ($T HT |Ft) is given by

ρ̃t = $tHt − E
[∫ T−

t

(
$u +4+$u

)
dGu+|Ft

]
,

where $u = E
(

B−1
T ρ|Fu

)
.

Proof. Applying a similar argument to the one used in the above lemma, we arrive at the result

ρ̃t = E ($T HT |Ft) = E
[

$tHt +
∫ T

t
Hud$u +

∫ T

t
$udHu +

∫ T−

t
4+$udHu+|Ft

]
= $tHt + E

[∫ T−

t

(
$u +4+$u

)
dFu+|Ft

]
= $tHt − E

[∫ T−

t

(
$u +4+$u

)
dGu+|Ft

]
,

where E
[∫ T

t Hud$u|Ft

]
= 0 since $ is a local martingale.

As for the value of the defaultable cash-flow recovery-stream, we have the following lemma.

Lemma 7. The value of the defaultable cash-flow recovery stream is

E
[∫ T−

t
B−1

u RudHu+|Ft

]
= −E

[∫ T−

t
B−1

u RudGu+|Ft

]
.

Proof. Using the sum approximation of the left optional integral, the ex-dividend value of defaultable
claim is derived as follows:

E
[∫ T−

t
B−1

u RudHu+|Ft

]
= E

[∫ T−

t
E
[

B−1
u RudHu+|Fu

]
|Ft

]
= E

[∫ T−

t
B−1

u RudFu+|Ft

]
= −E

[∫ T−

t
B−1

u RudGu+|Ft

]
.

Note that B−1
u Ru is Fu measurable.

Finally, we look at the process E
[
B−1(1− H) ◦ AT − B−1(1− H) ◦ At|Ft

]
. Let Ât = B−1 ◦

At; then,

E
[

B−1(1− H) ◦ AT − B−1(1− H) ◦ At|Ft

]
= E

[
(1− H) ◦ ÂT − (1− H) ◦ Ât|Ft

]
= E

[∫ T

t
(1− Hu)dÂu|Ft

]
.

Now, let us apply the product rule to (1− Ht)Ât from [t, T],

(1− HT)ÂT = (1− Ht)Ât +
∫ T

t
Âd(1− H)u +

∫ T

t
(1− H)dÂu +

∫ T

t
4+ Âud(1− H).

Using the above equation, we can write

∫ T

t
(1− H)dÂu = (1− HT)ÂT − (1− Ht)Ât −

∫ T−

t
Âud(1− H)u −

∫ T−

t
4+ Âud(1− H)u+.

Without loss of generality, we are going to assume that AT = 0 because any dividend payment made at
time T is going to be part of the claim Λ paid at maturity time T. Hence, the equation above reduces to
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∫ T

t
(1− H)dÂu = −(1− Ht)Ât −

∫ T−

t
Âud(1− H)u+ −

∫ T−

t
4+ Âud(1− H)u+. (9)

We are going to use this equation to prove the next lemma.

Lemma 8. The value of dividend payout stream is

E
[
B−1(1− H) ◦ AT − B−1(1− H) ◦ At|Ft

]
= −(1− Ht)

(
B−1 ◦ At

)
−E

[∫ T−
t
((

B−1 ◦ Au
)
+4+

(
B−1 ◦ Au

))
dGu+|Ft

]
.

Proof. Using Equation (9), the sum approximation of the left optional integral and the fact that
(1− Ht)

(
B−1 ◦ At

)
is Ft measurable, we get

E
[
B−1(1− H) ◦ AT − B−1(1− H) ◦ At|Ft

]
= E

[∫ T
t (1− H)dÂu|Ft

]
= E

[
−(1− Ht)Ât −

∫ T−
t Âud(1− H)u+|Ft

]
−E

[∫ T−
t 4+ Âud(1− H)u+|Ft

]
= −(1− Ht)Ât

−E
[∫ T−

t
(

Âu +4+ Âu
)

d(1− H)u+|Ft

]
= −(1− Ht)

(
B−1 ◦ At

)
−E

[∫ T−
t
((

B−1 ◦ Au
)
+4+

(
B−1 ◦ Au

))
dGu+|Ft

]
,

where Â = B−1 ◦ A.

Consequently, we arrive at the following theorem for the ex-dividend price process.

Theorem 2. The ex-dividend price process X(·, T) that settles at time T is

B−1
t X(t, T) = λt(1− Ht) + E

[∫ T−

t

(
λu +4+λu

)
dGu+|Ft

]
+$tHt − E

[∫ T−

t

(
$u +4+$u

)
dGu+|Ft

]
−(1− Ht)Ât − E

[∫ T−

t

(
Âu +4+ Âu

)
dGu+|Ft

]
−E

[∫ T−

t
R̂udGu+|Ft

]
=

(
λt − Ât

)
(1− Ht) + $tHt

+E
[∫ T−

t

(
λu − $u − Âu − R̂u +4+

(
λu − $u − Âu

))
dGu+|Ft

]
,

where λt = E
(

B−1
T Λ|Ft

)
, $t = E

(
B−1

T ρ|Ft

)
, Ât = B−1 ◦ At and R̂t = B−1

t Rt.

Proof. Follows from the lemmas above.

In the special case where components of the dividends process are RCLL processes, we get the
following corollary.

Corollary 4. Suppose we are given a defaultable cash-flow A, and R and B are RCLL. Then, the ex-dividend
price process X(·, T) that settles at time T is

X(t, T) = Bt
(
λt − Ât

)
(1− Ht) + Bt$tHt

+BtE
[∫ T−

t

(
λu − $u − Âu − R̂u +4+ (λu − $u)

)
dGu+|Ft

]
.
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Furthermore, if λt = E
(

B−1
T Λ|Ft

)
and $t = E

(
B−1

T ρ|Ft

)
have RCLL modifications, then

4+E
(

B−1
T Λ|Ft

)
= 0 and4+E

(
B−1

T ρ|Ft

)
= 0 for all t and

X(t, T) = Bt
(
λt − Ât

)
(1− Ht) + Bt$tHt

+BtE
[∫ T−

t

(
λu − $u − Âu − R̂u

)
dGu+|Ft

]
.

Proof. Follows from the definition of the ex-dividend price process.

We were able to establish a convenient representation of the value of a defaultable claim in terms
of the probability of default. Now, we provide some examples.

Example 1 (Zero-Coupon Defaultable Bond). The price of a zero-coupon bond with face-value $1 at maturity
date T is BtE

(
B−1

T |Ft

)
at time t. On the other hand, the price of a zero-coupon bond that may experience

default is BtE
(

B−1
T 1(τ≥T)|Ft

)
. Lemma 5 tells us how to compute the price BtE

(
B−1

T 1(τ≥T)|Ft

)
at time t.

Let λT = B−1
T ; thus, λt = E (λT |Ft) and

B−1
t X(t, T) = E (λT (1− HT) |Ft)

= λt (1− Ht) + E
[∫ T−

t

(
λu +4+λu

)
dGu+|Ft

]
= λt1(τ≥t) + E

[∫ T−

t

(
λu +4+λu

)
dGu+|Ft

]
.

Suppose that Bt = ert, where B(t, T) = BtB−1
T = e−r(T−t), with a constant interest rate r and that the survival

process admits a constant intensity γ such that

dGu+ = E (Hu − Hu+|Fu) = −E
(

1(τ=u)|Fu

)
= −δ (u− τ) γe−γudu,

where δ (u− τ) is Dirac delta function at a particular value of default time τ. Then,

X(t, T) = 1(τ≥t)e
−r(T−t) − e−r(T−t)E

[∫ T

t
δ (u− τ) γe−γudu|Ft

]
= e−r(T−t)

[
1(τ≥t) − 1(t≤τ<T)e

−γt
(

1− e−γ(T−t)
)]

.

At t = 0, X(0, T) = e−rT
[
1− 1(0≤τ<T)

(
1− e−γT)] , and, at t = T, X(T, T) = 1(τ≥T). If τ < T, then

X(0, T) = e−(r+γ)T . (10)

Therefore, for a bond of face-value of $1 at maturity date T, default decreases the present value of the bond by a
factor e−γT . Hence, X(t, T) is a reasonable pricing formula. In addition, note that, in this simple case, the price
formula we presented here matches the price formula derived with classical methods in the usual case (see the
following references for comparison Duffie and Singleton (2012, p. 102); Bingham and Kiesel (2013, p. 396);
Martellini et al. (2003, p. 448)).

Example 2 (Credit Default Swap). A credit default swap (CDS) is a contract in which the holder of a
defaultable asset buys an insurance against default. The elements of a CDS are: the maturity time T, the fee rate
function K(t) and the recovery function R(t). The buyer of default protection pays a fee at a rate K up to default
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time τ or to maturity time T and receives the amount R(τ) at default from the seller of the protection. The price
of the CDS at time t is given by the difference in price between the value of the protective leg and premium leg:

CDS(t, T) = Prot(t, T)− Prem(t, T),

where the protection price is

Prot(t, T) = E (R(τ)1t≤τ<T |Ft) = E
(∫ T−

t
RudHu+|Ft

)
= E

(∫ T−

t
RudFu+|Ft

)
,

and the premium price is

Prem(t, T) = E
(

1t≤τ

∫ τ∧T

t
K(u)du|Ft

)
= E

(∫ T

t
(1− Hu)Kudu|Ft

)
.

Suppose K and R are constants and default admits a constant intensity γ such that

dFu+ = E (Hu+ − Hu|Fu) = E
(

1(τ=u)|Fu

)
= δ (u− τ) γe−γudu,

at a particular value of default time τ. Then, the legs prices are

Prot(t, T) = E
(∫ T−

t
RudFu+|Ft

)
= R

∫ T−

t
δ (u− τ) γe−γudu

= 1(t≤τ<T)Re−γt
(

1− e−γ(T−t)
)

,

and

Prem(t, T) = E
(∫ T

t
(1− Hu)Kudu|Ft

)
= KE

(∫ T

t
(1− Fu)du|Ft

)
= KE

(∫ T

t
δ (u− τ) e−γudu|Ft

)
= 1(t≤τ<T)

K
γ

e−γt
(

1− e−γ(T−t)
)

.

Therefore, CDS(t, T) =
(

R− γ−1K
) (

1− e−γ(T−t)
)

e−γt1(t≤τ<T). At t = 0,

CDS(0, T) =
(

R− γ−1K
) (

1− e−γT
)

1(τ<T). (11)

6. Absence of Arbitrage on Unusual Spaces

The no-arbitrage arguments culminated in the fundamental theorem of asset pricing: under the
usual conditions, for a real valued semimartingale X, there exists a probability measure Q equivalent to P
under which X is a σ-martingale if and only if X does not permit a free lunch with vanishing risk. Given
that K = {(φ · X)∞ : φ admissible and (φ · X)∞ = limt→∞(φ · X)t exists a.s.} and C = {g ∈ L∞(P) :
g ≤ f ∀ f ∈ K}, then X is said to satisfy no free lunch with vanishing risk (NFLVR) if C̄∩ L∞

+(P) = {0},
where C̄ is the closure of C in the norm topology of L∞

+(P) Delbaen and Schachermayer (2006). Q is
known as the equivalent local martingale measure (ELMM). However, in some models of financial
markets, ELMM may fail to exist. An alternative was developed, an equivalent local martingale
deflator (ELMD), which is a strictly positive local martingale that transforms the semimartingale X to
a local martingale. It was shown that the existence of a strictly positive local martingale deflator is
equivalent to the no arbitrage condition of the first kind (NA1). An FT measurable random variable ζ
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is called an arbitrage of the first kind if P (ζ ≥ 0) = 1, P (ζ > 0) > 0 and for any initial wealth x > 0
if there exists an admissible φ such that x + φ · XT ≥ ζ Kardaras (2012). NA1 is a weaker condition
than NFLVR. While extending NFLVR and NA1 and the equivalence relations ELMM and ELMD,
respectively, to unusual stochastic basis is possible and is of importance, it is definitely out of scope
here. However, here we will present an argument to show the viability of financial markets and
markets with defaults on unusual probability spaces.

Again, consider a market on unusual probability space
(
Ω,F , F = (Ft)t≥0 , P

)
. Introduce the

filtration F+ = (Ft+)t≥0 and its completion under P, F̃ =
(
FP

t+
)

t≥0. In addition, let Y ∈ O(F) be
a real valued optional semimartingale that is at least of RLL paths and Ỹ = (Yt+)t≥0 is O(F̃). Ỹ is
RCLL semimartingale and the stochastic basis

(
Ω,F , F̃, P

)
satisfies the usual conditions. Suppose Ỹ

satisfied the conditions NFLVR with φ ∈ P(F̃) admissible portfolio and (φ ·Y)∞ exits a.s.; then, there
is ELMM Q ∼ P such that φ · Ỹ is a local martingale, i.e., let F̃s = FP

s+ ∈ F̃; then, φ · Ỹs = EQ[φ · Ỹt|F̃s].
Knowing that φ · Ỹs is a local martingale under

(
F̃, Q

)
where φ ∈ P(F̃) is admissible, then how do

we recover Y? and what is the portfolio φ in (F, Q)? Knowing that Ỹt = Yt+, we are going to employ
optional projection of the space

(
Ω,F , F̃, Q

)
on (Ω,F , F, Q) to answer these questions. We begin by

showing that
φ ◦Ys = EQ[φ · Ỹt|Fs] a.s. Q, (12)

where “·” is the stochastic integral with respect to RCLL semimartingale Ỹ and a predictable integrand
and “◦” is the stochastic integral with respect to RLL optional semimartingales Y with an optional
integrand. Again, we are going to identify EQ with E for brevity.

Theorem 3. Let φ · Ỹt be a Q-local martingale. Then, φ ◦Ys = E[φ · Ỹt|Fs] a.s. Q.

Proof. Let Rk ↑ ∞ be a sequence of stopping times in F̃ where φ · Ỹt∧Rk is a martingale
for all k and E

[
φ · Ỹt∧Rk

]
< ∞. Note that Ỹt = Yt+ and 4+Yt = Yt+ − Yt. Then,

4+Yt = Yt+ − Yt = Ỹt − Yt = Ỹt − Ỹt− = 4Ỹt. In addition, dỸt = dYt +4Ỹt = dYt +4+Yt

and E
[
φ · Ỹt − φ · Ỹs|Fs

]
= E

[
E
[
φ · Ỹt − φ · Ỹs|F̃s

]
|Fs
]
= 0 since F̃s ⊇ Fs for all s. Moreover, if Yu is

evolving in the interval [s, t), then Ỹu is evolving in the interval (s, t]. Hence,

E
[
φ · Ỹt − φ · Ỹs|Fs

]
= E

[
E
[
φ · Ỹt − φ · Ỹs|F̃s

]
|Fs
]

= E
[∫

(0,t]
φu−dỸu −

∫
(0,s]

φu−dỸu|Fs

]
= E

[∫
(0,s]

φu−dỸu +
∫
(s,t]

φu−dỸu −
∫
(0,s]

φu−dỸu|Fs

]
= E

[∫
(s,t]

φu−dỸu|Fs

]
= E

[∫
(s,t]

φu−
(
dYu +4Ỹu

)
|Fs

]
= E

[∫
(s,t]

φu−dYu|Fs

]
+ E

[∫
(s,t]

φu−4Ỹu|Fs

]
= E

[∫
(s,t]

φu−dYu|Fs

]
+ E

[∫
[s,t)

φv4+Yv|Fs

]
= E

[∫
(s,t]

φu−dYu +
∫
[s,t)

φv4+Yv|Fs

]
= E

[∫
(s,t]

φu−dYu +
∫
[s,t)

φvdYv+|Fs

]
= E

[∫
[s,t]

φudYu|Fs

]
= E

[∫
[0,t]

φudYu|Fs

]
+ E

[∫
[0,s]

φudYu|Fs

]
= E [φ ·Yt − φ ◦Ys|Fs] = E [φ ·Yt|Fs]− φ ◦Ys = 0⇒

E [φ ·Yt|Fs] = φ ◦Ys.
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Alternatively, one can use approximation methods of stochastic integrals by sums to arrive to the same
result. Thus, in the limit of a partition Πn of [0, T] where T is some time horizon and for any t ∈ [0, T],

φt ←− φ0 + ∑ φti−1 1]ti−1,ti+1]
(t),

where we have chosen the intervals, ]ti−1, ti+1], for which φti−1 = φti . Then,

φ · Ỹ ←− ∑ φti−1

(
Ỹti+1 − Ỹti−1

)
= ∑ φti−1

(
Ỹti+1 − Ỹti + Ỹti − Ỹti−1

)
= ∑ φti−1

(
Ỹti+1 − Ỹti

)
+ φti−1

(
Ỹti − Ỹti−1

)
using φti = φti−1

= ∑ φti

(
Ỹti+1 − Ỹti

)
+ φti−1

(
Ỹti − Ỹti−1

)
.

Note that the stochastic integral “·” is defined in the usual sense with respect to
(
Ω,F , F̃, Q

)
and is

valid under any refinement of the interval [0, T]. This allows using the intervals [ti−1, ti+1] where,
in the limit, the integral is defined. Consider a partition of [s, t]. Then, the projection of the integral∫ t

s φu−dỸu on Fs is

E
[∫ t

s
φu−dỸu|Fs

]
= E

[
lim ∑ φti−1

(
Ỹti+1 − Ỹti−1

)
|Fs
]

= lim E
[
∑ φti−1

(
Ỹti+1 − Ỹti−1

)
|Fs
]

, by localization and integrability

= lim E
[
∑ φti−1

(
Ỹti+1 − Ỹti

)
+ φti−1

(
Ỹti − Ỹti−1

)
|Fs
]

= lim E
[
∑ φti

(
Ỹti+1 − Ỹti

)
+ φti−1

(
Ỹti − Ỹti−1

)
|Fs
]

, by φti−1 = φti .

By properties of conditional expectations and knowing that for any ti,Fti ⊇ Fs and φt isFt-measurable,
we get

E
[
φ · Ỹt − φ · Ỹs|Fs

]
= E

[∫ t

s
φu−dỸu|Fs

]
= lim E

[
∑ φti

(
Ỹti+1 − Ỹti

)
+ φti−1

(
Ỹti − Ỹti−1

)
|Fs
]

by localization and integrability, pass the limit through the expectation,

= E
[
lim ∑ φti

(
Ỹti+1 − Ỹti

)
+ φti−1

(
Ỹti − Ỹti−1

)
|Fs
]

= E
[
lim ∑ E

[
φti Ỹti+1 |Fti+1

]
− E

[
φti Ỹti |Fti

]
+ E

[
φti−1Ỹti |Fti

]
− E

[
φti−1Ỹti−1 |Fti−1

]
|Fs
]

= E
[
lim ∑ φti E

[
Ỹti+1 |Fti+1

]
− φti E

[
Ỹti |Fti

]
+ φti−1 E

[
Ỹti |Fti

]
− φti−1 E

[
Ỹti−1 |Fti−1

]
|Fs
]

by Ỹu = Yu+ = Yu +4+Yu

= E
[
lim ∑ φti−1

(
Yti −Yti−1

)
+ φti

(
Yti+1 −Yti

)
+ φti−1

(
4+Yti −4

+Yti−1

)
+ φti

(
4+Yti+1 −4

+Yti

)
|Fs
]

= E
[
lim ∑ φti−1

(
Yti −Yti−1

)
+ φti

(
Yti+1 −Yti

)
+ φti−1

(
4+Yti −4

+Yti−1

)
+ φti

(
4+Yti+1 −4

+Yti

)
|Fs
]

= E
[∫ t

s+
φu−dYr

u +
∫ t−

s
φudYg

u+|Fs

]
= E

[∫ t

0+
φu−dYr

u +
∫ t−

0
φudYg

u+ −
∫ s

0+
φu−dYr

u −
∫ s−

0
φudYg

u+|Fs

]
= E

[∫ t

0
φu−dỸu −

∫ s

0+
φu−dYr

u −
∫ s−

0
φudYg

u+|Fs

]
= E

[
φ · Ỹt − φ− ·Yr

s − φ�Yg
s+|Fs

]
= E

[
φ · Ỹt − φ ◦Ys|Fs

]
= E

[
φ · Ỹt|Fs

]
− φ ◦Ys = 0.

Therefore, E
[
φ · Ỹt|Fs

]
= φ ◦ Ys = φ · Yr

s + φ � Yg
s+ for any s ≤ t. Note that, in the limit,

4+Yti −4+Yti−1 = 4+Yti+1 −4+Yti = 0.

Lemma 9. φ ◦Yt is a local optional martingale under Q.
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Proof. By the result of the above theorem, for any u ≤ s ≤ t, E [φ ◦Ys|Fu] = E
[
E
[
φ · Ỹt|Fs

]
|Fu
]
=

E
[
φ · Ỹt|Fu

]
= φ ◦Yu.

By the same method, we have established NFLVR in the unusual conditions, it is possible to see
that if NA1 is satisfied for Ỹ on

(
Ω,F , F̃, Q

)
, then it is satisfied for Y on (Ω,F , F, Q). Therefore, one

can rest assured that if NFLVR or NA1 are satisfied for RCLL semimartingales on
(
Ω,F , F̃, P

)
, then

they must be satisfied for their optional version by optional projection on (Ω,F , F, P). Hence, optional
markets are free of arbitrage. The same is true for optional defaultable markets as they are a special
case of optional markets, where defaultable assets and cash-flows are optional semimartingales.

In practice, it may be of interest to know how to transform a defaultable process, Y, to a local
optional martingale with a strictly positive local optional martingale deflator, Z. Here, we will
demonstrate, with a simple example, a method to derive Z;

Example 3. Consider Y = X + H(X− x) as in Equation (1). However, suppose that X and x are continuous
local martingales and that [H, X] = [H, x] = 0 (see Remark 5). We are going to find a strictly positive local
optional martingale deflator Z for Y. Given that H = M + µ and knowing that the sum of local optional
martingales is a local optional martingale and that the products of Z with continuous local martingales X and
(X − x) are local optional martingales, then it suffices to consider finding Z such that ZH is a local optional
martingale. To do so, we choose Z = E (θ ◦M) > 0 and find the appropriate conditions that θ must satisfy so
that ZH is a local martingale. We do this as follows:

E (θ ◦M) H = HE (θ ◦M) θ ◦M + E (θ ◦M) ◦M + E (θ ◦M) ◦ µ + θE (θ ◦M) ◦ [M, M]⇒
E (θ ◦M) ◦ µ + θE (θ ◦M) ◦ [M, M] = 0⇒

θ = − dµ

d [M, M]
.

With θ = − dµ
d[M,M]

and (1 + θ M M) (1 + θ M+ M) > 0, one can easily see that the process ZY is a local
optional martingale.

Remark 5. Implicit in the definition HY is the fact that X and x are the default-free evolution of the components
of the asset Y over its life and H is the default process. This allows us to suppose that H and (X, x) are
orthogonal. In reality, X and x can’t be observed in isolation of H. In defaultable markets, we observe the process
X + H(X − x). The above calculation of local martingale deflator assumes knowledge of x, X and H, and
that they are related in a particular way. This is done to prove that local optional martingale deflators can be
constructed for defaultable asset Y.
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Appendix A. Optional Calculus

This section is based on the following papers Galchuk (1980, 1985). Let
(
Ω,F , F = (Ft)t≥0 , P

)
,

t ∈ [0, ∞), where Ft ∈ F, Fs ⊆ Ft, s ≤ t, be a complete probability space – F contains all P null sets.
However, the family F is not assumed to be complete, right or left continuous. We introduce O(F) and
P(F) as the optional and predictable σ-algebras on (Ω, [0, ∞)), respectively. O(F) is generated by all
F adapted processes whose trajectories are right continuous and have a limit from the left. P(F) is
generated by all F adapted processes whose trajectories are left continuous and have limits on the right.
A random process X = (Xt), t ∈ [0, ∞) is said to be optional if it is O(F)-measurable. In general, an
optional process has right and left limits but is not necessarily right or left continuous in F. A random
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process, (Xt), t ∈ [0, ∞), is predictable if X ∈ P(F). Furthermore, in general, a predictable process
has right and left limits but may not necessarily be right or left continuous in F. For either optional
or predictable processes, we can define the following processes: X− = (Xt−)t≥0 and X+ = (Xt+)t≥0,
4X = (4Xt)t≥0 such that 4Xt = Xt − Xt− and 4+X = (4+Xt)t≥0 such that 4+Xt = Xt+ − Xt.
In addition, a process is strongly predictable, which is X in Ps(F), if X ∈ P(F) and X+ ∈ O(F).

On an unusual stochastic basis, three canonical types of stopping times exist: predictable stopping
times, S ∈ T (F−), are such that (S ≤ t) is Ft− measurable for all t. Totally inaccessible stopping
times, T ∈ T (F), are such that (T ≤ t) is Ft measurable for all t; however, we note that (T < t) is
not necessarily Ft measurable since Ft is not right continuous. Finally, totally inaccessible stopping
times in the broad sense, U ∈ T (F+), are such that (U ≤ t) is Ft+ measurable and, since Ft+ is right
continuous, (U < t) is also Ft+ measurable for or all t. A process X = (Xt)t≥0 belongs to the space
Jloc if there is a localizing sequence of stopping times in the broad sense, (Rn), n ∈ N, Rn ∈ T (F+),
Rn ↑ ∞ a.s. such that X1[0,Rn ] ∈ J for all n, where J is a space of processes and Jloc is an extension of
J by localization.

A process A = (At)t≥0 is increasing if it is non-negative, its trajectories do not decrease and for
any t, and the random variable At is Ft-measurable. Let V+(F, P) (V+ for short) be the collection of
increasing processes. An increasing process A is integrable if EA∞ < ∞ and locally integrable if there
is a sequence (Rn) ⊂ T (F+), n ∈ N, Rn ↑ ∞ a.s. such that EARn+ < ∞ for all n ∈ N. The collection of
such processes is denoted by A+ (A+

loc, respectively). A process A = (At), t ∈ R+, is a finite variation
process if it has finite variation on every segment [0, t], t ∈ R+ a.s., that is Var(A)t < ∞, for all t ∈ R+

a.s., where Var(A)t = ∑0≤s<t |∆+As|+
∫ t

0+ |dAr
s| and Ar is a right continuous part of A. We shall

denote by V(F, P) (V for short) the set of F adapted finite variation processes. A process A = (At)t≥0

of finite variation belongs to the space A of integrable finite variation processes if E [Var(A)∞] < ∞.
A process A = (At)t≥0 belongs to Aloc if there is a sequence (Rn) ⊂ T (F+), n ∈ N, Rn ↑ ∞, such that
A1[0,Rn ] ∈ A for any n ∈ N, i.e., for any n, E [Var(A)Rn ] < ∞. A finite variation or an increasing
process A can be decomposed to A = Ar + Ag = Ac + Ad + Ag, where Ac is continuous, Ar is a right
continuous, Ad is discrete right continuous, and Ag is discrete left continuous.

A process M = (Mt)t≥0 is an optional martingale (supermartingale, submartingale) if
M ∈ O(F), the random variable MT1T<∞ is integrable for any stopping time T ∈ T (F) and there
exists an integrable random variable µ ∈ F∞ such that MT = E[µ|FT ] (respectively, MT ≥ E[µ|FT ],
MT ≤ E[µ|FT ]) a.s. for any stopping time T ∈ F∞ with (T < ∞). LetM(F, P)M for short denote
the set of optional martingales andMloc the set of optional local martingales. If M is local optional
martingale, then it can be decomposed to M = Mr + Mg, where Mr = Mc + Md, Mc is continuous,
Md is right continuous and Mg is left continuous local optional martingales. Md and Mg are orthogonal
to each other and to any continuous (local) martingale.

An optional semimartingale X = (Xt)t≥0 can be decomposed to an optional local martingale
and an optional finite variation processes; X = X0 + M + A, where M ∈ Mloc and A ∈ V .
A semimartingale X is called special if the above decomposition exists with a strongly predictable
process A ∈ Aloc. Let S(F, P) denote the set of optional semimartingales and S p(F, P) the set
of special optional semimartingales. If X ∈ S p(F, P), then the semimartingale decomposition is
unique. By optional martingale decomposition and decomposition of predictable processes, we can
decompose a semimartingale further to X = X0 + Xr + Xg with Xr = Ar + Mr, Xg = Ag + Mg and
Mr = Mc + Md, where Ar and Ag are finite variation processes that are right and left continuous,
respectively—Mr ∈ Mr

loc right continuous local martingales, Md ∈ Md
loc discrete right continuous

local martingales and Mg ∈ Mg
loc a left continuous local martingales. This decomposition is useful for

defining integration with respect to optional semimartingales. A stochastic integral with respect to
optional semimartingale was defined as

ϕ ◦ Xt =
∫ t

0
ϕsdXs =

∫ t

0+
ϕs−dXr

s +
∫ t−

0
ϕsdXg

s+. (A1)
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The stochastic integral with respect to the finite variation processes or strongly predictable
processes Ar over (0, t] and Ag over [0, t) are interpreted as usual, in the Lebesgue sense. The integral∫ t

0+ ϕs−dMr
s over (0, t] is our usual stochastic integral with respect to RCLL local martingale, whereas∫ t−

0 φsdMg
s+ over [0, t) is Galchouk stochastic integral with respect to left continuous local martingale.

In general, the stochastic integral with respect to optional semimartingale X can be defined as a bilinear
form Yt = ( f , g) ◦ Xt = f · Xr

t + g� Xg
t such that

f · Xr =
∫ t

0+
fs−dXr

s , g� Xg =
∫ t−

0
gsdXg

s+, (A2)

where Y is again an optional semimartingale f− ∈ P(F), and g ∈ O(F). Note that the stochastic
integral over optional semimartingales is defined on a much larger space of integrands, the product
space of predictable and optional processes, P(F)×O(F). The operator “◦” to denote the stochastic
optional integral while the operator “·” to denote the regular stochastic integral with respect to RCLL
semimartingales, and the operator “�” for the Galchouk stochastic integral g� Xg with respect to left
continuous semimartingales. For any semimartingales X and Y, their quadratic variation is defined as
[X, Y] = [Xr, Yr] + [Xg, Yg] where

[Xr, Xr]t = 〈X
c, Xc〉t + ∑

0<s≤t
(4Xs)

2 , [Xg, Xg]t = ∑
0≤s<t

(
4+Xs

)2 .
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