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Abstract: The purpose of the current theoretical review is to argue for the theoretical integration of
cyber-racism perpetration into the broader cyberbullying context—making note of the similarities
between both types of nefarious online behavior that make this integration appropriate and the
differences that make the integration less clear. Cyber-racism and cyberbullying victimization have
been shown to be prevalent in youth and is related to poor psychological outcomes. Understanding
both types of antisocial online behaviors have implications for the understanding and subsequent
reduction of cyber-racism. Our review focuses on a cyber-racism model that proposes the importance
of anonymity perceptions afforded to the online user to cause cyber-racism via several routes that
focus on (a) online disinhibition, (b) deindividuation and group polarization, and (c) stereotypes. We
discuss the tenets of this theory and the overlap with the Barlett Gentile Cyberbullying Model—a
learning-based model that focuses on how anonymity eventually predicts cyberbullying via the
development of positive cyberbullying attitudes. We believe that theoretical integration is necessary;
however, future work needs to test several theoretical underpinnings of these models first. We end
with a discussion of theoretical and intervention implications before discussing limitations and future
work. Overall, we hope this review sparks interesting future research to understand cyber-racism
and broaden the existing research on cyberbullying.
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1. Introduction

The Internet is ubiquitous. According to recent survey data, 97% of US teens use the
Internet daily [1]. In today’s technologically savvy culture, today’s youth—more now than
ever—use the Internet for various reasons and research has shown that the Internet can
assist in identity development, aspirational development, and peer engagement [2]. For
example, research has shown that frequency of Internet communication positively predicted
friendship closeness to predict well-being in a sample of US teens (aged 10–17 years [3]).
The Internet has allowed for near instantaneous access to information and communication
across the world that has myriad positive applications for nearly every sector (e.g., medical,
educational, financial, government). Despite these, and other, positive uses for the Internet,
there are some who use the Internet to cause harm. The purpose of our current theoretical
review is to focus on the similarities and differences in cyber-racism and cyberbullying
perpetrations. The central question that we will address is whether cyberbullying and
cyber-racism are conceptually and theoretically multicollinear or if both behaviors are
different enough to address separately. To answer this question, we will first detail the
paucity of research on cyber-racism—focusing on theory—before detailing the similarities
and differences with the broader cyberbullying literature. The importance of understanding
why and for whom cyber-racism and cyberbullying perpetration occur is paramount for
intervention efforts aimed at reducing antisocial online behavior. Overall, we believe that
this timely review will introduce, or at least highlight, the need for research devoted to the
study of cyber-racism within the broader context of cyberbullying.

Children 2023, 10, 1156. https://doi.org/10.3390/children10071156 https://www.mdpi.com/journal/children

https://doi.org/10.3390/children10071156
https://doi.org/10.3390/children10071156
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/children
https://www.mdpi.com
https://orcid.org/0000-0003-4065-1126
https://doi.org/10.3390/children10071156
https://www.mdpi.com/journal/children
https://www.mdpi.com/article/10.3390/children10071156?type=check_update&version=1


Children 2023, 10, 1156 2 of 17

2. Cyber-Racism Perpetration: Definition, Research, and Theory

Definition. Cyber-racism is defined as “online communication that contains deroga-
tory and harmful thoughts about racial supremacy and separation” [4] (p. 632), such as
making harmful racial comments on social media, sharing information related to racial
supremacy (e.g., White Nationalist information), and targeting others with harmful online
attacks because of their race. Recent survey results show that 21% of Black US youth
(aged 13–17) have personally experienced bullying/harassment online because of their
race/ethnicity [5]. Another survey, which focused on Black US adults, showed that 25%
have been harassed online due to their race/ethnicity [6]. Moreover, research has shown
an increase in cyber-racism during the COVID-19 pandemic aimed at the Asian commu-
nity [7]. In short, cyber-racism has emerged and has been perpetrated against multiple
minority groups.

Research. Victims of cyber-racism experience several deleterious psychological out-
comes, such as anxiety, depression moods, and low self-esteem [8,9]. Online racism has
also been found to be related to psychological distress and increased alcohol use [10]. A
key difference between more traditional forms of racism and cyber-racism that is important
for our analysis is that the online nature of cyber-racism juxtaposed with the permanency
of online communication creates a situation where a single instance of cyber-racism has
the possibility of being shared (e.g., re-tweeting on Twitter), “liked”, forwarded, etc., and
otherwise communicated multiple times. Therefore, from the victim’s point of view, one
cyber-racism post can be compounded, which can be extremely harmful to one’s well-being.
To protect oneself, people may feel the need to prepare themselves to face this type of
racism, which ultimately leads to an anticipation of it happening. This anticipation can
lead to hyper-vigilance in their life off the internet, which can be stressful and socially
isolating [11,12].

Theory. Due to the detrimental effects victims of cyber-racism experience, it is vital
that researchers focus on the mediating variables and processes that explain cyber-racism
perpetration, and the variables that moderate those effects. Focusing on cyber-racism
perpetration, and not victimization, allows for a better understanding for why—and for
whom—cyber-racism perpetration is likely, which should assist in the development of inter-
ventions aimed at reducing cyber-racism. We believe (and hope) that, if such interventions
are efficacious, reducing the likelihood of cyber-racism perpetration should reduce the
number of cyber-racism victims—and their documented subsequent negative psychological
outcomes. Currently, we are unaware of any published cyber-racism intervention. How-
ever, before scholars and intervention specialists delve into the creation of cyber-racism
reduction curricula, validated theory derived from replicated empirical studies needs to
be posited, tested, and evaluated. Fortunately, researchers have started to delve into the
theoretical underpinnings of cyber-racism; however, a paucity of research has validated
and tested them.

To our knowledge, there is only one proposed theory that focuses on cyber-racism
perpetration: the Keum and Miller [13] model. This model consists of three routes to predict
cyber-racism, which all differ in the proposed mediators. We do not believe that all three
routes are mutually exclusive to each other—someone could engage in cyber-racism via
one, two, or all three routes. All three routes start with anonymity perceptions, which is
defined as the perceived increase in anonymity one has in an online environment [14,15].
Indeed, Lapidot-Lefler and Barak [16] described online anonymity as the condition of being
unknown online including gender, age, location, and other personal details that could
reveal one’s identity. Due to the perceived anonymity afforded to the online user, people
who would not normally express racist ideas in an offline setting may be more likely to
expound their prejudice ideals online if they believe their comments cannot be traced back
to them [14]. In support of such claims, Keum [17] found that online users believe that
(a) the Internet is an anonymous platform that allows people the confidence to express
racism, and (b) online racism is a common occurrence and may be inevitable due to the
greater accessibility of the Internet.
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Route 1. The first route in the Keum and Miller [14] model suggests that online
anonymity predicts cyber-racism through online disinhibition. In other words, online
disinhibition mediates the relationship between anonymity and cyber-racism. The Online
Disinhibition Effect [18,19] posits that people online may engage in various behaviors that
they normally would not in the offline world. According to Suler [18], various facets of
online disinhibition exist, which suggests multiple orthogonal processes that describe how
behavior may differ in the online vs. offline world. These facets include (1) dissociative
anonymity, defined as the perception that one’s identity can be hidden or changed when
online, (2) invisibility, defined as social interactions occurring when people cannot physi-
cally see one another, (3) asynchronicity, defined as the gap in time between when harm is
perpetrated to when the victim receives the harm, (4) solipsistic introjection, defined as the
perceived image or voice of other people online which merges the real world with one’s
online perceptions, (5) dissociative imagination, defined as the ability to psychologically
escape or dissociate from online behaviors leading to the belief that the online world is
imaginary and holds no connection to real life, and (6) minimization of status and authority,
defined as the perceived absence or diminished views of real-life authority. Research
has shown a significant positive correlation between anonymity perceptions and online
disinhibition [20].

Udris [21] suggested that online disinhibition can be segmented into two subcategories:
toxic and benign. Toxic online disinhibition consists of actions such as rude language, anger,
hatred that people are more likely to exhibit online than in offline situations. Benign online
disinhibition, on the other hand, describes acts of kindness and generosity [21]. The Keum
and Miller [14] model focuses on toxic online disinhibition in its theorizing. Indeed, the
model suggests that toxic online disinhibition mediates the direct relationship between
anonymity perceptions and incidence of cyber-racism—the reason why anonymity percep-
tions are likely to predict cyber-racism is due to an increase in toxic online disinhibition.

We are unaware of any published literature examining the first route of the Keum
and Miller [14] model; however, corollary evidence highlights the importance of online
disinhibition and cyber-racism. For example, research focused on predicting online hate
perpetration (actions directed at specific groups meant to harass, exclude, or promote
violence towards [22]) found that toxic online disinhibition interacted with the perpetration
of online hate such that when toxic online disinhibition was higher, online hate perpetration
was higher as well. Moreover, Wachs and Wright [23] found that when higher online
disinhibition was reported, victims of online hate themselves also reported higher levels
of online hate perpetration. Less online hate perpetration was reported when online
disinhibition was lower in the same study. Finally, findings from Wachs and Wright [23]
showed a greater relationship between online hate victimization and perpetration when
the individual was male, but not female. Another study found that when cyberbullying
perpetration was reported, it was more likely that cyber-hate perpetration was also reported
when there were higher levels of toxic online disinhibition [24].

Route 2. Keum and Miller [14] suggest that online anonymity can also affect deindi-
vidualization and theorize that this could lead to a higher likelihood of insensitivity, bias,
and aggression towards racial differences. Deindividualization refers to the process in
which a person loses their sense of self and their sense of individuality in social settings [25].
Keum and Miller [14] posit that deindividualization can lead to two additional paths:
stereotyping and in-group bias. Both paths stem from the theory that individuals rely on
their group (race/ethnicity) norms when interacting with others [26]. For instance, among
White adults, 81% reported that all or most of their close friends were also white, and
among Black adults, 70% reported that all or most of their close friends were black [27].
Therefore, people identify more with their group norms [28], and to demonstrate their
group membership, individuals may be more likely to judge people outside of their group
based on stereotypes [29,30].

Keum and Miller [14] theorized that greater group norm identification and stereotyp-
ing likely leads to the expression of cyber-racism. Research has shown that when our online
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interactions are anonymous and we cannot individuate who we are communicating with,
we rely on our social stereotypes to interpret perceptions and behavior [31]. Another study
found that when people were in a depersonalized condition, thus unidentifiable, their
individual differences were less important, and they relied more on group membership
and similarities [30]. Stereotyping is a strong predictor of prejudice attitudes [32,33], which
can ultimately lead to someone expressing those thoughts online.

Route 3. The Keum and Miller [14] theory further posits that people have stronger
identification within their group when relying on group norms—leading to in-group
biases. In-group bias and out-group aversion can be predicted through stronger in-group
identification [34]). On the other hand, when people can identify who they are interacting
with and see them as a separate entity from a whole group, derogation, prejudice, and
stereotyping are reduced [31]. Social dominance orientation [35] is one explanation for
in-group bias and the aversion to outgroup members. Social dominance orientation is a
personality trait that emphasizes that a social hierarchy is preferable in social settings, and
thus, it is expected that higher status groups would dominate lower status groups [36].
Keum and Miller [14] also offers an explanation on why individuals with similar beliefs
become a unified entity in online communities. Using results from Lee [37], which found
that deindividuated people showed higher group identification and opinion polarization
leading to higher in-group bias, Keum and Miller [14] noted that in-group bias could lead
to group polarization. This polarization is when a group of like-minded people come
together to share their ideas which in turn validates their opinions. This group solidarity
can strengthen one’s opinions, in this case, those who share prejudicial attitudes and
beliefs, and results in stronger confidence to share these ideas online versus offline. Group
polarization has been found to be more likely in online situations than in face-to-face
situations [38,39]. Tsuji and Kitamura [40] argued that online users who share similar
attitudes and ideas communicate with each other and create closed networks where they
only encounter ideas that affirm their beliefs. Once this group polarization occurs, we are
not likely to change our minds about our opinions or attitudes towards certain ideas. Yardi
and Boyd [41] found that in a group of Twitter responses to a polarizing event (i.e., the
death of a doctor who performed abortions), when people of like-minded opinions replied
to one another, their group identity was strengthened. In contrast, when opposite-minded
individuals replied to one another, their in-group affiliation was strengthened as well as
thoughts of out-group members. This study found that even when people are exposed to
more viewpoints, meaningful discussion is limited [41].

3. Cyberbullying Perpetration: Definition, Research, and Theory

Definition and Research. Cyberbullying perpetration is defined as harming another
individual, or group of individuals, repeatedly when the victims are motivated to avoid
that harm using online or electronic means [42,43], and may include spreading false online
rumors, online verbal attacks, and unwanted online sexual contact and sharing. Recent
survey statistics show that 46% of US youth have been victimized online [5]. Extensive
research has shown the deleterious psychological effects of both cyberbullying perpetration
and victimization, including depression, anxiety, and low self-esteem [44].

Theory. We contend that theory is necessary to guide research aimed at understanding
and, hopefully, reducing cyberbullying perpetration. Barlett [45] outlined the strengths and
limitations of several social psychological, sociological, and communication theories that
have been applied to predict cyberbullying—with great success. Indeed, research has shown
that the tenets of the Theory of Planned Behavior [46,47], General Aggression Model [44,48],
Uses-and-Gratifications Model [49,50], Social-Ecological Theory [51,52], Routine Activities
Theory [53,54], and General Strain Theory [55,56] have all offered different lenses by which
cyberbullying can be understood. Each theory offers a unique perspective on the predictors
and processes involved in cyberbullying.

Each individual theory provides a different perspective by which to better understand
cyberbullying perpetration, and each has their unique strengths and limitations. While it is
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not our position here to evaluate each theory, interested readers are directed to Barlett [45]
for a comprehensive review. However, one important criticism of these theories is the
inability to differentiate cyber from traditional bullying. Inspection of the tenets of any of
these theories will reveal that the same variables and processes can be used to explain both
types of bullying perpetration. For example, the Theory of Planned Behavior has been used
to predict cyberbullying [47], traditional bullying [57], and aggressive behavior [58], and
Social-Ecological Theory has been used to predict cyber [59] and traditional bullying [60].
While we contend that this does not diminish the contribution made to understanding
cyberbullying, the ability for any theory to uniquely—or incrementally—predict cyberbul-
lying beyond traditional bullying has important intervention implications. If theory can
uncover the processes that uniquely predict cyberbullying, then bullying interventions can
be adapted to cater specifically to both types of bullying simultaneously.

Research has suggested that cyber and traditional bullying are correlated [44], but
differ in several important ways that make the transition from traditional to cyberbullying
unclear. Scholars have contended that these two types of behaviors are different in several
meaningful ways [61]. First, the online world necessitates that the interactions between the
bully(ies) and victim(s) online are non-physical, and research has shown significant posi-
tive correlations between cyberbullying and verbal and relational types of aggression [62].
Second, users of the Internet may have increased perceptions of anonymity [18], which may
lead to online disinhibition (defined and describe previously). Research has shown that
online disinhibition predicts cyberbullying perpetration [21]. Third, because cyberbullying
necessitates non-physical contact between the bully and victim, researchers have argued
that one’s physical stature (e.g., muscularity and height) is no longer relevant to cyber-
bullying [63]; however, other forms of “power”, such as popularity [64], remain common
across both types of bullying. Finally, the term “repeated” germane to the definition of
traditional bullying likely manifests itself differently in online contexts. Indeed, one act of
cyber-aggression perpetrated by one individual towards another online has the propensity
to be shared, liked, and/or forwarded to others—thus, one act of cyber-harm may be
repeated multiple times by others. Research has shown that cyberbullying perpetration cor-
relates with the repeatability of online communications [65]. These, and perhaps additional,
distinctions between cyber and traditional bullying perpetration are likely to have implica-
tions for interventions aimed at reducing cyberbullying. Again, we want to emphasize that
the high meta-analytic correlation between both forms of bullying perpetration creates a
likely intervention scenario in which traditional bullying intervention curricula can reduce
both cyber and traditional bullying alike. For instance, ViSC is a traditional anti-bullying
intervention that has been shown to reduce cyberbullying perpetration despite the lack
of lessons unique to the online world [66]. However, interventions that emphasize the
differences between cyber and traditional bullying are also successful. Barlett et al. [67]
validated the You’re Not Anonymous (YNA) intervention to emphasize to participants
that they are not anonymous online—any online communication (emails, text messages,
messages sent via social media applications, social media posts, etc.) can be traced back to
an individual device and/or user. Results showed that YNA participants had a decrease in
anonymity perceptions and online disinhibition after the lessons were concluded, which
predicted cyberbullying perpetration two months later.

We are aware of only one validated theory that can incrementally predict cyberbul-
lying perpetration beyond traditional bullying by focusing on the previously elucidated
differences between cyber and traditional bullying—the Barlett and Gentile Cyberbullying
Model (BGCM [68]). The BGCM is a social-cognitive learning-based theory derived to
uniquely predict cyberbullying perpetration. Inspired by the General Aggression [48] and
General Learning [69] models, the BGCM posits that when an individual uses technol-
ogy to harm someone for the first time, then they begin to believe in the irrelevance of
muscularity for online bullying (BIMOB) and perceive themselves as anonymous—two
knowledge structures that differentiate cyber from traditional bullying [61]. Continued
cyber-aggressive behaviors further develop, and eventually automatize, these knowledge
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structures if these initial behaviors are positively reinforced. Consistent with Social Learn-
ing and Social Cognitive Theories [70], positive reinforcement strengthens the likelihood
of behavior—including antisocial behaviors [71]. Research has shown that positive rein-
forcement for engaging in cyber-aggressive actions positively correlates with cyberbullying
perpetration in a sample of US emerging adults [68], and punishment for similar behaviors
negatively correlates with cyberbullying [72].

Each positively reinforced initial cyber-aggressive action serves as a learning trial in
BGCM to automatize BIMOB and anonymity perceptions to eventually lead to the devel-
opment of positive cyberbullying attitudes—the positive evaluation that cyberbullying is
acceptable [73]. These positive attitudes are the immediate predictor of cyberbullying per-
petration. Therefore, cyberbullying attitudes is the theoretical mediator in the relationship
between (a) anonymity perceptions and cyberbullying perpetration and (b) BIMOB and
cyberbullying perpetration. Support for the BGCM has been found in adult and youth pop-
ulations [74]. Moreover, the tenets of BGCM have been found using correlational [68] and
longitudinal [75] designs. Moreover, the BGCM has been shown to be valid cross-culturally.
Using a cross-sectional research design, Barlett et al. [76] sampled participants from three
independent countries (US, Germany, Australia) and four interdependent countries (Japan,
China, Singapore, and Brazil), and found that the tenets of the BGCM were supported, but,
more importantly, did not differ cross-culturally.

Finally, the BGCM incorporates a feedback loop, such that cyberbullying perpetration
derived from the described BGCM processes further continues to reinforce the learned
anonymity perceptions and BIMOB (see Figure 1). In a four-wave longitudinal study with
US emerging adults, researchers found that Wave 1 anonymity and BIMOB predicted
Wave 2 cyberbullying attitudes to predict Wave 3 cyberbullying perpetration—consistent
with BGCM theorizing—and, moreover, Wave 3 cyberbullying perpetration positively
predicted Wave 4 anonymity and BIMOB, showing the feedback loop [75]. Moreover, other
longitudinal research showed that early cyberbullying attitudes and perpetrating behaviors
predicted later cyberbullying attitudes and behaviors in a sample of Singaporean youth [77]
and US youth [78].

The learning tenets of BGCM that focus on the feedback loop have implications for
cyberbullying interventions. First, the ease and speed that cyberbullying knowledge struc-
tures (anonymity perceptions, BIMOB, and cyberbullying attitudes) may develop may
present a challenge for cyberbullying prevention. Indeed, Gentile and Gentile [69] noted
that the process of learning often takes time and experiences to shift from inexperienced
to mastery. In the context of BGCM, this suggests that the act of engaging in a single
cyber-aggressive action does not require much expertise or mastery of cyberbullying me-
chanics (how to do it), the intrinsic consequences (what the perpetrator learns or how
the perpetrator feels after a cyber-aggressive incident), and the outcomes of the victim
(the harm and ensuing psychological consequences the victim experiences). Continued
cyber-aggression actions further reinforce these, and other consequences and outcomes
that become learned and automatized to create a “cyberbully”. Second, the emphasis on
reinforcement vs. punishment has implications for BGCM. Once an individual is reinforced
for their cyber-aggressive behaviors, then the feedback loop is likely to continue, which
further reinforces and automatizes cyberbullying knowledge structures to increase the like-
lihood of cyberbullying perpetration. Punishing initial cyber-aggressive behaviors, on the
other hand, is likely to slow (or stop) the feedback loop to prevent cyberbullying learning.
Thus, the role of parents, peers (bystanders), and school officials in successfully punishing
or, at the very least, not positively reinforcing cyber-aggressive behaviors, is important.
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4. Cyber-Racism and Cyberbullying: Theoretical Overlap and Differentiations

The central question posed at the beginning of our review addresses the degree of
overlap between cyber-racism and cyberbullying perpetration. We will elaborate on two
opposing arguments that differ in cyber-racism’s uniqueness.

Similarity Viewpoint. The first viewpoint posits that cyber-racism is cyberbullying
that necessitates the harmful online content be focused on race/ethnicity. Implied in this
viewpoint are at least two positions. First, the theoretical underpinnings of the BGCM—
or any other theory focused on uniquely predicting cyberbullying—will be the same for
cyber-racism. There is ample empirical and theoretical evidence to support this position.
Indeed, examination of the Keum and Miller [14] cyber-racism model and the BGCM [68]
will clearly show a focus on anonymity and online disinhibition in the prediction of cyber-
racism and cyberbullying, respectfully, and that anonymity is located at the beginning of
both models. These two theories both argue that anonymity perceptions do not directly
predict their respective behavior, and both models rely on Suler’s [18] Online Disinhibition
Effect to elucidate the reasoning behind the importance of anonymity for nefarious actions
while online. Anonymity perceptions clearly represent an important exogenous variable.
Second, if cyber-racism is an extension of cyberbullying, then one would expect cyber-
racism frequency to be lower than cyberbullying. Indeed, if cyberbullying is broader, then
there should be a smaller amount of harmful online content that focuses on race/ethnicity
than more general harmful behaviors. Data support this claim—Vogels [5] showed that
21% of US youth have been victimized by cyber-racism and 46% of US teens are victims of
cyberbullying. We do warrant caution in this comparison, because there are likely more
White teens in these samples than any other race/ethnicity; however, given the lack of
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research addressing this question, these prevalence rates are the only method that exists
currently to address this point.

Another key focus of similarity is the role of online disinhibition. Keum and Miller [14]
noted that online disinhibition is a mediator in the relationship between anonymity and
cyber-racism. The BGCM does not explicate the role of online disinhibition in cyberbullying
prediction; however, it has been argued that online disinhibition is an important predictor
of cyberbullying. Indeed, in a sample of US youth, researchers showed that toxic online dis-
inhibition positively correlates with cyberbullying [79]—a finding that has been replicated
across myriad other studies [22]; however, toxic online disinhibition was not a significant
mediator in the relationship between anonymity perceptions and cyberbullying behavior.

Finally, the literature has shown personality correlates that influence cyberbullying
perpetration, and should matter for cyber-racism; however, the extension of these per-
sonality variables to cyber-racism should be considered speculative until future empirical
research can (dis)confirm these effects. We will discuss these in turn.

Big 5. The Big 5 represent stable personality traits [80] and consist of agreeableness
(dependable, self-disciplined), openness (creative, nuanced), conscientiousness (organized,
dependable), neuroticism (emotional unstable, critical), and extraversion (enthusiastic,
social [81]). Several studies have examined the correlations between the Big 5 and cyber-
bullying; however, the findings vary greatly, likely due to characteristics of the sample (age
of the participant, country the population was sampled), measurement differences between
the studies, and other possible artifacts. Zhou et al. [82] showed that only agreeableness
negatively correlated with cyberbullying, whereas Alonso and Romero [83] found that open-
ness, conscientiousness, and agreeableness predicted cyberbullying, and Adamopoulou
and Koukia [84] found that agreeableness and conscientiousness negatively correlated with
cyberbullying perpetration. Currently, there is no published research that we are aware of
that correlates the Big 5 with cyber-racism; however, there is vast research focused on the
correlations between prejudice and the Big 5. Indeed, meta-analytic evidence suggests that
extraversion (r = −0.07), agreeableness (r = −0.22), and openness (r = −0.30) negatively
correlate with prejudice [85]. Because cyber-racism by definition, includes a prejudice
aspect, we could theorize that these Big 5 variables should also correlate with cyber-racism.

Dark Triad (Tetrad). The Dark Triad is a set of stable personality traits that represent
one’s characterization of negative self-relevant attitudes, beliefs, and behaviors [86] and
consists of narcissism (grandiose unstable sense of self), psychoticism (high callousness
and high empathy), and Machiavellianism (manipulative and selfish [87]). Several research
studies have shown that the Dark Triad correlates with cyberbullying perpetration [88–91].
Subsequent findings show that the Dark Triad is a better predictor of cyberbullying than
the Big 5 [92]. As with the lack of research correlating the Big 5 to cyber-racism, there is
no published research correlating the Dark Triad (or any individual constructs within the
Dark Triad) to cyber-racism. However, results from the primary literature show that the
Dark Triad positively correlates with prejudice [93–95]. Therefore, consistent with the Big 5,
it is likely that the Dark Triad would predict cyber-racism; however, that is speculative.

Other Personality Correlates. Other personality variables have also been shown to
correlate with cyberbullying perpetration and traditional forms of prejudice. For instance,
research has shown that (a) moral disengagement correlates with cyberbullying [96] and
prejudice [97], (b) empathy correlates with cyberbullying [98] and prejudice [99], and (c) sex
differences have been observed for cyberbullying [100] and prejudice [101]. While this is
not an exhaustive list of variables that correlate with both cyberbullying and prejudice, the
point is that there are myriad variables that overlap with both forms of behavior that may
(or may not) have implications for understanding and predicting cyber-racism.

Differentiation Viewpoint: We do not believe that anyone can argue the similarity
viewpoint—especially the claim that cyber-racism is cyberbullying specific to harm target-
ing race/ethnicity. However, the differentiation viewpoint focuses more on the theoretical
predictors of cyber-racism vs. cyberbullying perpetrations. There is ample theoretical
reasoning and empirical data to suggest that predicting cyber-racism likely differs from
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cyberbullying despite the strong overlap between both types of harmful online behavior.
First, the Keum and Miller [14] model offers two additional routes linking anonymity
perceptions to cyber-racism that is absent from BGCM theorizing. These routes focus on
the literature and theorizing from the intrapersonal bias and prejudice literatures. Having
additional routes increases the psychological mechanisms that may explain cyber-racism
that is largely absent from cyberbullying perpetration.

Second, there are personality variables that likely correlate with cyber-racism, but not
cyberbullying perpetration more generally. Because cyber-racism blends the cyberbullying
literature with the prejudice literature, it is likely that various moderating and mediating
variables that are germane to cyber-racism processes are largely irrelevant to more general
cyberbullying perpetration.

Right-Wing Authoritarianism. Right-wing authoritarianism (RWA) is a personality
trait that consists of authoritarian submission (complete and unfettered domination to
authority figures), conventionalism (undeterred adherence to conservative viewpoints),
and authoritarian aggression (anger, hostility, and aggression aimed at those who violate
traditional norms [102]). Findings across multiple empirical studies suggest that RWA is
correlated with prejudice. For instance, Asbrock et al. [103] used a two-wave longitudi-
nal design and showed that Wave 1 RWA predicted Wave 2 prejudice towards dangers
groups and dissident groups. Moreover, participants who score high on RWA also score
high on realistic and symbolic threat from outgroups [104], dangerous world beliefs [105],
biased evaluations of mass media news reports [106], and high levels of patriotism and
nationalism [107]. These results suggest that RWA is positively correlated with prejudice
and the cognitive and motivational processes germane to prejudice and racism. Indeed,
researchers asked adult participants to complete measures of the Big 5, RWA, SDO, and prej-
udice, and results from structural equation modeling analysis showed that RWA mediated
the relationship between (a) conscientiousness and prejudice, (b) extraversion and preju-
dice, and (c) openness and prejudice; moreover, SDO mediated the relationship between
agreeableness and prejudice [108]. Although we are unaware of any research focused on
predicting cyber-racism from RWA, the aforementioned findings suggest that RWA should
predict racism and cyber-racism; however, this is speculative and empirical investigation is
desperately needed.

Social Dominance Orientation. Social dominance orientation (SDO) is a personality vari-
able defined as one’s preference for inequality amongst groups [36]. Research has shown
that individuals who score high on SDO also score high on (a) RWA [109], (b) nationalism
and conservatism [110], in-group identification [35], and lack of empathy [111]. In addition,
SDO is correlated with various prejudice outcomes [112]. Akin to the previous description
of RWA, we are unaware of any study that correlates SDO with cyber-racism; however, we
predict that SDO will be related to cyber-racism. Again, this is speculative and future work
should examine this hypothesis.

Duckitt and Sibley [113] proposed a causal dual-process motivational model with two
routes by which personality and the social context eventually lead to prejudice. In the
first route, personality (e.g., low openness to experience) and a perceived threatening social
situation leads to a dangerous worldview—the position that the world is a dangerous place—
that predicts RWA. Finally, RWA predicts the perception that certain social interactions
are threatening to predict increased prejudice. In the second route, personality (e.g., low
agreeableness) and a competitive social situation leads to a worldview focused on resource
competition that predicts SDO. Finally, SDO predicts the perception that competition and
dominance is necessary to predict increased prejudice. Therefore, RWA and SDO are both
mediators that are important process variables to eventually predict prejudice; however,
RWA emphasizes the role of dangerous threats of an outgroup, whereas SDO focuses
on perceived competition and dominance over an outgroup. Regardless of the specific
route, SDO and RWA are important for prejudice. While we can only speculate on the
direct or mediating roles of SDO and RWA on cyber-racism, the Duckitt and Sibley [113]
theorizing is likely to translate to the online world. For instance, perhaps if an individual
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feels threatened, Keum and Miller [14] would argue that the anonymity afforded to the
online user would provide an environment suitable to expound prejudicial beliefs and
attitudes without fear of retaliation from authorities or the victim, which may be likely in
real-world social interactions. Again, this is speculative, and future work should focus on
these processes.

Other Personality Variables. RWA and SDO are two primary individual difference
variables that have been shown to reliability predict prejudice and racism. As a result, we
focused on those two variables; however, other personality variables unique to racism, but
not bullying or aggression more broadly, may also highlight important differences between
cyber-racism and cyberbullying perpetrations. Some include implicit biases [114], modern
racism [115], and ambivalence [116]. These, and possibly other personality variables, may
correlate with cyber-racism and/or moderate the relationship between other variables and
cyber-racism. We do not view this list as comprehensive; however, these listed variables
are only but a sample of other variables that are likely more relevant to cyber-racism than
cyberbullying. Future work is desperately needed to test these speculative claims.

Theoretical Compromise. Thus far, we have presented evidence for both the theoreti-
cal fusion of cyberbullying and cyber-racism—which makes the most intuitive sense—and
the differences that make integrating cyberbullying and cyber-racism less clear. We want
to argue that perhaps a theoretical compromise would best describe the inter-relations
between both types of antisocial behaviors: one that acknowledges the similarities between
cyberbullying and cyber-racism while acknowledging and accounting for the differences.
Given the paucity of research focused on cyber-racism perpetration, we cannot offer a new
theoretical model that integrates the BGCM and the Keum and Miller [14] model together.
However, there are some important considerations and comments that would be germane
to such a model. We hope that these suggestions can provide insight and guide future
research into examining cyber-racism prediction.

First, we must acknowledge that cyber-racism is cyberbullying specific to race/ethnicity.
Therefore, all the predictors of cyberbullying should be pertinent to predict cyber-racism,
such as anonymity, cyberbullying attitudes, BIMOB, and others—extensions of the BGCM
to cyber-racism. The Keum and Miller [14] model already incorporates anonymity percep-
tions, providing the start of our theoretical compromise. Currently, there is no published
research that correlates other aspects of BGCM to cyber-racism, such as BIMOB and cy-
berbullying attitudes, which should theoretically correlate. Finally, personality variables,
such as the Big 5 and Dark Triad, may also correlate with cyber-racism to offer additional
theoretical overlap with cyberbullying perpetration.

Second, we must also acknowledge that despite the theoretical overlap between cyber-
bullying and cyber-racism, there are key differences that make cyber-racism conceptually
and theoretically different than cyberbullying perpetration. Indeed, there are variables and
processes that are specific to the prejudice literature that should not correlate with more
generalized bullying or cyberbullying that the study of cyber-racism can draw upon. Keum
and Miller [14] already incorporate several routes that predict cyber-racism that emphasize
stereotyping, in-group biases, deindividuation, and other processes. However, we also
suggest that important personality variables, such as SDO and RWA, can explain additional
variance in cyber-racism prediction; however, the Keum and Miller [14] model does not
account for these variables.

Overall, we believe that a theoretical integration between Keum and Miller [14] and the
BGCM is the best approach to predict cyber-racism; however, no research has been carried
out to support these speculative claims. However, such integration seems intuitive. The
shared theoretical overlap between both forms of nefarious online behaviors is clear when
looking at each definition. Moreover, both theories already emphasize the role of anonymity,
which creates a theoretical bridge connecting cyber-racism and cyberbullying perpetrations.
From a theoretical point of view, the divergence in process between Keum and Miller [14]
and the BGCM is interesting that requires an abundance of future research to understand.
For example, how does BIMOB fit with the tenets of Keum and Miller [14]? We speculate
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that BIMOB will correlate with cyber-racism. Does route 2 of Keum and Miller [14]—
the one focusing on deindividuation and in-group biases and polarization—matter for
cyberbullying? We speculate that these processes will not predict cyberbullying unless the
online harm is perpetrated onto an outgroup member. In short, the unique aspects of each
theory that require separation juxtaposed with the shared processes between both theories
needs empirical attention.

5. General Discussion

The purpose of the current theoretical review is to better understand the predictors
and processes that predict cyber-racism perpetration. The majority of research thus far has
focused on cyber-racism victimization, which has been shown to correlate with anxiety,
depression, and low self-esteem [8,9]. However, the psychological processes that govern the
decision to perpetrate racist communications online has primarily been theorized without
much empirical data to support their postulates. Therefore, our goal was to enhance the
understanding of cyber-racism perpetration, which has important implications for research,
intervention and prevention efforts, and society who needs to better understand the various
nefarious online behaviors youth may engage in.

From a theoretical perspective, we acknowledge that the processes derived from Keum
and Miller [14] are (a) novel, (b) offer multiple routes to predict cyber-racism, and (c) offer a
unique perspective that accounts for the likely high-statistical and conceptual relationship
between traditional and cyber-racism juxtaposed with highlighted features that make
online communication different than face-to-face communication. Indeed, the Keum and
Miller [14] theory begins with the explication of the importance of anonymity afforded to
the online user. We do want to explicate that traditional harm can be perpetrated against
another in an anonymous manner—spreading rumors, verbal assaults, and even physical
attacks can be carried out in anonymous forms; however, we contend that the online world
provides the user with the perception of anonymity, and those perceptions are germane
to harmful cyber-behaviors [45]. Vandebosch and Van Cleemput [61], and others have
noted that anonymity perceptions are one key difference between cyber and traditional
bullying perpetration, and research has shown that anonymity is significantly positively
related to cyberbullying [14,15,117]. Barlett [45] was critical of theory that when applied to
the online environment does not differentiate cyber from traditional harm, and one key
strength of Keum and Miller [14] is that their theory begins with the explication of one
of the key differences between online and real-world psychological processes. Moreover,
Keum and Miller [14] proceed through their model by noting that online disinhibition
predicts cyber-racism directly (route 1), which again satisfies the critique of Barlett [45].
Suler [18,19] noted how online communication provides a method by which individuals
are more likely to engage in harmful behaviors (albeit online) than they would during
face-to-face communication—as per the Online Disinhibition Effect (see also Udris [21]).

Finally, the Keum and Miller [14] model offers two additional routes that predict
why anonymity eventually leads to cyber-racism. These other two routes are largely
shared between the cyber and real world, as they focus on several variables, such as
deindividuation perceptions, biases, in-group biases, stereotypes, and others. We are
unaware of any research that has correlated cyber with more traditional methods of
racism/prejudice/discrimination; however, we expect these two forms of racism to corre-
late highly. Therefore, the integration of computer-mediated communication variables (i.e.,
anonymity perceptions) combined with more traditional racism predictors and processes is
welcomed, and, we argue, another key strength of the Keum and Miller [14] study.

While the Keum and Miller [14] model makes several interesting theoretical claims
about cyber-racism prediction, we want to remind readers that we are unaware of any
published empirical study testing the claims of this model. Despite this limitation and
the desperate need for research to delve into the tenets of this model, we believe that an
important first question that needs to be answered focuses on how cyber-racism is theoreti-
cally positioned within the broader cyberbullying perpetration literature and theorizing.
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Again, our conclusions are based on our theoretical understanding of both cyber-racism
and cyberbullying perpetrations and should be considered speculative until research can
(dis)confirm these claims. Relatedly, future work could also help elucidate the veridical
nature of alternative perspectives. For instance, scholars could argue that the differentiation
of cyber-racism and more traditional conceptualizations of racism is trivial, and, therefore,
theory that explains the latter is sufficient. We hope that this paper argues against this
perspective. Until published empirical findings that highlight the importance of account-
ing for the overlap between cyber and traditional racism while also acknowledging the
key theoretical differences (i.e., online disinhibition, online anonymity) is conducted, this
perspective is viable. We believe that the Keum and Miller [14] theory does accomplish
this goal.

Our overall conclusion is that theoretical integration between the cyberbullying lit-
erature and the prejudice literature is necessary to increase the probability of predicting
cyber-racism. Such integration is consistent with Keum and Miller [14]. Moreover, such
integration will highlight the important similarities and differences that exist between
cyber-racism and (a) cyberbullying and (b) traditional racism. We believe that cyber-racism
is a special case of cyberbullying that focuses on racist communications. Therefore, the pro-
cesses explicated by cyberbullying perpetration theory—derived from the BGCM—should
also apply to cyber-racism. The shared importance of anonymity between BGCM and
Keum and Miller [14] is a key example of such application. Moreover, myriad variables
that have been shown to correlate with both prejudice and cyberbullying (e.g., Big 5, Dark
Triad) should also correlate with cyber-racism—again suggesting shared components.

However, even with the degree of overlap hypothesized between cyberbullying and
cyber-racism, there are key differences that likely make cyber-racism unique from other
types of nefarious online behavior. For instance, there are key variables that predict racism
(e.g., SDO, RWA) that should not influence cyberbullying perpetration, which draws more
on the aggression and bullying literatures, but should predict cyber-racism. Moreover, the
Keum and Miller [14] model explicates similar processes in routes 2 and 3.

In addition to basic theoretical knowledge regarding cyber-racism prediction, there
are also several applied trajectories for the study of cyber-racism prediction. Given the
wealth of literature that shows the deleterious psychological and behavioral effects of being
cyber victimized and being discriminated against, intervention efforts aimed at reducing
cyberbullying and racism are very important. Meta-analyses have shown the efficacy of
several cyberbullying [118,119] and prejudice [120] reducing interventions, suggesting
that these behaviors, attitudes, and beliefs can be changed. However, we are unaware
of any research that has attempted to create, adapt, or validate an intervention targeted
to reduce cyber-racism. Perhaps a parsimonious approach would be to include lessons
about cyber-racism (or cyber-hate more generally) in an already existing cyberbullying
or prejudice/bias intervention. Another approach would be to create a new intervention
that specifically targets cyber-racism by combining efficacious intervention curricula. For
example, Landazabal [121] designed an intense intervention for adolescent participants
that focused on teaching (a) positive social behaviors, (b) conflict analysis and solutions,
(c) intragroup communication and per acceptance, and (d) identify prejudices. Results
showed that youth participants in the intervention condition had an increase in considera-
tion of others, an increase in positive cognitions about outgroup members, and a decrease in
negative cognitions about outgroup members compared to youth participants in the control
group. These lessons could be integrated with cyberbullying interventions that focus on
teaching how anonymity online is a myth [67] to reduce cyber-racism. Finally, there have
been several meta-analytic reviews to suggest that intergroup contact can reduce prejudice
because of an increase in empathy and a decrease in anxiety [122]. However, it is less clear
whether intergroup contact can reduce cyber-racism, due to the influence of anonymity
and online disinhibition in the Keum and Miller [14] model. Future work is needed to
examine these issues. Regardless of how these lessons are crafted, we hypothesize that the
best possible method to reduce cyber-racism is to build a curriculum built on solid theory
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derived from replicated empirical studies; however, consistent with Barlett [45], a theory
unique to cyber-racism that combines the findings from the prejudice and cyberbullying
literatures should yield an intervention tailored specifically to reduce cyber-racism.

Before concluding, we want to make note of some of the limitations of the Keum
and Miller [14] model that necessitate future work and theorizing. Although we are
strong supporters of Keum and Miller’s [14] model, we cannot state enough that empirical
testing of parts of the model or the whole model are desperately needed. Indeed, the
scientific method is situated to allow for data derived from theoretically-driven hypotheses
to support or not support those hypotheses, which may beget alterations to theoretical
tenets—if appropriate. While we note this limitation, we also acknowledge the challenge in
studying these types of anti-social behaviors. Indeed, Barlett [45] noted the absence of a
paradigm that validly measures actual (not hypothetical with vignettes) cyberbullying and
cyber-racism. While great strides have been made regarding detection of cyberbullying via
machine learning techniques of social media content [123], future work is needed to take
these, or other, methods and apply them in a laboratory setting with participants who are
actively typing, messaging, etc. Without these paradigms, then state-based cyberbullying
and/or cyber-racism cannot be adequately studied—including some of the routes proposed
by Keum and Miller [14]. Moreover, scientific attention is needed to examine whether
the Keum and Miller [14] model is moderated. Is this model only applicable to White (or
majority) participants? Does time spent online or technology access matter for this model’s
postulates? Is one route stronger than the other at predicting cyber-racism? Do the tenets of
this model remain while controlling for traditional racism? These and other questions need
answers, but only after the initial Keum and Miller [14] model is supported with replicated
data-driven findings.

6. Final Remarks

Cyber-racism is a major societal issue that is detrimental to the victim’s mental health.
We believe that reducing cyber-racism perpetration through interventions will reduce
subsequent cyber-racism victimization. There is currently little research and theory ex-
amining the processes and variables germane to cyber-racism perpetration, and we hope
that this theoretical review will spurn myriad research ideas and empirical tests of the
Keum and Miller [14]—or other—models that can ultimately help society better understand
cyber-racism to inform intervention efforts.
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