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Abstract: Although Health Level Seven (HL 7) message standards (v2, v3, Clinical Document
Architecture (CDA)) have been commonly adopted, there are still issues associated with them,
especially the semantic interoperability issues and lack of support for smart devices (e.g., smartphones,
fitness trackers, and smartwatches), etc. In addition, healthcare organizations in many countries
are still using proprietary electronic health record (EHR) message formats, making it challenging to
convert to other data formats—particularly the latest HL7 Fast Health Interoperability Resources
(FHIR) data standard. The FHIR is based on modern web technologies such as HTTP, XML, and JSON
and would be capable of overcoming the shortcomings of the previous standards and supporting
modern smart devices. Therefore, the FHIR standard could help the healthcare industry to avail the
latest technologies benefits and improve data interoperability. The data representation and mapping
from the legacy data standards (i.e., HL7 v2 and EHR) to the FHIR is necessary for the healthcare
sector. However, direct data mapping or conversion from the traditional data standards to the FHIR
data standard is challenging because of the nature and formats of the data. Therefore, in this article,
we propose a framework that aims to convert proprietary EHR messages into the HL7 v2 format
and apply an unsupervised clustering approach using the DBSCAN (density-based spatial clustering
of applications with noise) algorithm to automatically group a variety of these HL7 v2 messages
regardless of their semantic origins. The proposed framework’s implementation lays the groundwork
to provide a generic mapping model with multi-point and multi-format data conversion input into
the FHIR. Our experimental results show the proposed framework’s ability to automatically cluster
various HL7 v2 message formats and provide analytic insight behind them.

Keywords: FHIR; healthcare; EHR; DBSCAN; clustering; machine learning

1. Introduction

The opportunity to improve the quality of healthcare through interoperability and
healthcare IT has recently come to the attention of both the public and private sectors [1–3].
Some of these e-heath technologies include electronic medical records (EMRs), electronic
health records (EHRs), personal health records (PHRs), and health information exchanges [4,5].
As healthcare systems are increasingly adopting health information technology, a massive
volume of clinical data are being collected [6]. These data are stored in EHRs or PHRs of
multiple formats, such as in simple database tables, HL7 v2 format, or any other format.
These records number in the millions and have become extremely complex. Moreover, any
health information system’s stored data are divergent in nature.

One of the ultimate goals of using health information technology is to evaluate and
provide information and benefits to both patients and providers with regard to the most
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appropriate treatment options based on factors such as cost, benefits, quality, and risk [7,8].
Data standards and interoperability are currently a bottleneck for the smooth exchange and
use of data to reap the maximum benefits of health IT. To share health information, interop-
erability across software from many vendors is crucial [9]. A fundamental requirement for
interoperability is the need for both data and message standards. Data interoperability in
healthcare information systems and the lack of data standards have been core problems
in the healthcare sector for decades. Interoperability problems in the healthcare industry
include a gap in data standards, the use of multiple data standards in single organizations,
several overlapping standards, etc. [6].

There are many key challenges in the processing and exchange of healthcare data that
traditional software cannot solve. The first key challenge is that the patient may receive
their care from multiple healthcare organizations at different locations, leading to the
availability of the patient’s information in various EHRs in different formats. Therefore,
there is a need to aggregate the availability of these data in a heterogeneous healthcare
environment. The healthcare interchange data help to ensure communication among
different EHRs, allowing the exchange of patient information to support the quality of
patient treatment. This can be achieved with the development of a common standard that
could be capable of exchanging patient details among clinicians at different healthcare
providers. The communication of information from one EHR format to another is possible
through interoperability [10]. However, numerous challenges exist due to the use of
multiple data standards in healthcare organizations, such as each EHR using different
clinical terminologies, technical specifications, functional capabilities, etc. [11,12]. These
differences make it difficult to create a single standard interoperability format for data
sharing. Other challenges include (1) lack of consistency when identifying patients in
different EHRs; (2) inability to measure, analyze, and bring improvement in interoperability
between healthcare systems; and (3) communication difficulties between different EHRs
without a common standard.

The second challenge is that the collaboration among various healthcare organiza-
tions has increased over time, and these organizations have various EHRs using differ-
ent data standards. Clinical information is being increased over time in the healthcare
databases [13,14] after being collected from various EHRs. Because patient information is
spread across various organizations, the data exchange is important, but the process of
exchanging data in these organizations is also difficult due to the use of various formats.
Therefore, it becomes difficult for such traditional software to choose new types of variables
from the dataset for data selection, because there may be new types of variables added in
the dataset. For example, in a typical dataset, there are three types of test result data stored
in the laboratory information systems. The traditional model uses one type of variable for
this data processing. However, in the event that the number of test result types increases,
the traditional software will be unable to recognize and select the variable’s type for the
new test result type, because the traditional software operates on unintelligent algorithms
and predefined variables [15,16]. Therefore, solving this problem using traditional software
is also difficult.

The third challenge is that health information systems have massive amounts of data,
and the most challenging task is how best to organize and manage these data. A large
portion of these data are currently unstructured in nature, and the key reason is that we
record them in various formats (e.g., HL7 v2, databases). Managing this vast volume of
unstructured data through traditional software or techniques is difficult [17–19].

Thus, we can conclude that the healthcare industry has numerous data processing and
exchange issues, such as patients’ clinical data being stored in multiple formats, as well as
the divergent nature of health information system data.

Machine learning techniques allow us to address most of the abovementioned health-
care issues and find better solutions [20,21]. Various studies have used machine learning
techniques to resolve EHR data issues. For example, machine learning methods have
been used to identify health outcomes from EHR data, such as laboratory test results and
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diagnosis data stored in unstructured formats [22]. Similarly, machine learning methods
have also been used to analyze large datasets of clinical data to predict patients’ future
suicidal behavior [23]. Moreover, various machine learning methods have been used to
process and handle large datasets in healthcare [14,24] and many other fields. However,
none of the existing studies has discussed analyzing the HL7 v2 dataset.

Unsupervised machine learning clustering techniques play a significant role in the
healthcare industry, and many researchers have used these techniques to cluster simple
healthcare EHR datasets. For example, [25] used unsupervised machine learning techniques
to explore a subset of EHRs from patient questionnaires. Similarly, [26] used various
unsupervised machine learning techniques to identify subgroups of high-cost patients in
a healthcare dataset. However, there is a lack of studies using unsupervised clustering
techniques on the HL7 v2 dataset, which is one of the core requirements of the healthcare
industry because healthcare organizations store patient data in HL7 v2 format, and they
need to cluster these data before exchanging them between various EHRs using different
data standards. Thus, there is a clear gap in the literature, and we need machine learning
(ML) methods or techniques to develop a model to cluster data stored in HL7 v2 format in
order to facilitate the data exchange mechanism among different EHRs.

In this study, we propose a comprehensive framework that aims to convert unstruc-
tured EHR data into HL7 v2 format and then apply an unsupervised clustering technique
using the DBSCAN algorithm to automatically group various HL7 v2 messages, regardless
of their semantic origin. We selected the DBSCAN (density-based spatial clustering of
applications with noise) algorithm for our data clustering because it is specially designed to
discover the clusters and noises in large datasets. Additionally, it also provides the analytic
insight behind them. The proposed framework’s implementation lays the groundwork for
a generic mapping model with multi-point and multi-format data conversion input into
the FHIR. This is the first step towards mapping HL7 v2 messages into FHIR resources.
The proposed model can retrieve the clinical data from the dataset in HL7 v2 format and
then apply unsupervised machine learning clustering techniques to cluster these data. The
generated cluster data would be ready for exchange across multiple systems.

Many data standards are used in the healthcare industry for medical data exchanges,
but these standards have some issues. For example, the IEEE medical device communi-
cation standards are based on an object-oriented systems management paradigm, which
affects data integrity and is complicated to implement [27]. The openEHR specification is
highly complex and hierarchical, due to which its performance always suffers [28]. ISO
13606’s EHR interoperability has not supported the implementation of messaging com-
ponents, and its implementation is quite difficult [29]. At the same time, SNOMED CT
and LOINC represent the comprehensive clinical reference terminology available in the
medical world [30].

Therefore, we chose the FHIR as an interoperability standard for future work in this
study. Because the FHIR is considered to be the most popular data standard in the health-
care industry, it supports more data formats—such as RESTful API, messages, documents,
and services—as an interoperability paradigm. It simplifies software integrations and
interoperability in the healthcare industry. Furthermore, it uses JavaScript object notation
and XML structures for data exchange and resource serialization. Therefore, it simplifies
implementation without sacrificing integrity. Moreover, it enables the developers to create
standardized browser applications that let the user access clinical data from any healthcare
system, regardless of the operating systems and devices employed by that healthcare
system. Additionally, it supports using smart devices—such as smartphones, fitness track-
ers, and smartwatches—in the healthcare industry. Therefore, our central insight was to
develop a framework that directly maps to Fast Health Interoperability Resources (FHIR).

The rest of this manuscript is organized as follows: Section 2 (Related Work) de-
scribes the related work, and Section 3 (HL7 v2 Messages Machine Learning DBSCAN
Clustering Model) describes the framework architecture, methodology, and HL7 v2 dataset
preparation. Section 4 (Methods) describes the algorithms’ development and analysis,
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data representation and processing, and the required outcomes. Section 5 (Experiments,
Evaluation Measures, and Results) discusses the experimental setup and results. Finally,
Section 6 (Conclusions) analyzes the conclusions and future plans.

2. Related Work

Machine learning approaches and techniques have been widely applied within the
context of healthcare. However, we attempt to highlight only those relevant works that are
related to machine learning data-clustering techniques. For a long time, machine learning
clustering approaches or techniques have been used in the healthcare sector to predict and
diagnose diseases. As a result, they provide fast, cheap, and reliable healthcare delivery to
patients. Innumerable studies have been conducted using machine learning data-clustering
techniques in healthcare.

The study of Jabel et al. [31] applied clustering techniques to a heart disease dataset
and compared their performance. They evaluated the performance of three clustering
algorithms and found that the CLARA (Clustering LARge Applications, Kaufmann and
Rousseeuw) clustering technique showed better results than the PAM (Partitioning Around
Medoids) and k-means algorithms. Their experiments were limited to the CLARA, PAM,
and k-means algorithms and ignored other clustering algorithms, such as density-based
clustering and hierarchical algorithms. Nithya et al. [32] extended their work and included
other clustering techniques, such as density-based clustering, hierarchical clustering, and
k-means clustering techniques. They compared the performance of these three algorithms
and claimed that the k-means algorithm gave better results than the other algorithms. The
study of Bruno G. et al. [33] proposed a data mining approach based on a density-based
clustering algorithm. They used a new integrated distance measure approach for patient
clustering, aiming to discover a well-separated group of diabetes patients with the same
profile (i.e., gender and age) and examination history. Their results showed that their
approach was productive in discovering groups of patients with the same examination
history. Similarly, Paul et al. [34] used the k-means clustering algorithm for medical data.
They argued that their algorithm could handle both discrete and continuous data. Moreover,
the study of Belciug et al. [35] used agglomerative hierarchical clustering algorithms to
group patients according to their length of stay in the hospital. This model can help
hospital management in the planning and decision-making process. Additionally, the
study of Belciug et al. [36] evaluated the performance of three clustering algorithms (self-
organizing map, k-means algorithm, and cluster network) using the WRBC (Wisconsin
Recurrence Breast Cancer) dataset. Their experimental results showed that the cluster
network had higher performance than the other two algorithms.

The study of C. Lopeza et al. [37] used machine learning clustering techniques on
clinical data and obtained good results. They discovered patient clusters, and the results
were based on genetic signatures. Similarly, J. Yan et al. [26] applied various clustering
algorithms to patients’ data and compared their results. They used clustering and sub-
clustering methods on patients’ data. Furthermore, [38] discussed the use of unsupervised
machine learning clustering methods on datasets of Alzheimer’s disease. It also explained
the role of clustering algorithms in treating Alzheimer’s disease. In their study, H. Estiri
et al. [39] applied an unsupervised clustering-based detection technique for detecting
implausible observations in EHR data. They produced their results based on the hypothesis
that when there are a huge number of observations in the EHR dataset, the implausible
records should be parsed. They produced the results with extraordinary specificity and
high sensitivity. Andrew Shea [40] applied unsupervised clustering techniques on an
EHR dataset to address various challenges in the patients’ EHR data. After obtaining
clusters, the author conducted high-resolution analysis by examining the most frequent
phenotypes within each cluster. The study [25] used well-known k-means unsupervised
machine learning techniques to explore a subset of EHRs from patient questionnaires.
The results showed that natural groupings most likely existed in the dataset. H. Zong
et al. [41] applied machine learning clustering techniques to cluster a dataset. In this
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dataset, every record contained patients’ demographic information and correlated diagnosis
codes. They produced clustering results that had patients’ demographic information and
diagnosis codes.

In [42], the researchers applied a machine learning clustering algorithm to handle the
clustering of vertically partitioned data among various healthcare organizations or data
providers. The study of T. Aldhyani et al. [43] proposed a k-means clustering algorithm to
identify the ambiguity in chronic disease datasets to improve the system performance. Simi-
larly, M. Elbattah et al. [44] used supervised and unsupervised machine learning techniques
to support decision-making concerning elderly healthcare in Ireland. They also used the
k-means clustering algorithm to group the elderly patients based on various factors, such as
length of stay, age similarity, elapsed time to surgery, etc. A. Alsayat et al. [45] used various
machine learning clustering algorithms to cluster healthcare data for knowledge discovery.
Additionally, the study of G. Ogbuabor [46] analyzed various clustering techniques using
healthcare datasets and compared their results. They particularly focused on the results of
DBSCAN and k-means algorithms.

The study of E. Bose et al. [47] used unsupervised machine learning algorithms to
identify subgroups of heart failure patients in various healthcare datasets. They also exam-
ined inter-cluster differences for patient characteristics related to symptoms, medications,
medical history, psychosocial assessments, etc. Similarly, S. P. Singh et al. [48] employed
an agglomerative hierarchical clustering algorithm on a healthcare dataset to identify clus-
ters within the patient population. The algorithm grouped the dataset into convenient,
distinct clusters. Moreover, M. Ambigavathi et al. [49] analyzed the use of various machine
learning clustering algorithms on mixed healthcare data. Moreover, in [14], the researchers
discussed the processing, application, and handling of healthcare-related big data using
various clustering techniques and compared the efficiency of these techniques.

Various clustering algorithms have been used for healthcare data clustering. How-
ever, the results of the DBSCAN algorithm look impressive. Many studies have used the
DBSCAN algorithm for healthcare data clustering. The study of W. Hurst et al. [50] used
the DBSCAN algorithm for healthcare data clustering analysis. This algorithm generated
excellent results for identifying anomalous behaviors within electronic personal record
(EPR) datasets. Similarly, Pasin et al. [51] applied the DBSCAN algorithm for health data
clustering and compared their results with those of other clustering algorithms. The results
showed that the DBSCAN algorithm was better than the other clustering algorithms. More-
over, the study of M. E. Celebi et al. [52] applied the DBSCAN algorithm to a clinical dataset
to identify homogeneous color regions in biomedical images using clustering techniques.
J. Hou and H. Gao [53] also employed the DBSCAN algorithm on biomedical image data.
However, this algorithm cannot be applied to flat or other clinical data.

These works show the significant effects of machine learning models in the healthcare
domain. However, all of these models were developed on datasets with flat data or data in a
simple electronic health record (EHR) format and, thus, worked through simple algorithms.
However, in healthcare organizations, the clinical data are stored in HL7 v2 format, but no
machine learning model developed on the HL7 v2 dataset to generate optimized results
has yet been reported in the literature. Therefore, in this study, we propose a model to go
one step further than the previous works and develop an unsupervised machine learning
model on the HL7 v2 dataset (rather than a flat dataset or simple EHR format) that supports
the exchange of clinical data across multiple systems in any healthcare organization. The
proposed model can retrieve the clinical data in HL7 v2 format and then cluster these
data. The generated cluster data would be ready for exchange across multiple systems in
healthcare organizations.

3. HL7 V2 Messages Machine Learning DBSCAN Clustering Model

This section describes the proposed framework architecture, methodology, and HL7
v2 dataset preparation in detail.
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3.1. Framework Architecture

The framework proposed in this article is structured in several steps. Its flow is
represented in Figure 1. The first step represents a simple EMR dataset with the data that
we used for our framework validation. The second step was to perform a preprocessing
operation on the raw data, while the third step was to prepare the HL7 v2 dataset. These
steps are described in detail in the remainder of this section. It should be noted here that
no machine learning approach was applied in these steps.

Healthcare 2023, 11, x 7 of 28 
 

 

 
Figure 1. Framework architecture. 

  

Figure 1. Framework architecture.



Healthcare 2023, 11, 390 7 of 27

On the other hand, in steps 4 and 5, we applied a machine learning clustering approach
to the HL7 v2 dataset that we prepared in our previous steps. In these steps, we identified
the various clusters of our dataset. The details of this work are discussed in Sections 4 and 5.

3.2. Methodology

The study is based on the following methodology:

3.2.1. Exploring the Dataset

This step involved searching for a publically available free dataset. We searched many
datasets used in the healthcare domain—for example, the Pima Indian Diabetes Dataset
(PIDD) [54], Uniform Hospital Discharge Data Set (UHDDS), Uniform Ambulatory Care
Data Set (UACDS), Minimum Data Set for long-term care (MDS), Outcomes and Assessment
Information Set (OASIS), Data Elements for Emergency Department Systems (DEEDS),
Health Plan Employer Data and Information Set (HEDIS), etc. [55]. However, these datasets
are used for specific purposes and are not popular among healthcare researchers and
industries. We needed a dataset with a complete set of data used in healthcare settings.
Therefore, we found the famous MIMIC-III dataset [56], developed by the Massachusetts
Institute of Technology (MIT) Laboratory, which provides the complete clinical data used
in various healthcare settings.

Furthermore, this database was populated with data that had been collected during
the patients’ routine hospital care during the mentioned period. Therefore, real patients’
data were used, such as patients’ clinical information, including demographic information,
laboratory test results, imaging reports, caregiver notes, medication, procedures, mortality,
etc. Additionally, this dataset is widely used by researchers working in the healthcare
domain, including in academia and industry. Therefore, we used this dataset in this work.

3.2.2. Preprocessing Data

This step is related to how to deal with data before input to the framework. This step
further involves the following sub-steps:

(a) Data Extraction

This sub-step is related to how to extract the required data from the dataset. To
prepare and test our model, we extracted data from the following tables: Patient (patient
demographic information), Lab (patient laboratory test results), and Admission Diagnosis
(patients’ admitted diagnosis information).

(b) Data Cleaning

Data cleaning entails detecting and correcting any dataset’s incorrect and corrupt
data elements. Every dataset has inaccurate data elements, which must be corrected
before further processing. Therefore, we cleaned our dataset before training our model on
this dataset.

3.2.3. Dataset Preparation

We needed the dataset to be in the HL7 v2 message format for our framework vali-
dation, but the data that we retrieved from the MIMIC-III database were in a simple EHR
format stored in database tables. Therefore, first, we converted these data into the HL7 v2
message format and prepared our dataset before validating our framework on this dataset.

3.2.4. Algorithm Development

This step is related to exploring, developing, and analyzing the algorithm. In this
step, we explored various machine learning algorithms, such as k-means clustering, KNN
(k-nearest neighbors), hierarchal clustering, etc., which could be suitable for our dataset.
However, these algorithms have some issues. For example, the k-means clustering algo-
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rithm has issues when clustering data where the clusters are of varying sizes and densities.
Furthermore, KNN (k-nearest neighbors) has an issue in picking the correct value of k.
Similarly, the hierarchal clustering algorithm has issues with providing many arbitrary
decisions and the best solution. Therefore, we chose the DBSCAN algorithm for our data
clustering because the DBSCAN has the following capabilities:

1. Handling clusters of multiple sizes and structures (k-mean).
2. Picking the correct value of k for clustering.
3. Providing the best solutions.

This step is discussed in more detail in Section 4.

3.2.5. Implementation, Experiments, and Results

This step is related to implementing the algorithms, performing various experiments,
and generating the results. In this step, we used the Mirth engine tool and the Python
programming language to implement our algorithms and test our prototype. We displayed
the results of our prototype. This step is discussed in more detail in Section 5.

3.3. Methodology Details

In this section, we discuss the first three methodologies in detail. Methodologies 4 and
5 are discussed in Sections 4 and 5, respectively.

3.3.1. MIMIC-III Dataset

We explored and selected the MIMIC-III dataset, and in this subsection we describe it
in detail. In this study, we used this dataset for our model validation.

Dataset Description

The Medical Information Mart for Intensive Care (MIMIC-III) [57] is a publicly avail-
able clinical database maintained by the Massachusetts Institute of Technology (MIT)
Laboratory. This database provides critical clinical data for over 40,000 patients admitted
to intensive care units at the Beth Israel Deaconess Medical Center (BIDMC) in Boston,
Massachusetts between 2001 and 2012. This database is populated with data collected
during the patients’ routine hospital care during the mentioned period. The database
includes patients’ clinical information, such as demographic information, laboratory test
results, imaging reports, caregiver notes, medication, procedures, mortality, etc.

MIMIC-III (v1.4) is a relational database consisting of 26 tables. All of these tables
contain patients’ routine hospital care data. These tables are linked by unique identifiers
such as patient-unique identity numbers. Therefore, the patients’ demographics and clinical
information are spread across various tables. However, these tables are linked and can
easily be accessed using the patient’s unique identity number.

3.3.2. Dataset Preprocessing

In this subsection, we describe the data extraction and cleaning methods that we
employed to preprocess the MIMIC-III dataset in detail.

(a) Data Extraction

As mentioned above, the MIMIC-III (v1.4) database consists of 26 tables. Each table
contains different types of patient data, such as the “Patient” table containing patient demo-
graphic information, the “Lab” table containing information on laboratory test results, etc.
To prepare and test our model, we extracted data from the following three tables: Patient
(patient demographic information), Lab (patient laboratory test results), and Admission
Diagnosis (patients’ admitted diagnosis information). We selected data from these tables
for our machine learning model because they provide the patients’ core clinical information
in any healthcare unit. Therefore, we believe that this should be the most suitable dataset
for our research.
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(b) Data Cleaning

Data cleaning entails detecting and correcting any dataset’s incorrect and corrupt data
elements. Every dataset has inaccurate elements, which must be corrected before further
processing. Therefore, we cleaned our dataset before training our model on this dataset.

The extracted data from the MIMIC-III database had many erroneous entries, such as
patients’ date of birth, wrong format, missing or incorrect values in some attributes, missing
labels, etc. We identified and handled the following two issues in the extracted data:

First, we observed that there was inconsistency in the recording of some variables. For
example, in the Patient table, the values stored in the DOB (date of birth) attribute are not
in a single format. Similarly, the lab unit value was also missing for some records in the Lab
table. Second, some variables had multiple values recorded at the same time for a single
patient, such as lab values or units, etc. Similarly, in the Admission Diagnosis table, the
diagnosis codes for some patients’ records were either missing, incorrect, or incomplete.
Moreover, some records used the diagnosis codes from other coding systems. Therefore,
we preferred handling these issues before processing and applying our machine learning
model. The collected data were preprocessed for missing values, duplicate values, etc. For
this purpose, we used the OpenRefine tool—an open-source desktop application used for
data cleaning and transformation to other formats [58]. Furthermore, we also used manual
techniques for data cleaning.

We addressed these issues by using the following procedures:
1. Handling inconsistency units: To deal with inconsistency, we searched the entire

“Patient” table and addressed those entries whose format was different from the others.
We manually updated these patients’ date of birth to other entries’ format to ensure that it
was consistent with other entries in the same table. Similarly, we thoroughly accessed the
“Lab” table entries and updated the missing entries. Furthermore, we searched the entire
“Admission Diagnosis” table and replaced the diagnosis codes for some entries with the
new coding system to ensure that they were consistent with other entries in the same table.
We made these changes because they used two coding systems for some records.

2. Handling multiple recordings at the same time: We checked every record and
deleted duplicate entries. We kept the value that appeared first and discarded the later value.

3. Handling missing values: We checked every record and updated the missing values.
For this purpose, we inserted missing values to complete the records. Some examples
include the Lab table’s missing entries, such as units of measure, diagnosis codes, etc.

3.3.3. Dataset Preparation

We needed the dataset to be in the HL7 v2 messages format for our framework’s
validation, but the data that we retrieved from the MIMIC-III database were in a simple
EHR format stored in the database tables. Therefore, first, we converted these data into the
HL7 v2 message format to prepare the dataset.

EMR Data Conversion to an HL7 V2 Message Dataset

The collected data were the clinical data used in the various information systems of
the hospital. As mentioned above, these data were stored in simple database tables in an
EMR format. We collected almost 53,410 records. Once the required dataset was ready,
we decided to convert this dataset into the HL7 v2 message format. The task was tricky;
unfortunately, no automatic support was available, such as any tool or plug-and-play
facility to automatically convert any EHR clinical data stored in database tables or CSV
files into the HL7 v2 message format.

Therefore, we decided to develop a middleware engine to convert (i.e., map) the
medical data stored in simple flat files—such as CSV files or database tables—into the HL7
v2 message format. This engine can take raw EMR data as inputs and produce HL7 v2
messages. It reads the data stored in a CSV file and automatically maps to an equivalent
HL7 v2 message. We included a raw EMR dataset with a total of 53,410 records of patients’
demographic information, various lab test results from various types of labs, and diagnosis
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descriptions. Each data type was mapped to different HL7 v2 messages, because every
HL7 v2 message has different segments and fields for each data element. Therefore, their
mapping to HL7 v2 messages is also difficult. We used the Mirth engine tool for this
data mapping—an open-source, cross-platform interface engine used in the healthcare
industry for clinical data mapping and exchange purposes [59]. We created channels for
each message and algorithmically mapped the EMR data to HL7 v2 message segments.

The mapping engine is based on various algorithms and can convert any EMR dataset
into an HL7 v2 message dataset. The dynamic mapping engine automatically maps the
data to any type of HL7 v2 message segment. It reads the data from the EMR dataset
and converts them into HL7 v2 messages (one record per message). The resulting HL7
v2 message dataset is stored in a separate “text file”. This dataset was the input dataset
for our framework. It is very difficult to display the complete picture of this dataset (text
file). However, to give the reader a clear view of our dataset, a few messages of the
resulting HL7 v2 dataset are summarized in Table 1. Additionally, Figure 2 shows the entire
mapping process.

Table 1. Sample messages of the input dataset (HL7 v2).

MSH|ˆ~\&|MIRTH_CONNECT|Brown-HOSPITAL|RECEIVINGAPP|Blue-
HOSPITAL|20211002035037||ADTˆA04ˆADT_A01|11742|T|2.5|||||||||
EVN|A01|20211002035037|||||
PID|||639B5FFC-B9E3-4C8D-8F62-BABE52E4F3B9||IrmaˆCook||19920308|F|||3789 Dancing Dove LaneˆˆNew YorkˆNew
Yorkˆ10013ˆUS||347-594-6300ˆPRNˆˆ~IrmaSCook@fleckens.huˆNETˆˆ||||||||||||||||||||||||||
PV1|1|I|4EˆISˆLabˆBrown Hospital||||Dr.John|||||||||||||||||||||||||||||||||||||||||||||
AL1|1||PENICILLIN||PRODUCES HIVES~RASH||
DG1||I10|S82ˆANKLE FRACTUREˆI10|ANKLE FRACTURE||||||||||||||||||||||||||||||||

MSH|ˆ~\&|SendingLabX-RayLab|Brown-HOSPITAL|RECEIVINGLab:LISLab|Blue-
HOSPITAL|20211002043236||ORUˆR01ˆORU_R01|4084|T|2.5|||||||||
PID|||639B5FFC-B9E3-4C8D-8F62-BABE52E4F3B9||IrmaˆCook||19920308|F|||3789 Dancing Dove LaneˆˆNew YorkˆNew
Yorkˆ10013ˆUS||347-594-6300ˆPRNˆˆ~IrmaSCook@fleckens.huˆNETˆˆ||||||||||||||||||||||||||
ORC|NW|987654ˆEPIC|76543ˆEPC||Final||ˆˆˆ20140418170014ˆˆˆˆ||20140418173314|1148ˆPATTERSONˆJAMESˆˆˆˆ||1173ˆ
MATTHEWSˆJAMESˆAˆˆˆ|1133ˆˆˆ222ˆˆˆˆˆ|(618)222-1122||
OBR|1||Order_NO_01|10180-
8ˆMETABOLIC:ALT/SGPTˆLN||||20211002043236||||||||D001ˆDR.ˆRiveraˆCharles|||||||||||||||||||||||||||||||||
OBX|1|SN|14647-2ˆMETABOLIC: CHLORIDEˆI10 ||101.8|mmol/L|||||F|||199203141030||||||
OBX|2|NM|13457-7ˆFasting Blood GlucoseˆI10||178|mg/dl|70-100 mg/dl|H|||F| ||199707281152||||||
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4. Methods

In this section, we describe the DBSCAN algorithm and develop and analyze various
algorithms, data representation, processing, and the required outcomes in detail.

4.1. Algorithms

We developed the model to generate the result once the dataset became ready. We
planned to use the DBSCAN algorithm to develop our model. However, the DBSCAN
algorithm could not operate on data stored in HL7 v2 message segments. Therefore, we
performed a two-step process to develop our model. In the first step, we developed an
algorithm to retrieve the data from the HL7 v2 dataset and convert them to a simple EMR
format. In the second step, we exploited the DBSCAN algorithm to develop our model
based on the dataset that we developed in step 1.

Step 1: Conversion of the HL7 v2 message dataset to a simple EMR dataset
No common HL7 v2 message stores all types of clinical data. The clinical data were

stored in different HL7 v2 messages, and every type of message had various segments and
fields. For example, patient demographic information was stored in one type of message
segment, lab test result information was stored in another type of message segment, etc.

Therefore, our HL7 v2 message dataset had different types of messages, and each
type of message had a different segment type. The data were stored in these message
segments. Furthermore, the HL7 v2 messages in the dataset were stored in mixed form
and in a random order. Therefore, retrieving the data from these various types of message
segments was tricky, and there was a need for a dynamic and intelligent algorithm to
recognize every type of message segment before data retrieval and storage in the resulting
file. We developed the algorithm shown in Algorithm 1 to retrieve the data from the HL7
v2 message dataset and convert them to a simple EMR format. The algorithm read the data
from the input dataset (HL7 v2 messages) one message at a time and converted them into
the EMR data format. The resulting data were stored in a single CSV file in the order that
they were retrieved from the HL7 v2 dataset. This was used as the input dataset for our
machine learning model.

Algorithm 1 Parse HL7 v2 messages
1: Function read_by_chunk (file)
2: Remove empty line from data file (if there is any)
3: Declared a variable name List
4: for each line of the file do
5: if line is not newline then
6: Remove/r from the line and appends to a List
7: else
8: Yield the concatenated List
9: end if
10: end for
11: return List
12: end function **read_by_chunk function**
13: **Read data from HL7 v2 messages segments and fields**
14: Function init_dataframe (file)
15: var File = read_by_chunk (file)
16: while (!EOF) do
17: Read chunk from File
18: Run chunk through HL7 parser
19: extract data from each category
20: create dataframe from the data extracted
21: dataframe.to_csv () // appends dataframe to csv file (resulting file)
22: end while
23: end function **init_dataframe function**

The input data were stored in various HL7 v2 segments. Therefore, once they were
converted to the structure format (i.e., CSV file), we again cleaned this dataset. We manually
searched the entire file and removed some redundant information from this dataset before
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we developed our machine learning model. Once the dataset was clean and ready, we
developed our machine learning model.

It is very difficult to display a complete picture of the resulting dataset that was
obtained. However, to give the reader a clear view of this dataset, we represent a small
section of this dataset (with a general CSV file structure) as an example in Table 2.

Step 2: Using the DBSCAN algorithm to cluster the EMR dataset developed in step 1
In this step, we exploited the DBSCAN algorithm to cluster the dataset that we devel-

oped in step 1. However, before using the DBSCAN algorithm for our model, we should
discuss the DBSCAN algorithm to give the background of this algorithm to the reader.

4.2. DBSCAN (Density-Based Spatial Clustering of Applications with Noise)

Clustering and cluster analysis [60,61] are widely used methods in data analysis, and
their key function is to organize data in similar groups (i.e., clusters) based on similar
types of data elements and objects, such that the data elements in one cluster are similar
and are different from those in other clusters. Many clustering algorithms and techniques
are available, and each has its merits and demerits. However, the density-based spatial
clustering method is one of the most commonly used density-based clustering algorithms.
It is the most efficient and effective algorithm for handling large datasets.

After studying and analyzing numerous clustering algorithms [60], we decided to
use the DBSCAN algorithm in this work for our data clustering because it is specially
designed to discover the clusters and noises in large datasets. Some of the key reasons that
we selected the DBSCAN algorithm are given below:

1. It works on global parameters and is not based on specific parameters.
2. The users do not need to predict or specify the number of clusters in advance; hence,

it is more realistic than all other clustering algorithms.
3. It can identify outliers in the clusters, and the possibility of merging with other clusters

exists if they are similar.
4. The selection of attributes is always open to improvement in terms of temporal and

spatial complexity.

The first three points (1, 2, and 3) match our requirements, and we needed an algorithm
that had these capabilities. Therefore, we selected this algorithm for this research work.

We had a large clinical dataset, and our main objective was to train our model for
clustering based on variables (i.e., attributes) mentioned in the input dataset. Moreover,
we did not need to identify the number of output clusters, because the model would be
responsible for doing it automatically. More importantly, the model could work on any
dataset, as opposed to just our specific dataset, i.e., if we changed the input dataset, the
model or algorithm would still work without any modification. Therefore, it should work
on global parameters and be common for all clusters.

For this reason, we would have to identify each cluster’s appropriate Eps and MinPts
parameters and at least one point from the respective cluster. Upon identifying these points,
we would be able to fetch all points that are accessible from the given points using the
appropriate parameters. This process was extremely tricky, and getting the information
in advance for the clusters of the input dataset was difficult. However, a simple heuristic
algorithm (DBSCAN) was available to determine the thinnest parameters Eps and MinPts
in the input dataset. Therefore, the DBSCAN algorithm uses global values for Eps and
MinPts, meaning the same values for all clusters.

Before discussing the DBSCAN algorithm in detail, we need to clarify some concepts
and definitions that are directly and indirectly related to DBSCAN. They are explained
as follows:

1. Cluster: In a database with N given data points, e.g., D = {p1, p2, p3,..., pn,}, the
process of splitting database D into smaller parts that follow similar formats, e.g.,
C = {c1, c2,..., ci}, is called clustering. There are a total of Cj clusters, where Cj ≤ D
(j = 1, 2, 3. . . i).
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2. MinPts: The minimum points needed to form a dense region in a database are called
MinPts. In Figure 3, there are a total of 4 MinPts.

3. Eps: The Eps defines the radius of the neighborhood around a point “x”. This is called
the ε-neighborhood of x.

4. Neighborhood: A distance function for any two points p and q denoting dists (p, q) is
called a neighborhood.

5. Eps-neighborhood: The Eps-neighborhood (threshold distance) of a point p is defined
by [q ∈ D | dist (p, q) ≤ Eps].

6. Core point: A point p is a core point if at least MinPts points are within a distance
∈ of it, and those points are said to be directly reachable from p. In other words, a
core point/object is a point in its neighborhood of a given radius (Eps) that has to
contain at least a minimum number (MinPts) of other points. In Figure 3, point A and
all other red color points are called core points/objects, while points B and C are not
core objects.

7. Border objects: An object p is called a border object if it is not a core object but a
density accessible from another core object. In Figure 3, the green circle is called a
border object.

8. Noise: The points that are not reachable from any other points are called noise and
are assigned to a cluster. In Figure 3, point N in blue is called noise (noise = {p ∈ D |
∀: p /∈ Ci}).
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Table 2. Input dataset sample.

PID DOB Sex Race Primary
Language

Marital
Status Test Name Test Result Unit of

Measure

Collection
Date and

Time
Visit No Diagnosis

Code
Diagnosis

Description

2F78B50C-103A-427A-
A75C-29A789501678 197512101450 Male Asian English Married

915BC24E-8C44-4D33-
A386-CEA965B83F32

METABOLIC:
ALT/SGPT 17.8 U/L 194611261152

ED06DB81-3D87-4206-
9A5B-65AD89E65267 1 D20.0

Benign neoplasm of
soft tissue

of the
retroperitoneum

639B5FFC-B9E3-4C8D-
8F62-BABE52E4F3B9

METABOLIC:
BILI TOTAL 1 mg/dL 194902161152

AC6F9199-ACF0-4A45-
924B-ECE5D3843A56 1 M63.872

Disorders of muscle
in diseases
classified

elsewhere—left
ankle and foot

108B06ED-347B-496F-
AB3E-3D0F42906C69 197512121450 Female White English Married

A6ADB61A-6993-4D14-
93C9-B3D46014C114

CBC: WHITE
BLOOD CELL

COUNT
8.6 k/cumm 196212231152

98CC2D50-B848-48D1-
8C63-2A7C2761FE59 1 D43.3

Neoplasm of
uncertain behavior

of the cranial
nerves

F4A580D8-E8C0-4432-
B485-E1EED456118B 197512191450 Female White English Separated
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Table 2. Cont.

PID DOB Sex Race Primary
Language

Marital
Status Test Name Test Result Unit of

Measure

Collection
Date and

Time
Visit No Diagnosis

Code
Diagnosis

Description

3AB69ECE-65F4-4D04-
9E87-54E73C2DB4A8 1 C40.31

Malignant
neoplasm of short
bones of the right

lower limb

4DD3728F-0C48-43B7-
B488-421C85A5E931

METABOLIC:
CHLORIDE 98 mmol/L 199603211152

DF598997-15DE-4658-
A4D4-48A4ABA08179 197512301450 Male White Spanish Single

43556DC2-BCFC-45A8-
84C3-1D3E4A11B02F 1 G31.83 Dementia with

Lewy bodies

ED64D34E-8945-4073-
871D-4B9AC166B0CD CBC: MCHC 36.1 g/dL 203909191152

32EB8347-A355-4E49-
A551-41C4DE28436A Male African

American Unknown Divorced
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4.3. Algorithm Development

Our prime research objective was to identify proper clusters for different types of
clinical datasets. Therefore, we decided to design and develop a clustering algorithm that
works on global input parameters and automatically clusters its data into various clusters.
For this purpose, we used the DBSCAN algorithm. The DBSCAN algorithm requires two
parameters mentioned in [63]:

1. Eps is a radius representing a neighborhood’s attributes around a particular point
(say x).

2. MinPts represents the minimum number of neighbors within the “Eps” radius.

Given a set of points (dataset) for clustering, DBSCAN uses the neighborhood radius
(Eps) and the minimum number of points in the neighborhood (MinPts) to classify the
points into border points in the clusters, core points in the clusters, and outliers. To identify
a cluster, DBSCAN starts with random points, e.g., p, and determines all density-accessible
points from p with respect to Eps and MinPts. If p is a core point (i.e., NEps (p) > MinPts),
then this creates a cluster with respect to Eps. Moreover, p and all points that are density-
accessible are gathered in one cluster. However, if this p is a border point and no points are
density-accessible from p, then the DBSCAN algorithm visits the next point of the dataset.
This algorithm is simple and efficiently generates the result, but it becomes complicated
when working with global values for MinPts and Eps.

We needed to use global values for MinPts and Eps, in which if two clusters of different
densities are close to one another, DBSCAN may merge them into a single cluster. Therefore,
we had to look for other scenarios as well. For example, if the distance between two sets of
points (e.g., X1 and X2) is defined as D (X1, X2) = min {D (i, j), where i ∈ X1, j ∈ X2}, then
two sets of points with at least the density of the thinnest cluster will be set apart from one
another in that situation if the distance between the two sets is larger than the Eps value.
Otherwise, a recursive call of DBSCAN is needed for the detected clusters with a higher
value for MinPts.

Here, we represent a simplified version of the DBSCAN algorithm in Algorithm 2
that we used for data clustering in our model. However, the data types and other detailed
information about the clusters are not shown here.

Algorithm 2 Machine learning model
1: Input
2: Set Of Points: The input whole dataset/discovered cluster from the previous run
3: Eps & MinPts: The global density parameters
4: The MinPts is set to default values (5 in our case)
5: Eps is specified by the user (3 in our case)
6: Output
7: Clusters with their core objects and noise points as C = {c1, c2,...,}
8: Various statistics about the dataset, such as gender details, lab test descriptions,
diagnosis Information, etc.
9: Method
10: Function Cluster (SetOfPoints, Eps)
11: var List = Read (Dataset) ** Read the dataset and stored in List variable**
12: **Encode the List using one hot encoding and set the encoder to auto**
13: var encode = OneHotEncoder (categories=’auto’)
14: var encode_data = encode.fit.transfered.List [1 :]) .toArray ()
15: cluster = DBSCAN (encode_data, eps=eps) ** Clusters the encoded data**
16: Cluster_Split (cluster.labels, List) ** Split the input file according to the clusters*
17: Display all clusters **Display all clusters**
18: Calculate_Statistics () **Calculate various statistics**
19: end function **Cluster function**
20: **The most important function used in this algorithm to split the main cluster to various clus
ters is Cluster_Split which is presented below**
21: Function Cluster_Split (clusterLabels, InputFileList)
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Algorithm 2 Cont.
22: clusters = [1, 2, 3, 4]
23: header = InputFileList[ 0 ] **Ignore the 1st row of input file, i.e., attributes names in input file**
24: InputFileList = InputFileList [1] **Read data from 2nd row of input file**
25: for each line of the clusterLabels do **From 1 to total no of records in input file**
26: if line not in cluster then
27: clusters.append(line)
28: end if
29: end for
30: for i = 1 to range (len (clusters)) do **within the cluster list**
31: with open (’cluster ’+str (i) +’.csv’, ’w’, newline=”) as file **Create file for each cluster**
32: writer = csv.writer(file) ** initiate the writer for file**
33: writer.writerow(header) **Write the header to the cluster file**
34: for j = 0 to inputfilesize 10000 in range (len(clusterLabels)) do
35: if clusterLabels[ j ] == i then
36: writer.writerow(inputFileList[j]) //Write the data to the cluster
37: end if
38: end for
39: end for
40: end function **Cluster_Split function**
41: **In this algorithm the Calculate_Statistics function is used to calculate various statistics of our
dataset, as described below**
42: Function Calculate_Statistics ()
43: Open clusters files (csv) directory **Open directory that stored all clusters files**
44: Files_Count = Read (files from directory)
45: ** Run the loops through all .csv files in the directory**
46: while (!EOF) do **Read the Files_Count files**
47: Get cluster file column(s)
48: Calculate the number of entries in each file
49: Calculate each cluster percentage
50: Creates a DataFrame of all percentages and column entries
51: Outputs a .csv file with the DataFrame
52: end while
53: end function **Calulate_Statistics function**

The dataset was either the entire dataset or a discovered cluster from the previous run.
Eps and MinPts were the global density parameters that were set manually. First, we read
the input dataset and stored it in the variable (List). The next step was to encode the dataset
using a one-hot encoder. When the encoding dataset was ready, we clustered this encoding
dataset, which was a two-step process. In the first step, the whole dataset was converted to
one cluster, and in the second step this single cluster was further split into more clusters.

4.4. Algorithms Development and Analysis

We were particularly interested in developing a dynamic algorithm that could be run
on any clinical dataset used in any healthcare unit, rather than relying on one particular
dataset. Moreover, it had to be an unsupervised machine learning clustering algorithm
capable of clustering our dataset without any manual interaction. Therefore, we searched
for an unsupervised machine learning clustering algorithm that did not need any specific
input parameters, and without specifying the output clusters’ details. We believed that
when the algorithm worked without any input parameters, we could run it on any type
of clinical dataset regardless of the number and type of input variables (i.e., parameters).
Therefore, we exploited the density-based spatial clustering of applications with noise
(DBSCAN) [64] unsupervised machine learning clustering algorithm. The advantage of
this algorithm is that it works on any type of heterogeneous dataset without any manual
interaction. This algorithm can process any volume of data and filter them to unlimited
clusters depending on the variable types mentioned in the input datasets.

Because the model under discussion only splits the input dataset into various clusters
and cannot give any useful information about the variables (data) in the resulting clusters,
the resulting clusters do not fit directly for further processing. To make the resulting clusters
more meaningful and fit for further processing, we manually processed each resulting
cluster, carefully observed each data element and its relationship with other elements in the
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cluster, and assigned appropriate labels for each cluster. Because we planned to map these
data to FHIR resources in the future, we manually labeled each cluster with their title, e.g.,
the cluster-stored patient demographic information was labeled with “Patient Cluster”, the
laboratory test results cluster was labeled with “Lab Result Cluster“, the diagnosis cluster
was labeled with “Diagnosis Cluster”, etc. The entire process was a two-step process in
which we automatically divided the dataset into various clusters and then manually labeled
each cluster.

4.5. Data Representation and Processing

We were particularly interested in developing a data structure that could work for
any FHIR resources in the future. We were excited to develop and train our model on
any clinical dataset, as opposed to on a particular dataset. Furthermore, the resulting data
structure could be a map to the FHIR resources. Therefore, we developed a single data
structure that could be mapped to various FHIR resources rather than mapping only to one
or two specific resources. Additionally, the model could be trained on any dataset rather
than on a particular dataset. Our model is so general and dynamic that it can process and
generate accurate results on any dataset.

4.6. Required Outcomes

We were interested in understanding whether clustering techniques could be used to
produce the patient clinical data (HL7 v2 dataset) used in any healthcare organization in
a structure that could be directly mapped to the FHIR resources. Furthermore, we were
also interested in whether a machine learning model could be trained to parse a variety
of clinical data from information systems to different clusters and produce valid clusters
of input data. Therefore, we selected the input data from divergent health information
systems, such as admission, laboratory, and diagnosis information systems (diagnosis
classification systems). The expected output clusters would also be from the same domain.
Therefore, the expected outcome clusters comprised the patients’ demographic information,
laboratory test result details, and diagnosis description.

As a result, our machine learning model clustered the clinical data into various clusters
according to their types and the correlation of input variables. Since the input data were
the clinical data, the resulting cluster’s data would be able to map to the FHIR resources.
Moreover, we also needed some statistics about this dataset to perform some data analytics
on this clinical dataset in the future, which constituted another objective of this research
work. However, we do not discuss any data analytics here. Therefore, applying or using
data analytics is beyond the scope of this paper.

5. Experiments, Evaluation Measures, and Results

In this section, we discuss the experiments and results in detail. We performed various
experiments and obtained the following results:

5.1. Experimental Setup

In this subsection, we discuss the experiments that we performed during our model’s
implementation and the validation of data clustering. The program was written in the
Python programming language, and the experiment was carried out on a machine with
a 32-core processor, 256 GB of RAM, and the Windows 10 OS, where the software stack
consisted of scikit-learn with an ANN backend. Moreover, we also used the Mirth engine
tool for some experiments.

We performed our experiments in three stages: We experimented on the EMR dataset
in the first stage and produced the HL7 v2 dataset. In this stage, the results were based
on a simple EMR dataset, producing a list of HL7 v2 messages. This result was stored in
a simple “text file”, and this file was used as the input dataset for our machine learning
model. A sample of this file is shown in Table 1. For this experiment and the algorithms’
implementation, we used the Mirth engine tool.
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The machine learning DBCAN algorithm cannot operate on the HL7 v2 message
dataset. Therefore, in stage 2, we performed a second experiment on the dataset that we
produced in stage 1. We used the algorithm mentioned in Algorithm 1, and the experiment
produced the results shown in Table 2. The data mentioned in this table were used as the
input dataset for the machine learning model.

In stage 3, we performed an experiment on our machine learning model. We tested
the model and generated the results. The experimental results were based on the best
hyperparameters specified as input parameters. We set the hyperparameters (i.e., Eps = 3,
MinPts = Default value (5)) and dataset. The reason for setting only two input parameters
(i.e., dataset and Eps) and leaving all others as default values was to make our model
algorithm free-handed so that it could run on any dataset—as opposed to working only
on this dataset—without any further modification or requesting any input variables. This
capability is the key advantage of our model, because we do not want to restrict our model
to a particular dataset. As we ran our model, it successfully categorized the input data
into various clusters. Our model could categorize any clinical dataset into various clusters
regardless of the input variables. Therefore, we changed the datasets a couple of times
and ran the algorithm with the new datasets. Each time, the model generated the result
successfully. For example, initially, we ran the model on our dataset, and it categorized the
dataset into three clusters. We changed the dataset and ran the model, and it displayed the
results in four different clusters (i.e., classes).

Similarly, the model categorized the input dataset into six clusters when we changed
the dataset for the third time and ran the model. These results show the divergent function-
alities of our model. However, this was only for model validation and testing purposes.
In the end, we focused on our original dataset and its results. Therefore, we included the
early results in this article and discarded the later ones.

5.2. Model Evaluation Measures

Accuracy, sensitivity, and specificity matrices were used in this experiment to evaluate
the performance of our model. A total of 42,728 instances were used for the training
dataset. We used the precision, recall, and F1-score measures to evaluate the accuracy of
our model. To calculate all of these measures, a confusion matrix is needed, which consists
of the true positive (TP), false positive (FP), true negative (TN), and false negative (FN).
The formulation of the measures is given in Table 3. We performed experiments on three
different datasets: first, for the main dataset (42,728 training instances); second, for the
lab cluster (10,995 training instances); and third, for the diagnosis cluster (28,900 training
instances). Therefore, we used all four measures (accuracy, precision, recall, and F1-score)
to evaluate the model’s accuracy and performance for all three results. The experiential
measures were calculated using performance factors such as clustering accuracy and
execution time.

Table 3. Measures used for model evaluation.

Matric Formula

Precision (P) TP/(TP + FP)

Recall (R) TP/(TP + FN)

F1-Score 2 × (P×R)/(P + R)

Accuracy (TP + TN)/(TP + TN + FP + FN)

5.3. Results

We included hospital care records for a total of 53,410 patients, involving 13,747
(25.74%) from patient admission systems (patient demographic records), 3517 (6.58%)
patient laboratory test results from laboratory information systems, and 36,146 (67.67%)
diagnostic details from diagnosis classification systems. We trained our model so that it
could produce three different clusters. However, this was only our expectation, and we
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never forced the model for such a result. We allowed the model to run openly, and in the
end the result was the same as we had expected. The model categorized our dataset into
three different clusters without any labels. Our principal objective was to map data of the
resulting clusters to FHIR resources. Therefore, we manually labeled each cluster with an
appropriate title after obtaining the clustering results.

5.3.1. Clustering HL7 V2 Dataset

We applied the machine learning DBSCAN algorithm on the HL7 v2 dataset (42,728
instances of training data), in which the clinical data were clustered in three classes accord-
ing to the input variables mentioned in each class, e.g., patient demographic information,
laboratory test result information, and medical diagnosis details. Our model results for
the HL7 v2 dataset were excellent, and the clustering accuracy for the HL7 v2 dataset was
99.95%. The accuracy measure and the execution time for the DBSCAN algorithm in this
result are shown in Table 4.

Table 4. Algorithm performance factors for main clusters.

No. of
Clusters Cluster Statistics

Execution
Time in
Seconds

Unclustered
Instances

Accuracy
(%)

Precision
(%) Recall (%) F1-Score (%)

3

Clusters No. of instances Instances (%)

51.4 27 99.95 98.41 99.31 98.93
Cluster 0 3515 6.58

Cluster 1 13743 25.74

Cluster 2 36125 67.67

Our results reveal that DBSCAN exhibited the best performance in terms of unlimited
variables in the input dataset. The clustering results are summarized in Figure 4, and the
DBSCAN model performed better. There are many possible reasons for this high confidence
in separating the data elements. One could be the high number of records in the input
dataset. Machine learning usually requires a high number of records for generalization,
indicating that this model is suitable for large datasets.
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5.3.2. Dataset Subclustering

The model successfully clustered the HL7 v2 dataset by producing three appropriate
clusters. We already planned to cluster the dataset properly. Therefore, we further tested
our model on individual clusters and checked the results. The results of one cluster (Patient)
remained unchanged. This showed that further clustering was not possible for this cluster,
and all variables in this cluster were homogeneous. However, the results of the other two
clusters (Lab Test and Diagnosis) changed, and further classifications of these clusters arose.
These new results were due to domain value variations in some attributes, and the model
further classified the data in these two clusters to further clusters. Based on our experiment,
the model further classified these clusters into various clusters. Their details are discussed
in the following sections:

(a) Lab Test Clustering Classification

In the resulting cluster (Lab Test), the test name domain values were heterogeneous,
and further classifications were possible based on the test name. We further tested our
model on this dataset (Lab Test cluster), and the model classified it further into nine different
clusters based on the test name attribute. In our dataset, we had nine test types, each with
a different title; therefore, the model categorized this cluster into nine different categories.
The results are summarized and presented in Figure 5.
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Our model’s result for the Lab Test dataset classification was also effective, and the
clustering accuracy for the Lab Test dataset was 99.63%. The accuracy measure and the
execution time for the DBSCAN algorithm in this result are presented in Table 5.

Table 5. Algorithm performance factors for Lab Test subclustering.

No. of
Clusters Cluster Statistics

Execution
Time in
Seconds

Unclustered
Instances

Accuracy
(%)

Precision
(%)

Recall
(%)

F1-Score
(%)

9

Clusters No. of instances Instances (%)

0.4 13 99.63 99.12 98.91 98.72

Cluster 0 390 11.13
Cluster 1 289 8.24
Cluster 2 105 2.99
Cluster 3 527 15.03
Cluster 4 1810 51.65
Cluster 5 100 2.85
Cluster 6 104 2.96
Cluster 7 87 2.38
Cluster 8 92 2.62
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(b) Diagnosis Clustering Classification

In the resulting cluster (Diagnosis), the diagnosis code and descriptions had numerous
domain value categories. Therefore, the possibility of further classifications existed, for
which we trained our model. We trained our model on this dataset (Diagnosis cluster), and
the model classified this cluster into a further 2854 clusters based on diagnosis codes. We
therefore believed that 2854 different types of diagnosis code existed in our dataset, and
the model was trained to classify them. Our model successfully categorized this dataset
into various clusters and generated the results. To show the results of all 2854 clusters is
quite difficult. However, to give the reader a brief idea about this classification, in Figure 6,
we show only the clusters, where each STAR (*) represents one cluster. The size of each
STAR (*) represents the number of records in that cluster.
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Our model results for the Diagnosis dataset’s classification were also accurate, and the
clustering accuracy for the Diagnosis dataset was 98.80%. The accuracy measure and the
execution time for the DBSCAN algorithm in this result are presented in Table 6.

Table 6. Algorithm performance factors for Diagnosis subclustering.

No. of
Clusters Cluster Statistics

Execution
Time in
Seconds

Unclustered
Instances

Accuracy
(%)

Precision
(%) Recall (%) F1-Score

(%)

2854

Clusters No. of instances Instances (%)

12.8 433 98.80 98.31 97.91 98.17

Cluster 0 7 0.0192
Cluster 1 12 0.0332
Cluster 2 19 0.0526
Cluster 3 11 0.0304
Cluster 4 14 0.0387
Cluster 5 19 0.0526
Cluster 6 17 0.0470
Cluster 7 10 0.0277
Cluster 8 18 0.0498
Cluster 9 12 0.0332
Cluster 10 16 0.0443
Cluster 11 13 0.0359
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .

Cluster 2854 2714 7.5084

5.4. Cohort Analysis

We planned to perform various data analytics on this dataset and identify the details
of individual data elements in our dataset, such as the number of patients by gender,
specific race, marital status, etc. Therefore, we analyzed the entire dataset and performed
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some data analytics to calculate these statistics. The patient demographics and utilization
characteristics are summarized in Table 7. Similarly, the dataset included various test
results and their description. The details of the individual test statistics are summarized in
Table 8.

Table 7. Summary of patients’ demographic information.

Gender Total Gender (%) Marital Status Total Marital
Status (%) Race Total Race

Percentage (%)

Male 6609 48.08291 Single 4356 31.6841 White 6726 48.9252

Female 7136 51.9179 Married 6203 45.1190 African
American 2059 14.9768

Divorced 1552 11.2882 Asian 3172 23.0722

Separated 685 4.9821 Unknown 1788 13.0051

Widowed 133 0.9672

Unknown 816 5.9353

Table 8. Summary of patients’ lab test results.

No. Test Name No. of Tests Tests Percentage (%)

1 CBC: Hematocrit/RDW/Absolute Neutrophils/Absolute Lymphocytes 394 11.2027

2 METABOLIC: ALT/SGPT/ALK PHOS 289 8.2172

3 CBC: MCHC 105 2.9854

4 METABOLIC: Carbon Dioxide/Anion Gap/Sodium/Chloride/Potassium 527 14.9843

5 CBC: Mean corpuscular volume 100 2.8433

6 CBC: Hemoglobin
METABOLIC: Albumin/Total protein 104 2.9570

7 CBC: Red blood cell count 87 2.4736

8 CBC: MCH 95 2.7011

9 URINALYSIS: Specific Gravity/PH 1817 51.5311

We also wanted to understand the various diagnosis descriptions that we identified in
the dataset. We had 2854 different diagnosis descriptions in our dataset, and we calculated
the statistics of all diagnosis types. However, it was extremely difficult to represent the
complete set of all of these diagnosis statistics. Therefore, Table 9 shows a subset of the
diagnosis information in our dataset. The ICD-10 (International Classification of Diseases,
10th Revision) was used for diagnosis classification in this dataset.

Table 9. Summary of various diagnostic information.

No. Diagnosis Code Diagnosis Description No. of Diagnosis Diagnosis Percentage (%)

1 F98.21 Rumination disorder of infancy 7 0.0192

2 G31.83 Dementia with Lewy bodies 12 0.0332

3 O9A.12 Malignant neoplasm complicating childbirth 19 0.0526

4 D89.81 Malignant neoplasm of the bladder neck 11 0.0304

5 M84.561 Pathological fracture in neoplastic disease, right tibia 14 0.0387

6 G52.3 Disorders of the hypoglossal nerve 19 0.0526

7 C40.31 Malignant neoplasm of the short bones of the right lower limb 17 0.0470

8 C67.5 Malignant neoplasm of the bladder neck 10 0.0277

9 O98.612 Protozoal diseases complicating pregnancy 18 0.0498

10 Z13.85 Encounter for screening for nervous system disorders 12 0.0332

11 Y71 Cardiovascular devices associated with adverse incidents 16 0.0443

12 C79.82 Secondary malignant neoplasm of the genital organs 13 0.0359
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6. Conclusions

Clustering algorithms are attractive for classifying information in a particular dataset.
However, many well-known algorithms suffer from serious drawbacks when applied to
large datasets. The majority of algorithms work based on user-defined input parameters
and output cluster specifications. Therefore, developing a generalized algorithm that works
on any dataset is challenging. However, we developed an algorithm that did not rely
on specific input parameters and did not need to specify any output cluster details. In
this article, we clustered our dataset using the DBSCAN algorithm, which relies on the
density-based notation of clusters. The advantage of this algorithm is that it uses global
parameters and supports the user in determining appropriate values for them. We also
performed various operations on this dataset and generated different statistics. These
statistics are very useful and could be used to perform various data analytics on this dataset
in the future.

We presented the evaluation results of the machine learning model and applied it
using the publicly available MIMIC-III. We developed our heterogeneous HL7 v2 message
dataset using the clinical data from the MIMIC-III dataset. Once the HL7 v2 message dataset
was ready, we applied the most popular and sophisticated unsupervised machine learning
approach to this dataset and classified it into various clusters. We found conclusively that
the machine learning model showed better results and categorized the clinical dataset into
various clusters that could be further mapped directly to FHIR resources. Additionally,
this approach could produce better results when many raw clinical data are used as
inputs to produce the clustering results. We also found that in some specific cases, further
classification of the resulting clusters could be possible after clustering the base dataset.

Our prime objective was to develop a data structure that could be easily mapped
to FHIR resources. Needless to say, we successfully achieved this aim. In the future, we
plan to extend this work and develop a dynamic algorithm to map these data clusters
to FHIR resources. We believe that each data cluster could be a map to a single FHIR
resource. Additionally, the generated statistics could be helpful in performing a variety of
data analytics on this dataset.

Author Contributions: Conceptualization, M.A.; methodology, M.A. and T.J.A.; software, M.A. and
T.Y.L.; validation, M.A. and T.Y.L.; data curation, M.A, Z.A.A. and N.N.B.A.; writing—original draft
preparation, M.A.; writing— review and editing, M.A. and M.F.P.; visualization, M.A. and T.Y.L.;
supervision, M.F.P. and N.N.B.A. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The datasets used or analyzed in this study are available from the
corresponding author upon reasonable request.

Conflicts of Interest: All authors declare that they have no conflicts of interest.

References
1. Elgawad, Y.Z.A.; Youssef, M.I.; Nasser, T.M.; Almslmany, A.; Amar, A.S.I.; Mohamed, A.A.; Parchin, N.O.; Abd-Alhameed, R.A.;

Mohamed, H.G.; Moussa, K.H. New Method to Implement and Analysis of Medical System in Real Time. Healthcare 2022, 10,
1357. [CrossRef]

2. Jaleel, A.; Mahmood, T.; Hassan, M.A.; Bano, G.; Khurshid, S.K. Towards Medical Data Interoperability Through Collaboration of
Healthcare Devices. IEEE Access 2020, 8, 132302–132319. [CrossRef]

3. Markle Foundation. Connecting for Health: A public-Private Collaborative. The Data Standards Working Group. 2003. Available
online: http://www.connectingforhealth.org/resources/dswg_report_6.5.03.pdf (accessed on 4 March 2010).

4. Hersh, W.R. A stimulus to define informatics and health information technology. BMC Med. Inform. Decis. Mak. 2009, 9, 24.
[CrossRef] [PubMed]

http://doi.org/10.3390/healthcare10071357
http://doi.org/10.1109/ACCESS.2020.3009783
http://www.connectingforhealth.org/resources/dswg_report_6.5.03.pdf
http://doi.org/10.1186/1472-6947-9-24
http://www.ncbi.nlm.nih.gov/pubmed/19445665


Healthcare 2023, 11, 390 25 of 27

5. Ayaz, M. Cloud Computing Base Electronic Health Record System Architecture for Disabled Children. Int. J. Multidiscip. Sci. Eng.
2017, 8, 24–28.

6. Brooks, P. Standards and Interoperability in Healthcare Information Systems: Current Status, Problems, and Research Issues. In
Proceedings of the Fifth Midwest Association for Information Systems Conference, Moorhead, MN, USA, 21–22 May 2010; p. 18.

7. Congressional Budget Office. Research on the Comparative Effectiveness of Medical Treatments: Issues and Options for An Expanded
Federal Role; The Congress of the United States O Congressional Budget Office: Washington, DC, USA, 2007.

8. Ayaz, M. A Novel Model of Software Process Improvements for Small and Medium Scale Enterprises by using the Big Data
Analytics Approach. Int. J. Multidiscip. Sci. Eng. 2017, 8, 1–10. Available online: www.ijmse.org (accessed on 15 April 2017).

9. California Health Care Foundation. Clinical Data Standards in Health Care: Five Case Studies. 2005. Available online:
https://www.chcf.org/publication/clinical-data-standards-in-health-care-five-case-studies/ (accessed on 4 March 2010).

10. Ayaz, M.; Pasha, M.F.; Alzahrani, M.Y.; Budiarto, R.; Stiawan, D. The Fast Health Interoperability Resources (FHIR) Standard:
Systematic Literature Review of Implementations, Applications, Challenges and Opportunities. JMIR Public Health Surveill. 2021,
9, e21929. [CrossRef]

11. Reisman, M. EHRs: The Challenge of Making Electronic Data Usable and Interoperable. Pharm. Ther. 2017, 42, 572–575.
12. Ayaz, M. A Seminal Hybrid Business Process Management Model. Int. J. Multidiscip. Sci. Eng. 2017, 8, 38–42.
13. Breton, M.; Pineault, R.; Levesque, J.-F.; Roberge, D.; Da Silva, R.B.; Prud’Homme, A. Reforming healthcare systems on a locally

integrated basis: Is there a potential for increasing collaborations in primary healthcare? BMC Health Serv. Res. 2013, 13, 262.
[CrossRef]

14. Supriya, M.; Deepa, A. Machine learning approach on healthcare big data: A review. Big Data Inf. Anal. 2020, 5, 58–75. [CrossRef]
15. Cahan, E.M.; Hernandez-Boussard, T.; Thadaney-Israni, S.; Rubin, D.L. Putting the data before the algorithm in big data

addressing personalized healthcare. npj Digit. Med. 2019, 2, 78. [CrossRef] [PubMed]
16. Singal, A.G.; Mukherjee, A.; Elmunzer, B.J.; Higgins, P.D.R.; Lok, A.S.; Zhu, J.; Marrero, J.A.; Waljee, A.K. Machine Learning

Algorithms Outperform Conventional Regression Models in Predicting Development of Hepatocellular Carcinoma. Am. J.
Gastroenterol. 2013, 108, 1723–1730. [CrossRef] [PubMed]

17. Dash, S.; Shakyawar, S.K.; Sharma, M.; Kaushik, S. Big data in healthcare: Management, analysis and future prospects. J. Big Data
2019, 6, 54. [CrossRef]

18. Rabbi, F.; Ayaz, M.; Dayupay, J.P.; Oyebode, O.J.; Gido, N.G.; Adhikari, N.; Tabuena, A.C.; Ajibade, S.-S.M.; Bassey, M.A. Gaussian
Map to Improve Firefly Algorithm Performance. In Proceedings of the 2022 IEEE 13th Control and System Graduate Research
Colloquium (ICSGRC), Shah Alam, Malaysia, 23–23 July 2022; pp. 88–92. [CrossRef]

19. Ajibade, S.-S.M.; Ayaz, M.; Ngo-Hoang, D.-L.; Tabuena, A.C.; Rabbi, F.; Tilaye, G.F.; Bassey, M.A. Analysis of Improved
Evolutionary Algorithms Using Students’ Datasets. In Proceedings of the 2022 IEEE International Conference on Automatic
Control and Intelligent Systems (I2CACIS), Shah Alam, Malaysia, 25 June 2022; pp. 180–185. [CrossRef]

20. Goldstein, B.A.; Navar, A.M.; Pencina, M.J.; Ioannidis, J.P.A. Opportunities and challenges in developing risk prediction models
with electronic health records data: A systematic review. J. Am. Med. Inform. Assoc. 2016, 24, 198–208. [CrossRef]

21. Alouffi, B.; Hasnain, M.; Alharbi, A.; Alosaimi, W.; Alyami, H.; Ayaz, M. A Systematic Literature Review on Cloud Computing
Security: Threats and Mitigation Strategies. IEEE Access 2021, 9, 57792–57807. [CrossRef]

22. Wong, J.; Horwitz, M.M.; Zhou, L.; Toh, S. Using Machine Learning to Identify Health Outcomes from Electronic Health Record
Data. Curr. Epidemiol. Rep. 2018, 5, 331–342. [CrossRef]

23. Adkins, D.E. Machine Learning and Electronic Health Records: A Paradigm Shift. Am. J. Psychiatry 2017, 174, 93–94. [CrossRef]
24. Mohan, S.; Thirumalai, C.; Srivastava, G. Effective Heart Disease Prediction Using Hybrid Machine Learning Techniques. IEEE

Access 2019, 7, 81542–81554. [CrossRef]
25. Lütz, E. Unsupervised machine learning to detect patient subgroups in electronic health records. Master’s Thesis, KTH Royal

Institute of Technology, Stockholm, Sweden, 2019.
26. Yan, J.; Linn, K.A.; Powers, B.W.; Zhu, J.; Jain, S.H.; Kowalski, J.L.; Navathe, A.S. Applying Machine Learning Algorithms to

Segment High-Cost Patient Populations. J. Gen. Intern. Med. 2018, 34, 211–217. [CrossRef]
27. Goga, N. Problems and Solutions for Interoperability of Medical Devices. IFAC Proc. Vol. 2007, 40, 187–194. [CrossRef]
28. What are HL7 FHIR and openEHR. Available online: https://medrecord.io/what-are-hl7-fhir-and-openehr/ (accessed on 15

April 2017).
29. Pedrera-Jiménez, M.; Kalra, D.; Beale, T.; Muñoz-Carrero, A.; Serrano-Balazote, P. Can OpenEHR, ISO 13606 and HL7 FHIR work

together? An agnostic perspective for the selection and application of EHR standards from Spain. TechRxiv 2022. [CrossRef]
30. Nachimuthu, S.K.; Lau, L.M. Practical issues in using SNOMED CT as a reference terminology. Stud. Health Technol. Inform. 2007,

129, 640. [PubMed]
31. Merlin, J.K. Performance analysis of clustering algorithms on heart dataset. Int. J. Modern Comput. Sci. 2016, 5, 113–117.
32. Nithya, R.; Manikandan, P.; Ramyachitra, D. Analysis of clustering technique for the diabetes dataset using the training set

parameter. Int. J. Adv. Res. Comput. Commun. Eng. 2015, 4, 166–169. [CrossRef]
33. Bruno, G.; Cerquitelli, T.; Chiusano, S.; Xiao, X. A Clustering-Based Approach to Analyse Examinations for Diabetic Patients. In

Proceedings of the 2014 IEEE International Conference on Healthcare Informatics, Verona, Italy, 15–17 September 2014; pp. 45–50.
[CrossRef]

www.ijmse.org
https://www.chcf.org/publication/clinical-data-standards-in-health-care-five-case-studies/
http://doi.org/10.2196/21929
http://doi.org/10.1186/1472-6963-13-262
http://doi.org/10.3934/bdia.2020005
http://doi.org/10.1038/s41746-019-0157-2
http://www.ncbi.nlm.nih.gov/pubmed/31453373
http://doi.org/10.1038/ajg.2013.332
http://www.ncbi.nlm.nih.gov/pubmed/24169273
http://doi.org/10.1186/s40537-019-0217-0
http://doi.org/10.1109/icsgrc55096.2022.9845171
http://doi.org/10.1109/i2cacis54679.2022.9815272
http://doi.org/10.1093/jamia/ocw042
http://doi.org/10.1109/ACCESS.2021.3073203
http://doi.org/10.1007/s40471-018-0165-9
http://doi.org/10.1176/appi.ajp.2016.16101169
http://doi.org/10.1109/ACCESS.2019.2923707
http://doi.org/10.1007/s11606-018-4760-8
http://doi.org/10.3182/20070927-4-RO-3905.00033
https://medrecord.io/what-are-hl7-fhir-and-openehr/
http://doi.org/10.36227/techrxiv.19746484.v1
http://www.ncbi.nlm.nih.gov/pubmed/17911795
http://doi.org/10.17148/IJARCCE.2015.4936
http://doi.org/10.1109/ichi.2014.14


Healthcare 2023, 11, 390 26 of 27

34. Paul, R.; Hoque, A.S.M.L. Clustering medical data to predict the likelihood of diseases. In Proceedings of the 2010 Fifth
International Conference on Digital Information Management (ICDIM), Thunder Bay, ON, Canada, 5–8 July 2010; pp. 44–49.
[CrossRef]

35. Belciug, S. Patients length of stay grouping using the hierarchical clustering algorithm. Ann. Math. Comp. Sci. Ser 2009, 36, 79–84.
Available online: http://inf.ucv.ro/~{}ami/index.php/ami/article/viewFile/288/279 (accessed on 15 April 2017).

36. Belciug, S.; Salem, A.-B.; Gorunescu, F.; Gorunescu, M. Clustering-based approach for detecting breast cancer recurrence.
In Proceedings of the 2010 10th International Conference on Intelligent Systems Design and Applications, Cairo, Egypt, 29
November–1 December 2010; pp. 533–538. [CrossRef]

37. Lopez, C.; Tucker, S.; Salameh, T.; Tucker, C. An unsupervised machine learning method for discovering patient clusters based on
genetic signatures. J. Biomed. Inform. 2018, 85, 30–39. [CrossRef] [PubMed]

38. Alashwal, H.; El Halaby, M.; Crouse, J.J.; Abdalla, A.; Moustafa, A.A. The Application of Unsupervised Clustering Methods to
Alzheimer’s Disease. Front. Comput. Neurosci. 2019, 13, 31. [CrossRef]

39. Estiri, H.; Klann, J.G.; Murphy, S.N. A clustering approach for detecting implausible observation values in electronic health
records data. BMC Med. Inform. Decis. Mak. 2019, 19, 142. [CrossRef] [PubMed]

40. Shea, A. Patient Clustering using Electronic Medical Records. Ph.D. Thesis, Massachusetts Institute of Technology, Cambridge,
MA, USA, 2020.

41. Zhong, H.; Loukides, G.; Gwadera, R. Clustering datasets with demographics and diagnosis codes. J. Biomed. Inform. 2020, 102,
103360. [CrossRef]

42. Elmisery, A.M.; Fu, H. Privacy Preserving Distributed Learning Clustering of HealthCare Data Using Cryptography Protocols.
In Proceedings of the 2010 IEEE 34th Annual Computer Software and Applications Conference Workshops, Seoul, Republic of
Korea, 19–23 July 2010; pp. 140–145. [CrossRef]

43. Aldhyani, T.H.H.; Alshebami, A.; Alzahrani, M.Y. Soft Clustering for Enhancing the Diagnosis of Chronic Diseases over Machine
Learning Algorithms. J. Health Eng. 2020, 2020, 4984967. [CrossRef]

44. Elbattah, M.; Molloy, O. Clustering-aided approach for predicting patient outcomes with application to elderly healthcare in
Ireland. AAAI Work.-Tech. Rep. 2017, WS-17-01, 533–541.

45. Alsayat, A.; El-Sayed, H. Efficient genetic K-Means clustering for health care knowledge discovery. In Proceedings of the 2016
IEEE 14th International Conference on Software Engineering Research, Management and Applications (SERA), Towson, MD,
USA, 8–10 June 2016; pp. 45–52. [CrossRef]

46. Ogbuabor, G.; Ugwoke, F.N. Clustering Algorithm for a Healthcare Dataset Using Silhouette Score Value. Int. J. Comput. Sci. Inf.
Technol. 2018, 10, 27–37. [CrossRef]

47. Bose, E.; Radhakrishnan, K. Using Unsupervised Machine Learning to Identify Subgroups Among Home Health Patients With
Heart Failure Using Telehealth. CIN Comput. Inform. Nurs. 2018, 36, 242–248. [CrossRef]

48. Singh, S.P.; Karkare, S.; Baswan, S.M.; Singh, V.P. Agglomerative hierarchical clustering analysis of co/multi-morbidities. arXiv
2018, arXiv:1807.04325.

49. Ambigavathi, M.; Sridharan, D. Analysis of Clustering Algorithms in Machine Learning for Healthcare Data. In Proceedings
of the International Conference on Advances in Computing and Data Sciences, Valletta, Malta, 24–25 April 2020; pp. 117–128.
[CrossRef]

50. Hurst, W.; Boddy, A.; Merabti, M.; Shone, N. Patient Privacy Violation Detection in Healthcare Critical Infrastructures: An
Investigation Using Density-Based Benchmarking. Future Internet 2020, 12, 100. [CrossRef]

51. Pasin, Ö.; Ankarali, H. Usage of Kernel K-Means and DBSCAN cluster algorıthms in health studies: An application. Clin. Res.
Trials 2015, 1, 63–69. [CrossRef]

52. Celebi, M.; Aslandogan, Y.; Bergstresser, P. Mining biomedical images with density-based clustering. In Proceedings of the
International Conference on Information Technology: Coding and Computing (ITCC′05)-Volume II, Washington, DC, USA, 4–6
April 2005; Volume 1, pp. 163–168. [CrossRef]

53. Hou, J.; Gao, H.; Li, X. DSets-DBSCAN: A Parameter-Free. IEEE Trans. Image Process. 2016, 25, 3182–3193. [CrossRef]
54. Schulz, L.O.; Chaudhari, L.S. High-Risk Populations: The Pimas of Arizona and Mexico. Curr. Obes. Rep. 2015, 4, 92–98.

[CrossRef]
55. Ten Best Healthcare Data Sets with Examples. Available online: https://cprimestudios.com/blog/10-best-healthcare-data-sets-

examples (accessed on 15 April 2017).
56. MIMIC-III, a Freely Accessible Critical Care Database. Available online: https://www.nature.com/articles/sdata201635 (accessed

on 15 April 2017).
57. Johnson, A.E.W.; Pollard, T.J.; Shen, L.; Lehman, L.-W.H.; Feng, M.; Ghassemi, M.; Moody, B.; Szolovits, P.; Celi, L.A.; Mark, R.G.

MIMIC-III, a freely accessible critical care database. Sci. Data 2016, 3, 160035. [CrossRef]
58. Available online: https://evanwill.github.io/openrefine-b/content/0-refine.html (accessed on 15 April 2017).
59. Available online: https://www.vconnexservices.com/mirth-connect-best-hl7-interface-engine.html (accessed on 15 April 2017).
60. Hemalatha, M.; Saranya, N.N. A Recent Survey on Knowledge Discovery in Spatial Data Mining. Int. J. Comput. Sci. Issues 2011,

8, 473–479.
61. Zhou, A.; Zhou, S.; Cao, J.; Fan, Y.; Hu, Y. Approaches for scaling DBSCAN algorithm to large spatial databases. J. Comput. Sci.

Technol. 2000, 15, 509–526. [CrossRef]

http://doi.org/10.1109/icdim.2010.5664638
http://inf.ucv.ro/~{}ami/index.php/ami/article/viewFile/288/279
http://doi.org/10.1109/isda.2010.5687211
http://doi.org/10.1016/j.jbi.2018.07.004
http://www.ncbi.nlm.nih.gov/pubmed/30016722
http://doi.org/10.3389/fncom.2019.00031
http://doi.org/10.1186/s12911-019-0852-6
http://www.ncbi.nlm.nih.gov/pubmed/31337390
http://doi.org/10.1016/j.jbi.2019.103360
http://doi.org/10.1109/compsacw.2010.33
http://doi.org/10.1155/2020/4984967
http://doi.org/10.1109/sera.2016.7516127
http://doi.org/10.5121/ijcsit.2018.10203
http://doi.org/10.1097/CIN.0000000000000423
http://doi.org/10.1007/978-981-15-6634-9_12
http://doi.org/10.3390/fi12060100
http://doi.org/10.15761/CRT.1000116
http://doi.org/10.1109/itcc.2005.196
http://doi.org/10.1109/TIP.2016.2559803
http://doi.org/10.1007/s13679-014-0132-9
https://cprimestudios.com/blog/10-best-healthcare-data-sets-examples
https://cprimestudios.com/blog/10-best-healthcare-data-sets-examples
https://www.nature.com/articles/sdata201635
http://doi.org/10.1038/sdata.2016.35
https://evanwill.github.io/openrefine-b/content/0-refine.html
https://www.vconnexservices.com/mirth-connect-best-hl7-interface-engine.html
http://doi.org/10.1007/BF02948834


Healthcare 2023, 11, 390 27 of 27

62. Sharma, A.; Gupta, R.K.; Tiwari, A. Improved Density Based Spatial Clustering of Applications of Noise Clustering Algorithm for
Knowledge Discovery in Spatial Data. Math. Probl. Eng. 2016, 2016, 1564516. [CrossRef]

63. Zaiane, O.; Lee, C.-H. Clustering spatial data in the presence of obstacles: A density-based approach. In Proceedings of the
International Database Engineering and Applications Symposium, Hong Kong, China, 16–18 July 2003. [CrossRef]

64. Daszykowski, M.; Walczak, B. Density-Based Clustering Methods. In Chemistry, Molecular Sciences and Chemical Engineering;
Elsevier: Amsterdam, The Netherlands, 2009; Volume 2, pp. 635–654. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://doi.org/10.1155/2016/1564516
http://doi.org/10.1109/ideas.2002.1029674
http://doi.org/10.1016/b978-044452701-1.00067-3

	Introduction 
	Related Work 
	HL7 V2 Messages Machine Learning DBSCAN Clustering Model 
	Framework Architecture 
	Methodology 
	Exploring the Dataset 
	Preprocessing Data 
	Dataset Preparation 
	Algorithm Development 
	Implementation, Experiments, and Results 

	Methodology Details 
	MIMIC-III Dataset 
	Dataset Preprocessing 
	Dataset Preparation 


	Methods 
	Algorithms 
	DBSCAN (Density-Based Spatial Clustering of Applications with Noise) 
	Algorithm Development 
	Algorithms Development and Analysis 
	Data Representation and Processing 
	Required Outcomes 

	Experiments, Evaluation Measures, and Results 
	Experimental Setup 
	Model Evaluation Measures 
	Results 
	Clustering HL7 V2 Dataset 
	Dataset Subclustering 

	Cohort Analysis 

	Conclusions 
	References

