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Abstract: This paper begins with a geometric statement of constraint optimization problems, which
include both equality and inequality-type restrictions. The cost to optimize is a curvilinear functional
defined by a given differential one-form, while the optimal state to be determined is a differential
curve connecting two given points, among all the curves satisfying some given primal feasibility con-
ditions. The resulting outcome is an invariant curvilinear Fritz–John maximum principle. Afterward,
this result is approached by means of parametric equations. The classical single-time Pontryagin
maximum principle for curvilinear cost functionals is revealed as a consequence.
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1. Introduction

An optimization problem generally refers to searching for the extrema of an objective
function (which, depending on the specifics of each issue, could be also referred to as the
cost function, utility function, energy function, or reward function). Finding necessary con-
ditions for optimization problems is the primary step in nonlinear programing. For simple
optimization, the necessary conditions are provided by Fermat’s theorem. Advancing to
constraint optimization, when only equality-type restrictions are assumed, the main tool
is provided by the method of Lagrange multipliers [1]. If inequality-type constraints are
also involved, then the optimality becomes the so-called Fritz–John necessary conditions
(see [2–5]). They also provide an important tool for the proof of the Karush–Kuhn–Tucker
(KKT) conditions, provided that some regularity conditions are satisfied [6–8]. Overall,
both the Fritz–John and Karush–Kuhn–Tucker approaches to nonlinear programming
generalize the method of Lagrange multipliers.

On the other side, at a more extensive level, when the constraints are simultaneously
dynamic (meaning that they define a certain type of evolution expressed in terms of
differential equations) and controlled (meaning that some control variables are involved
in the process), while the cost functional also depends on the controlling elements, the
resulting problem is called an optimal control problem. Optimal control is an extension of
the calculus of variations, and the solution method is provided by Pontryagin’s maximum
principle (see [9–11]). Interesting extensions of the classical optimal control problem were
obtained by replacing the single-time variable with a multidimensional one; in this case,
the evolution dynamics is defined by a PDE system, while the cost functional could attain
many possible expressions ([12–15]). Recent developments in optimal control theory have
also provided a geometric approach ([16–18]).

This paper initiates a new geometric perspective for the optimization problem by
going from punctual-type state variables to curvilinear-type state variables. The main
result provides adequate Fritz–John optimality conditions. In light of this perspective,
the dynamical features of the optimal control problems are subsequently included in the
dynamics of the curves. By rethinking the time, states, and controls taken together as a
generalized curvilinear-type state variable, the dynamic optimal control issue is restated as
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an optimization problem, and Pontryagin’s maximum principle results directly from the
Fritz–John necessary conditions.

2. Geometric Setting

Let W be an s-dimensional Riemannian manifold. We denote by F (W) the set of all
differentiable functions on W and by Λ1(W) the F (W)-module of differential one-forms
on W. If x0, x1 are two fixed points in W, let S1

x0x1
(W) be the set of all smooth oriented

curves Γ from x0 to x1.

Definition 1. A function F : S1
x0x1

(W) → R for which there exists a differential one-form
η ∈ Λ1(W) such that:

F[Γ] =
∫

Γ
η, ∀Γ ∈ S1

x0x1
(W)

is called a curvilinear functional.

In order to emphasize the connection between the curvilinear functional F and the
corresponding differential one-form η, in the following, we use the notation F = [η].
Therefore, if η ∈ Λ1(W), then:

[η](Γ) =
∫

Γ
η.

Let [Λ1(W)] = {[η] : η ∈ Λ1(W)}. Moreover, let Λ1
∗(W) ⊂ Λ1(W) be the subset of

all the exact one-forms (recall that c is an exact one-form if there exists a differentiable
function f ∈ F (W) such that c = d f ). Then, [Λ1

∗(W)] is the set of constant curvilinear
functionals. Indeed, if f ∈ F (W), then:

[d f ](Γ) =
∫

Γ
d f = f (x1)− f (x0) = [d f ](Γ′), ∀Γ, Γ′ ∈ S1

x0x1
(W).

In conclusion, a differential one-form η is completely integrable if there is a non-
constant differentiable function µ : W → R such that [µη] is a constant curvilinear func-
tional. In the physical approach, if η = ~F · d~r, then the curvilinear functional [η] defines the
work done by the force ~F moving along the curve Γ, where ~F is the force vector field acting
on the object and d~r is the unit tangent vector of the curve. In particular, when the force
~F is conservative, meaning that there exists a scalar potential f such that η = ~F · d~r = d f ,
the work depends only on the endpoints and not on the route to follow, and it is called the
potential energy.

Definition 2. Let Γ be an element of S1
x0x1

(W). A smooth variation of Γ in S1
x0x1

(W) is a smooth
surface on W, γ = γε(t) : (−δ, δ) × [0, 1] → W, such that γ0([0, 1]) = Γ and γε(0) = x0,
γε(1) = x1, for each ε. The set:

TΓS1
x0x1

(W) =

{
X ∈ XΓ(W) : ∃ a smooth variation γ of Γ in S1

x0x1
(W),

∂γε

∂ε

∣∣∣∣
ε=0

= X
}

is called the set of feasible vector fields along the curve Γ.

We note that:

TΓS1
x0x1

(W) = {X ∈ XΓ(W) : X(x0) = X(x1) = 0}.

The following definition is essential for expressing the invariant inequality constraints.

Definition 3. Let ω1, ω2 ∈ Λ1(W) be two differential one-forms and Γ ∈ S1
x0x1

(W) be an
oriented curve. We write:

ω1|Γ ≤ ω2|Γ
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if there is a smooth positive oriented parametrization γ : [a, b]→ W of Γ, such that ω1(γ̇(t)) ≤
ω2(γ̇(t)), ∀t ∈ [a, b]. Moreover, ω1|Γ < ω2|Γ if ω1(γ̇(t)) < ω2(γ̇(t)) almost everywhere on
[a, b]. Equality is similarly defined.

3. Optimal Control Problems with Inequality Constraints

The main purpose of this paper is to obtain the necessary first-order conditions for
curvilinear optimization problems constrained by inequalities and equalities such as those
described above.

Let [η] : S1
x0x1

(W) → R be a curvilinear functional, ωi, σa ∈ Λ1(W) and ci ∈
Λ1
∗(W), i = 1, ..., n, a = 1, ..., m. The most general problem discussed in this paper is:

(P) max
Γ∈S1

x0x1 (W)
[η](Γ)

subject to:

(PFE) ωi|Γ = ci|Γ, i = 1, ..., n;

(PFI) σa|Γ ≤ 0, a = 1, ..., m,

where the abbreviation PF stands for primal feasibility, in equality or inequality form,
respectively. Let S ⊂ S1

x0x1
(W) denote the feasible set or the set of all curves Γ ∈ S1

x0x1
(W),

satisfying the feasibility conditions. Members of the feasible set are called feasible curves.
Without losing generality, we shall assume that ci ≡ 0. Further, we shall solve this

problem following two steps. The first step is to find the optimal solution for problem
(P) subject only to inequality constraints. The result is called the Fritz–John maximum
principle. We apply this technique to solve the optimal control problem with both equality
and inequality constraints. In particular, we derive the Pontryagin maximum principle.
The following statement provides an important tool for our further development.

Lemma 1 (Motzkin’s transposition theorem). Let A be an m× n matrix, B be an l × n matrix,
and C be an r× n matrix, where B or C may be omitted (but not A). Exactly one of the following
alternatives holds.

(i) there exists x ∈ Rn such that Ax < 0, Bx ≤ 0, Hx = 0, (where the vectorial inequalities or
equalities hold component-wise) or

(ii) there exist u ∈ Rm, v ∈ Rl and w ∈ Rr such that ATu + BTv + HTw = 0, u ≥ 0, v ≥
0, eT · u = 1, where e is the summing vector in Rm, meaning that it has all the components
equal to the unit.

Proposition 1. Let (N, g) be a paracompact differential manifold and ( f 1, ..., f k) be a family of
differential functions on N. If there is no vector field X ∈ X (N) such that the Lie derivatives of
these functions with respect to X satisfy:

X( f a)(p) < 0, ∀a = 1, ..., k, ∀p ∈ N,

then there exists a vector function µ = (µ1, ..., µk), µa : N → R, a = 1, ..., k satisfying:

k

∑
a=1

µa(p)d f a(p) = 0, µa(p) ≥ 0, ∀a = 1, ..., k, ∀p ∈ N, µ 6= 0.

Proof. Let p ∈ N be an arbitrary fixed point on N. Suppose that:

(C(p)) ∀Xp ∈ TpN, ∃a = 1, ..., k, Xp( f a) ≥ 0.
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This means that the system Xp( f a) = d f a(p)(Xp) < 0, ∀a = 1, ..., k has no solution
on TpN. By Lemma 1, there exists a vector u(p) = (u1(p), ..., uk(p)) ≥ 0 satisfying

u1(p) + . . . + uk(p) = 1 (hence, u(p) 6= 0) such that
k

∑
a=1

ua(p)d f a(p) = 0.

Let us prove that there are points p ∈ N satisfying condition C(p). In order to do so,
we assume first the opposite, meaning that, ∀p ∈ N, there is Xp ∈ TpN such that:

Xp( f a) < 0, ∀a = 1, ..., k.

Then, there is a neighborhood Vp of each point p ∈ N such that X̃(p)( f a)(q) <

0, ∀a = 1, ..., k, ∀q ∈ Vp, where X̃(p) is a vector field extending the tangent vector Xp on Vp.
Since N is a paracompact manifold, it follows that there exists a locally finite open cover
{Vpi | i ∈ J} of N and a corresponding partition of unity {ρi| i ∈ J}. Let X̃ = ∑i∈J ρiX̃(pi).
Then, X̃( f a)(p) < 0, ∀a = 1, ..., k, ∀p ∈ N, contradicting the hypotheses.

In conclusion, we define:

µa(p) =
{

ua(p), if p satisfies condition (C(p))
0, otherwise

It follows that
k

∑
a=1

µa(p)d f a(p) = 0, µa(p) ≥ 0, ∀a = 1, ..., k, ∀p ∈ N, µ 6= 0.

The necessary conditions for the constrained optimal control problem (P), (PF) rely
on the weak Lagrangian one-form:

η ∈ Λ1(W × Rn+m+1), η(x, ν, µ, λ) = λη(x)− νiω
i(x)− µaσa(x).

To simplify writing, we use the Einstein summation convention. The lower and upper

repetitive indices indicate that a summation is being performed (µaσa(x) =
m

∑
a=1

µaσa(x)).

If such an expression is defined and the index range is mentioned at the same time, then
we must understand that the sum no longer needs to be done (if we write µaσa = 0, ∀a =
1, ..., m, then there is no summation involved).

If the equality constraints are absent, then:

η ∈ Λ1(W × Rm+1), η(x, µ, λ) = λη(x)− µaσa(x).

Theorem 1 (Fritz–John maximum principle). If Γ∗ is an optimal solution for the constrained
optimal control problem (P), (PFI), then there exists an extended curve Γ∗ = {(x∗, µ∗, λ∗) ∈
W × Rm+1| x∗ ∈ Γ∗}, whose projection on W is Γ∗, satisfying:

(PFI) σa|Γ∗ ≤ 0, ∀a = 1, ..., m;

(C) µ∗a σa|Γ∗ = 0, ∀a = 1, ..., m;

(DF)


λ∗ ≥ 0,
µ∗a ≥ 0, ∀a = 1, ..., m;
(λ∗, µ∗) 6= 0,

;

(S) iUα dη|Γ∗ = 0, ∀α = 1, ..., s,
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where {Uα : α = 1, ..., s} is a smooth frame of the s-dimensional manifold W and iUα dη stands
for the differential of the one-form η subject to a contraction on the direction of the vector field Uα

via the interior product operator i : X (W)×Λ2(W)→ Λ1(W).
Here, (C) stands for complementary slackness, (DF) stands for dual feasibility, and (S)

denotes the stationarity condition.

Proof. Suppose Γ∗ is an optimal solution, and we define the so-called active constraint:

I∗ = {a ∈ {1, ..., m}| σa|Γ∗ = 0}.

We shall study two different situations.
Case I: We assume I∗ = ∅, and we choose λ∗ = 1, µ∗1 = ... = µ∗m = 0. Then, conditions

(C) and (DF) are identically satisfied, and the stationarity conditions are written as:

iUα dη|Γ∗ = 0, ∀α = 1, ..., s.

If X ∈ TΓ∗S1
x0x1

(W) is a feasible vector field along Γ∗, let γ be a smooth variation
induced by X. Since for each a = 1, ..., m, we have σa(γ̇0(t)) < 0, there is a δ small
enough such that σa(γ̇ε(t)) < 0 on [0, 1], for each ε with |ε| < δ. Hence, each curve
Γε = γε([0, 1]), |ε| < δ is feasible. Since Γ∗ was an optimal solution, it follows that ε = 0 is
the maximum point for the function ϕ(ε) = [η](Γε). Therefore:

0 =
d
dε

∣∣∣∣
ε=0

([η](Γε)) =
d
dε

∣∣∣∣
ε=0

(∫
Γε

η

)
=

d
dε

∣∣∣∣
ε=0

∫ 1

0
γ∗ε (η),

where γ∗ε denotes the pull-back operator. Let us use the notations ∂γε
∂t (t) = T̃(γε(t)),

∂γε
∂ε (t) = X̃(γε(t)), and T(γ0(t)) = T̃(γ0(t)) and assume that [X̃, T̃]|Γ∗ = 0. If X̃(η) is the

Lie derivative of the differential one-form η with respect to the vector field X̃, then:

d
dε

∣∣∣∣
ε=0

∫ 1

0
γ∗ε (η) =

d
dε

∣∣∣∣
ε=0

∫ 1

0
η(T̃)(γε(t))dt

=
∫ 1

0
X(η(T̃))(γ0(t))dt

=
∫ 1

0
[X̃(η)(T̃)(γ0(t))− η([X̃, T̃])(γ0(t))]dt

=
∫ 1

0
X̃(η)(T)(γ0(t))dt

=
∫ 1

0
γ∗0(X̃(η))

=
∫

Γ∗
X̃(η)

Since X is the restriction of X̃ along Γ∗, we obtain:

0 =
∫

Γ∗
X̃(η) =

∫
Γ∗
[iX̃dη + d(η(X̃))] =

∫
Γ∗
(iXdη) + η(X)

∣∣∣∣x1

x0

.

The properties of X ensure that the second term vanishes; therefore:

0 =
∫

Γ∗
(iXdη).

If {Uα : α = 1, ..., s} is a smooth frame, we obtain:

iUα dη|Γ∗ = 0, ∀α = 1, ..., s.
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Case II: Suppose now that I∗ 6= ∅, T ∈ XΓ∗(W) is a tangent vector field of the curve Γ∗

and T̃ ∈ X (W) is an extension of T. Then, for each feasible vector field X ∈ TΓ∗S1
x0x1

(W)
satisfying:

X(σa(T̃))(x∗) < 0, ∀a ∈ I∗, ∀x∗ ∈ Γ∗, (1)

we cannot have:
X(η(T̃))(x∗) > 0, ∀x∗ ∈ Γ∗. (2)

Indeed, let us suppose that X satisfies Relation (1). We consider a smooth variation,
and we next use the same notations as in Case I. Then, for each t ∈ [0, 1], we have:

σa(T̃)(γε(t)) = σa(T̃)(γ0(t)) + εX̃(σa(T̃))(γ0(t)) + εθ(ε, t)

= σa(T)(γ0(t)) + εX(σa(T̃))(γ0(t)) + εθ(ε, t)

= εX(σa(T̃))(γ0(t)) + εθ(ε, t), ∀a ∈ I∗,

where θ(ε, t) tends to zero as ε→ 0. If ε is small enough, then X(σa(T̃))(γ0(t)) + θ(ε, t) <
0, ∀t ∈ [0, 1], and it follows that σa(T̃)(γε(t)) < 0, that is σa|Γε < 0, ∀a ∈ I∗, for some
small ε. In conclusion, if ε is small enough, then Γε = γε([0, 1]) is a feasible curve.

Moreover, if X satisfies Relation (2), then:

d
dε

∣∣∣∣
ε=0

∫
Γε

η =
∫ 1

0
X(η(T̃))(γ0(t))dt > 0,

which contradicts the fact that Γ∗ is an optimal solution (realizes the maximum).
Therefore, by applying the foregoing Proposition 1, we conclude that there exist the

functions λ0, µa : [0, 1]→ R, a ∈ I∗ such that (λ0, µa) 6= 0, (λ0(t), µa(t)) ≥ 0, ∀t ∈ [0, 1] and:

λ0X(η(T̃))− ∑
a∈I∗

µaX(σa(T̃)) = 0.

In addition, let us also consider λ0(t) = µa(t) = 0, for each a 6∈ I∗ , for all t ∈ [0, 1].
If γε(t) = (γε(t), µ(t), λ(t)), we shall denote by Ỹ the vector field satisfying Ỹ(γε(t)) =
∂γε
∂t (t). Then, X(η(Ỹ)) = X(η(T̃)) and X(σa(Ỹ)) = X(σa(T̃)).

It follows:

X(η(Ỹ)) = λ0X(η(Ỹ))− µaX(σa(Ỹ)) = 0, ∀X ∈ XΓ∗(W), X(x0) = X(x1) = 0

and using the same arguments as for the proof in Case I, we find:

0 =
∫ 1

0
X(η(Ỹ))(γ(t))dt =

∫
Γ∗

X̃(η)

=
∫

Γ∗
iXdη + η(X)|x1

x0 =
∫

Γ∗
iXdη, ∀X ∈ XΓ∗(W).

In conclusion, iUα dη|Γ∗ = 0, ∀α = 1, ..., s.

Corollary 1 (Parametric Fritz–John maximum principle). If x∗ : [0, 1]→W is a positive ori-
ented parametrization of an optimal solution for the constrained optimal control problem (P), (PFI),
then there exists a momentum vector function (µ∗, λ∗) : [0, 1]→ Rm+1, such that:

(PFI) σa
α(x∗(t))ẋ∗α(t) ≤ 0, ∀t ∈ [0, 1], ∀a = 1, ..., m;

(C) µ∗a(t)σ
a
α(x∗(t))ẋ∗α(t) = 0, ∀t ∈ [0, 1], ∀a = 1, ..., m;

(DF) λ∗ ≥ 0, µ∗a ≥ 0, ∀a = 1, ..., m; (λ, µ) 6= 0;
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(S)
∂ηβ

∂xα
(x∗(t), µ∗(t), λ∗(t))ẋ∗β(t) =

d
dt
(ηα(x∗(t), µ∗(t), λ∗(t))),

∀α = 1, ..., s, ∀t ∈ [0, 1].

4. Optimal Control with Equality and Inequality Constraints

In the following, we are interested in giving an answer to the original problem (P),
(PFE), (PFI). A simple way to solve this problem is to transform it into some optimal
control problem constrained only by inequalities:

(P) max
Γ∈S1

x0x1 (W)
[η](Γ)

subject to:

(PFE1) ωi|Γ ≤ 0, i = 1, ..., n;

(PFE2) −ωi|Γ ≤ 0, i = 1, ..., n;

(PFI) σa|Γ ≤ 0, α = 1, ..., m,

Theorem 2 (Generalized Fritz–John maximum principle). If Γ∗ is an optimal solution for
the constrained optimal control problem (P), (PFE), (PFI), then there exists a curve Γ∗ =
{(x∗, ν∗, µ∗, λ∗) ∈W × Rn+m+1| x∗ ∈ Γ∗}, satisfying:

(PFE) ωi|Γ∗ = 0, ∀i = 1, ..., n;

(PFI) σa|Γ∗ ≤ 0, ∀a = 1, ..., m;

(C) µ∗a σa|Γ∗ = 0, ∀a = 1, ..., m;

(DF) λ∗ ≥ 0, µ∗a ≥ 0, ∀a = 1, ..., m; (ν∗, λ∗, µ∗) 6= 0;

(S) iUα dη|Γ∗ = 0, ∀α = 1, ..., s.

where:
η ∈ Λ1(W × Rn+m+1), η(x, ν, µ, λ) = λη(x)− νiω

i(x)− µaσa(x).

Proof. Let us consider:

η̃ ∈ Λ1(W × R2n+m+1), η̃(x, ν1, ν2, µ, λ) = λη(x)− (ν1
i − ν2

i )ω
i(x)− µaσa(x)

and for each z ∈ Rn,

η̃z ∈ Λ1(W × R2n+m+1), η̃z(x, ν1, ν2, µ, λ) = λη(x)− (ν1
i − ν2

i + zi)ω
i(x)− µaσa(x).

Applying the Fritz–John maximum principle for the inequality constrained problem
(P), (PFE1), (PFE2), (PFI), we conclude that there exists the curve:

Γ̃∗ = {(x∗, ν1∗, ν2∗, µ∗, λ∗) ∈W × R2n+m+1| x∗ ∈ Γ∗},
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satisfying:

(PFE1) ωi|Γ∗ ≤ 0, ∀i = 1, ..., n;

(PFE2) −ωi|Γ∗ ≤ 0, ∀i = 1, ..., n;

(PFI) σa|Γ∗ ≤ 0, ∀a = 1, ..., m;

(C′) µ∗a σa|Γ∗ ; (ν1∗
i − ν2∗

i )ωi|Γ∗ = 0, ∀i = 1, ..., n, ∀a = 1, ..., m;

(DF′) λ∗ ≥ 0, µ∗a ≥ 0, ∀a = 1, ..., m, ν1∗
i , ν2∗

i ≥ 0, ∀i = 1, ..., n;

(ν1∗, ν2∗, λ∗, µ∗) 6= 0;

(S′) iUα dη̃|Γ̃∗ = 0, ∀α = 1, ..., s.

Then, (PFE1) and (PFE2) determine the condition (PFE), and the complementary
slackness comes out from (C′). Moreover,

iUα dη̃z|Γ̃∗ = iUα dη̃|Γ̃∗ − zi iUα dωi
∣∣∣
Γ∗
)

and since ωi|Γ∗ = 0, we have:
iUα dωi

∣∣∣
Γ∗

= 0;

therefore:
iUα dη̃z|Γ̃∗ = 0.

We chose z∗ ∈ Rn such that:

(ν1∗ − ν2∗ − z∗, λ∗, µ∗) 6= 0

and ν∗ = ν1∗ − ν2∗ − z∗. Then, (x∗, ν∗, µ∗, λ∗) satisfies (DF) and:

iUα dη|Γ̄∗ = iUα dη̃z∗ |Γ̃∗ = 0.

Corollary 2 (Parametric generalized Fritz–John maximum principle). If x∗ : [0, 1]→W is a
positive oriented parametrization of an optimal solution for the constrained optimal control problem
(P), (PFE), (PFI), then there exists a momentum vector function (ν∗, µ∗, λ∗) : [0, 1]→ Rn+m+1,
such that:

(PFE) ωi
α(x∗(t))ẋ∗α(t) = 0, ∀i = 1, ..., n, ∀t ∈ [0, 1];

(PFI) σa
α(x∗(t))ẋ∗α(t) ≤ 0, ∀a = 1, ..., m, ∀t ∈ [0, 1];

(C) µ∗a(t)σ
a
α(x∗(t))ẋ∗α(t) = 0, ∀a = 1, ..., m, ∀t ∈ [0, 1];

(DF) λ∗ ≥ 0, µ∗a ≥ 0, ∀a = 1, ..., m; (ν∗, λ∗, µ∗) 6= 0;
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(S)
∂ηβ

∂xα
(x∗(t), ν∗(t), µ∗(t), λ∗(t))ẋ∗β(t) =

d
dt
(ηα(x∗(t), ν∗(t), µ∗(t), λ∗(t))),

∀α = 1, ..., s, ∀t ∈ [0, 1].

Remark 1. The same as in classical optimization with constraints, the solutions resulting from
the evaluation of Fritz–John’s necessary conditions are not necessarily the maximums for which we
are looking. They could be minimum curves or maximum curves, or just as well, they may not be
extremals. We call them critical curves. To decide what kind of optimization they perform (if this
really happens), we need an additional approach that formulates sufficient optimality conditions.
The example below emphasizes the way that Fritz–John’s necessary conditions are acting, resulting
in critical curves.

Example 1. We consider the necessary conditions for a curve running on the paraboloid Σ :
x2 + y2 = 2(z− 1) between the points p0 = (−1, 1, 2) and p1 = (1,−1, 2) to optimize the work
under the action of the force ~F = z~i + z~j.

This issue could be rephrased as:

max
Γ∈S1

p0 p1 (R
3)

∫
Γ

zdx + zdy

subject to:
(xdx + ydy− dz)|Γ = 0.

We identify η = zdx + zdy and ω = xdx + ydy− dz; hence, we compute:

η̄ = (νx + λz)dx + (νy + λz)dy− νdz.

From Corollary 2, we reach the stationary conditions:
νx′ = (νx + λz)′;
νy′ = (νy + λz)′;
λx′ + λy′ = −ν′,

that is: 
ν′x = −(λz)′;
ν′y = −(λz)′;
λ(x + y)′ = −ν′

By subtracting the first two equations, we find ν′(x − y) = 0; hence, we can analyze two
separate cases.

Case I. Assume that x = y. It follows that the optimal curve results as the intersection between
the plane x = y and the paraboloid x2 + y2 = 2(z− 1). A corresponding parametrization could be
chosen as:

γ(t) = (t, t, t2 + 1), t ∈ R.

Moreover, introducing this in the stationary conditions above, we find:{
ν′t = −λ′(t2 + 1)− 2λt;
2λ = −ν′.

It follows immediately that λ′ = 0, that is λ = A, with A being constant and A ≥ 0 (from
the dual feasibility condition). Moreover, we also have ν′ = −2A; hence, ν = −2At + B, B being
a real constant such that (A, B) 6= (0, 0).

Case II. If ν′ = 0, then ν = A and (λz)′ = 0. Since all the points of the paraboloid satisfy the

condition z 6= 0, it follows that λ =
B
z

, with A, B being real constants, B ≥ 0, (A, B) 6= (0, 0)
(from the dual feasibility condition). Introducing these in the last stationary condition, we find that
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(x + y)′ = 0, that is x + y = C. Therefore, the solutions are provided by the intersections between
the planes x + y = C and the paraboloid x2 + y2 = 2(z− 1). A corresponding parametrization in
this case could be:

γ(t) =
(

t, C− t, t2 − Ct + C2/2 + 1
)

, t ∈ R.

Furthermore, by asking for the solution to have the required endpoints, we find just one
possibility, meaning the critical curve:

γ∗(t) = (t,−t, t2 + 1), t ∈ [−1, 1],

corresponding to the optimal costates:

λ∗(t) =
B

t2 + 1
; ν∗(t) = A, A, B ∈ R, B ≥ 0, (A, B) 6= (0, 0).

5. Applications
5.1. Simple Curvilinear Optimization

Let [η] : S1
x0x1

(W) → R be a curvilinear functional. We try to solve the simple
optimization problem:

max
Γ∈S1

x0x1 (W)
[η](Γ).

In this particular case, Fritz–John’s maximum principle leads directly to the necessary condition:

i ∂
∂xα

dη
∣∣∣
Γ∗

= 0, ∀α = 1, ..., s.

Moreover, if W = R3 and η = ~F · d~r, then the necessary conditions for optimizing the
work done by the force ~F moving along the optimal curve Γ∗ become:

rot~F× ~T =~0,

where ~T is any tangent vector field of the curve. Eventually, this leads to the conclusion
that the optimal curve is a field line of rot~F.

5.2. Pfaffian Constrained Optimization

In the following, we consider an optimization problem, subject only to equality-type
restrictions (Pfaffian equations). Let [η] : S1

x0x1
(W) → R be a curvilinear functional,

ωi ∈ Λ1(W) and ci ∈ Λ1
∗(W), i = 1, ..., n. The optimization problem we want to solve is:

max
Γ∈S1

x0x1 (W)
[η](Γ) subject to ωi|Γ = ci|Γ.

The idea we use here is to replace the initial constraint problem with an unrestricted
one, by using the Lagrange multipliers method. We introduce some new variables νi,
and we consider a new curvilinear functional on S1

(x0,ν0)(x1,ν1)
(W ×Rn) defined as [η] =

[η + νi(ω
i − ci)].

Next, we prove that the solutions of the restricted problem are among the solutions of
the unrestricted one.

Proposition 2 (Existence of Lagrange multipliers). If Γ∗ is a critical curve for the curvilinear
functional [η], then there exists another curve Γ∗ = {(x∗, ν∗) ∈ W ×Rn| x∗ ∈ Γ∗}, which is a
critical curve for the unconstrained functional [η].

Proof. We introduce the Hamiltonian one-form:

(H) H(x, ν) = η(x) + νiω
i(x).
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Then, η(x, ν) = H(x, ν)− νici(x) and dη = dH − dνi ∧ ci, and:

i ∂
∂xα

dη = i ∂
∂xα

dH + ci
αdνi, ∀α = 1, ..., s,

i ∂
∂νi

dη = i ∂
∂νi

dH − ci, ∀i = 1, ..., n. (3)

Let Γ∗ be a critical point for [η]. We choose:

Γ∗ =
{
(x∗, ν∗)

∣∣∣ x∗ ∈ Γ∗, i ∂
∂xα

dH = −ci
αdνi

}
.

Then:

i ∂
∂xα

dη
∣∣∣
Γ∗

= 0, ∀α = 1, ..., s.

Moreover, dη = dη + dνi ∧ (ωi − ci), and it follows that:

i ∂
∂νi

dη

∣∣∣∣
Γ∗

= (ωi − ci)
∣∣∣
Γ∗

= 0, ∀i = 1, ..., n. (4)

In conclusion, Γ∗ defined above is a critical point for the curvilinear functional [η].
Combining Equations (3) and (4), we also obtain:

i ∂
∂νi

dH
∣∣∣∣
Γ∗

= ci
∣∣
Γ∗ , ∀i = 1, ..., n.

Corollary 3. Let Γ∗ be an optimal solution for the constraint optimization problem:

max
Γ∈S1

x0x1 (W)
[η](Γ) subject to ωi|Γ = ci|Γ.

Then, there exists a curve Γ∗ = {(x∗, ν∗) ∈ W ×Rn| x∗ ∈ Γ∗} ∈ S1
(x0,ν0)(x1,ν1)

(M× Rn)

such that the Hamiltonian one-form defined by (H) satisfies:

i ∂
∂xα

dH
∣∣∣
Γ∗

= − ci
αdνi

∣∣∣
Γ∗

, ∀α = 1, ..., s,

i ∂
∂νi

dH
∣∣∣∣
Γ∗

= ci
∣∣∣
Γ∗

, ∀i = 1, ..., n.

A particular type of constraint optimization problem is obtained when all the exact
forms ωi are on the vector space generated by (dx1, ..., dxk), k < s. Then, (x1, ..., xk) are
called state variables, and (xk+1, ..., xs) are called control variables and shall be denoted by
(u1, ..., us−k).

Corollary 4. If Γ∗ is a solution for the constraint optimization problem:

max
Γ∈S1

x0x1 (W)
[η](Γ) subject to ωi|Γ = ci|Γ, i = 1, ..., n

then there exists a curve Γ∗ = {(x∗, u∗, ν∗) ∈W×Rn| (x∗, u∗) ∈ Γ∗} such that the Hamiltonian
one-form defined by (H) satisfies:

i ∂
∂xα

dH
∣∣∣
Γ∗

= − ci
αdνi

∣∣∣
Γ∗

, ∀α = 1, ..., k,

i ∂
∂uσ

dH
∣∣∣
Γ∗

= 0, ∀σ = 1, ..., s− k,
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i ∂
∂νi

dH
∣∣∣∣
Γ∗

= ci
∣∣∣
Γ∗

, ∀i = 1, ..., n.

5.3. Optimal Control Problems

In the following, we derive the single-time Pontryagin maximum principle from the
Fritz–John PDE system. We are already familiarized with the single-time optimal control
problem (see [9,10]),

max
u(·)

[
J[u(·)] =

∫ t0

0
X(t, x(t), u(t))dt

]
subject to:

dxi

dt
(t) = Xi(t, x(t), u(t)), i = 1, ..., n,

x(t) ∈ X ⊂ Rn, u(t) ∈ U ⊂ Rr, t ∈ [0, t0], x(0) = x0, x(t0) = x1.

Let us also assume that the feasible control functions have fixed endpoints, i.e., u(0) =
u0, u(t0) = u1. In order to adapt this problem to the previous arguments, we consider both
the time variable t and the control variables uσ, σ = 1, ..., r as generalized state variables,
and we read the previous problem as:

max
Γ

∫
Γ

η

subject to:
ωi|Γ = 0, i = 1, ..., n,

where Γ = {(t, x(t), u(t)) : t ∈ [0, t0]}, η(t, x, u) = X(t, x, u)dt, and ωi(t, x, u) = dxi −
Xi(t, x, u)dt.

The Pontryagin maximum principle is obtained by applying the Fritz–John maximum
principle for equality constraints only, when considering the time variable as a parameter.

Theorem 3 (Pontryagin’s maximum principle). If (x∗, u∗) : [0, t0]→ X×U is a parametriza-
tion of an optimal (state,control)-solution for the optimal control problem, then there exists a
momentum vector function (λ∗, ν∗) : [0, t0]→ Rn+1, such that:

d
dt
(H(t, x∗(t), u∗(t), ν∗(t), λ∗(t))) =

∂H
∂t

(t, x∗(t), u∗(t), ν∗(t), λ∗(t)));

dx∗ i

dt
(t) =

∂H
∂νi

(t, x∗(t), u∗(t), ν∗(t), λ∗(t)), ∀i = 1, ..., n;

dν∗i
dt

(t) = −∂H
∂xi (t, x∗(t), u∗(t), ν∗(t), λ∗(t)), ∀i = 1, ..., n;

and:
∂H
∂uσ

(t, x∗(t), u∗(t), ν∗(t), λ∗(t)) = 0, σ = ∀1, ..., r,

where H(t, x, u, ν, λ) = λX(t, x, u) + νiXi(t, x, u) denotes the Hamiltonian.

Proof. If we denote x̃∗(t) = (t, x∗(t), u∗(t)), then Corollary 2 ensures the existence of the
vector function (λ∗, ν∗) : [0, 1]→ Rn+1 such that:

(PFE) ωi
α(t, x∗(t), u∗(t)) ˙̃x∗α(t) = 0, ∀i = 1, ..., n;

(DF) λ∗ ≥ 0, (λ∗, ν∗) 6= 0;
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(S)
∂ηβ

∂x̃α
(t, x∗(t), u∗(t), ν∗(t), λ∗(t)) ˙̃x∗β(t) =

d
dt
(ηα(t, x∗(t), u∗(t), ν∗(t), λ∗(t))),

∀α = 0, ..., n + r, ∀t ∈ [0, t0].

Since η = Hdt− νidxi, when evaluating (S) and (PFE) for each type of variable,

x̃α =


t, α = 0
xi, i = α, α = 1, ..., n
uσ, σ = α− n, α = n + 1, ..., n + k,

,

we obtain exactly the equations stated by the theorem.

6. Conclusions

This paper was motivated by the search for an invariant way to phrase constrained
optimization problems. When looking to classical single-time optimal control, we noticed
that the optimal states taken together provide a parametrization for an optimal curve (a
so-called optimal trajectory). This works fine in the euclidean setting, but it generates
concerns about global aspects when it comes to differential manifolds, where the use of
coordinates is a local matter. To avoid this type of problem, we took into account from the
beginning curvilinear-type state variables, making the curve the key element, instead of a
certain parametrization. Further, we properly introduced the cost functional as a curvilinear
integral where the running cost is ensured by a differential one-form. Differential one-
forms are also the main ingredients for the feasibility constraints. These are phrased as
inequalities or equalities involving the result of the one-forms acting on a tangent vector
field of the curve.

Theorem 1 (Fritz–John maximum principle) provides the necessary optimality con-
ditions, when the problem involves just inequality-type constraints. This outcome was
conveniently applied to find the optimum conditions in Theorem 2 (generalized Fritz–John
maximum principle), where both equality and inequality-type restrictions were assumed.
Although the main objective was to obtain invariant results, we cannot deny the value of
the parametric approach. The optimum conditions were written in local coordinates in the
corollaries that accompany the two main theorems.

A particularly important case was obtained when we considered only equality con-
straints (Pfaffian equations). An interesting approach that uses the Hamiltonian one-form
was revealed in Corollary 3. This problem is of great importance, generalizing the classical
optimal control problem, because the constraints in optimal control are particular Pfaffian
equations. From this point of view, Pontryagin’s maximum principle in Theorem 3 is a
direct consequence of the previous results.

However, we must point out that the resulting equations offer only the necessary
optimal conditions, not sufficient ones. Solving them leads to obtaining the so-called critical
points (in this case, critical curves). In order to check if these critical points really reach the
maximum, other tools are needed. The way of formulating in an invariant manner such
sufficient conditions is for the time being an open problem. Solving this problem will be
the next step of our study and will complete the approach initiated here.
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