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Abstract: The Third Generation Partnership Project (3GPP) and the International Telecommunication
Union (ITU) identified the technical requirements that the fifth generation of mobile communications
networks (5G) had to meet; within these parameters are the following: an improved data rate and a
greater number of users connected simultaneously. 5G uses non-orthogonal multiple access (NOMA)
to increase the number of simultaneously connected users, and by encoding data it is possible to
increase the spectral efficiency (SE). In this work, eight codewords are used to transmit three bits
simultaneously using Sparse Code Multiple Access (SCMA), and through singular value decompo-
sition (SVD) the Euclidean distance between constellation points is optimized. On the other hand,
applications of machine intelligence and machine intelligence in 5G and beyond communication
systems are still developing; in this sense, in this work we propose to use machine learning for
detecting and decoding the SCMA codewords using neural networks. This paper focuses on the
Use Case of enhanced mobile broadband (eMBB), where higher data rates are required, with a large
number of users connected and low mobility. The simulation results show that it is possible to
transmit three bits simultaneously with a low bit error rate (BER) using SVD-SCMA in the uplink
channel. Our simulation results were compared against recent methods that use spatial modulation
(SM) and antenna arrays in order to increase spectral efficiency. In adverse Signal-to-Noise Ratio
(SNR), our proposal performs better than SM, and antenna arrays are not needed for transmission
or reception.

Keywords: 5G; enhanced mobile broadband (eMBB); neural networks; non-orthogonal multiple
access (NOMA); supervised learning; sparse code multiple access (SCMA); singular value decompo-
sition (SVD); uplink channel biointerfaces

1. Introduction

The requirements and the specific needs that should be met by a fifth generation (5G)
mobile communication system were initially collected by the Third Generation Partnership
Project (3GPP) in [1], and more than seventy Use Cases were identified and compiled
them into five main categories, which are: Enhanced Mobile Broadband (eMBB), Mas-
sive Machine Communications/mIoT Massive Internet of Things (mMTC/mIoT), Critical
Communications/Ultra Reliable Low Latency Communications (CriC/URLLC), Enhanced
Vehicle-to-Everything (eV2X), and the final category is Network Operation NEO. The eMBB
category is oriented to give access to content, services and multimedia data to the human
being. This category includes, in the first instance, hotspots, characterized by having
high user density, high capacity and low user mobility. In the second instance, it gives
broad coverage to users with medium to high speeds and an improved transmission data
rate. This work is oriented to eMBB where a high user density, low mobility and high
transmission rates are required, that as a result is an improved spectral efficiency.

In conventional Orthogonal Multiple Access (OMA) schemes, used in 4G, users oc-
cupy radio resources that are orthogonal in time, frequency or code. Ideally, there is no
interference between multiple users due to orthogonal resource allocation in OMA, so
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simple single-user detection can be used to separate signals from different users. Theo-
retically, it is known that OMA does not achieve the maximum joint transmission rate in
multiuser wireless systems [2]; in addition, in conventional OMA schemes, the maximum
number of users is limited by the total number and the granularity of orthogonal resources.
For fifth generation communication systems (5G) and beyond, Non-Orthogonal Multiple
Access (NOMA) is used, which improves the performance of OMA systems. NOMA allows
controllable interference by allocating non-orthogonal resources with increasing receiver
complexity. Compared to OMA, the main advantages of NOMA include improving spectral
efficiency and connecting a greater number of users, among others.

There are different NOMA access techniques, among which is Sparse Code Multiple
Access (SCMA) [3,4], which directly encodes user data into multidimensional codewords
using low-density codebooks. With this method, each user is assigned to a different
codebook and the data within is used to map the user’s bits directly to a low-density
vector (sparse vector) called a codeword [5–7]. Each vector contains the zero value in
the same two dimensions of all its elements, and the position of the zeros is determined
randomly to prevent collisions between users [8–10]. There are different methods to
design SCMA codebooks [5–10]; in [11], we proposed using Singular Value decomposition
(SVD) to improve signal detection and decoding even under adverse electromagnetic
propagation conditions.

Originally, SCMA transmits two bits on the uplink using one transmitting antenna
and one receiving antenna. Once with SVD-SCMA the distances between the codewords
are optimized, the next challenge is to increase the spectral efficiency by transmitting more
bits simultaneously. Recently, spatial modulation [12,13] has been used to improve the
SE in NOMA systems [14–16]. SM increases the SE by allocating part of the input data
stream (spatial symbol), to activate an antenna to transmit the modulation symbol. Another
approach is to increase the number of bits that are encoded per codewords, which makes
it more difficult to detect and decode signals at the receiver. Considering the traditional
SCMA approach of six users, four radio carriers, and two bits encoded in four codewords,
where each carrier carries data from three users and each user sends its information on
two carriers, each pair of bits can be represented by up to 16 different combinations. If the
number of bits to encode is increased to three, then each bit triplet could be represented by
up to 64 combinations, producing a total IQ constellation of 512 different points to transmit
3 bits simultaneously.

On the receiver side [17–20], to detect and decode the SCMA codewords, two tech-
niques are mainly used, on the one hand Message Passing Algorithm (MPA) and maximum
likelihood (ML), and on the other hand the minimum Euclidean distance method is used.
In [11], the authors proposed using a neural network-based receiver, using supervised
learning for the detection and decoding of SCMA signals.

Finally, we can mention that the authors in [14,15] are using multiple antennas and
spatial modulation to increase spectral efficiency. In [11] we showed that SVD creates
codebooks with better performance than its predecessors; the motivation for this work
is to demonstrate that it is possible to increase spectral efficiency by maintaining the
configuration of one transmitting antenna and one receiving antenna, taking up and
expanding the application of SVD to the design and construction of NOMA codebooks for
communications systems beyond 5G.

2. Related Work and Contributions

This work is part of an ongoing project. In [11] it was proposed to use SVD for the
design and construction of SCMA codebooks; later it was proposed in [21,22] to use neural
networks in the receiver to improve performance in the detection and decoding of SCMA
codewords, even under adverse SNR conditions. In this work, the scope of SVD-SCMA is
expanded, showing that it is possible to increase spectral efficiency. The performance of
the method proposed in this work was compared with recent proposals that use spatial
modulation and antenna arrays to increase spectral efficiency.
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SVD-SCMA produces codebooks with an optimal distance between the points of
the codeword, which improves bit error rate (BER). In the works described in [5–11],
four codewords (M = 4), are encoded into two bits. The authors in [14–16] proposed to
use SM-SCMA to increase SE. In SM-SCMA, the information of each user is divided in
two parts; one part is used to select the active transmitting antenna and the other part is
directly assigned to an SCMA codeword according to each user’s codebook. Detection
and decoding at the receiver estimates both spatial and modulated symbols by performing
an exhaustive search or by using one of the low-complexity decoding algorithms. These
systems can transmit three bits at a time: a 2-bit spatial symbol and 1-bit modulated symbol,
using more than one antenna. In [16], the authors proposed Rotational Generalized Spatial
Modulation (RGSM-SCMA), achieving an SE and BER similar to SM-SCMA using a lower
number of antennas by activating more than one antenna at a time. In this work, we
propose three-bit encoding using a combination of Singular Value Decomposition SCMA
(SVD-SCMA) [11] with an 8-APSK constellation. The SVD-SCMA performance is compared
to the phase rotation method [5–7], SM-SCMA and RGSM-SCMA [16]. For the detection
and decoding of SM-SCMA and RGSM-SCMA, MPA was used while for SVD-SCMA a
receptor based on neural networks was implemented. The results of this work show that it
is possible to increase the spectral efficiency of the uplink with a lower BER using only one
transmitting antenna and one receiving antenna.

This work is organized as follows: In the next section the method to design the SVD-
SCMA codebooks is described; later, the receiver used in this work is addressed, which
is based on neural networks, as well as the training stage of the neural network. Next,
the results of this work are shown. First, the results of the training stage of the neural
network are described and later on the BER performance compared with SM-SCMA and
RGSM-SCMA. Finally, the conclusions are described, and the final considerations of this
work are discussed, as well as possible extensions of it.

3. System Model and Problem Formulation

This work starts with the assumption that it is possible to use eight codewords
(M = 8) to encode three bits using 8-APSK modulation [23] (Amplitude and phase-shift
keying), which is defined by Equation (1):

X =



r1ei(ϕ1+
2π
n1

k)
∣∣∣∣ k = 0, 1, . . . n1 − 1

r2ei(ϕ2+
2π
n2

k)
∣∣∣∣ k = 0, 1, . . . n2 − 1

...

rNei(ϕN+ 2π
nN

k)
∣∣∣∣ k = 0, 1, . . . nN − 1

(1)

where N is the number of concentric rings (N = 2), n the number of points per ring
(n1 = n2 = 4), r is the radius of the circle, (r1 = 1.41, r2 = 4.24), and ϕ is the offset angle
(ϕ1 = ϕ2 = π

4 = 45◦), which leads a constellation of eight symbols. Based on [16], to
build the codebooks the following technical considerations and constrains are applied:
there will always be more users than radio resources, four radio subcarriers (SC) are
used (K = 4), six users (J = 6), two code dimensions (N = 2), three users sharing the
same subcarrier (d f = 3) and each user uses two subcarriers to transmit their information
(dv = 2), codebooks are an array of 4 × 4, where the elements of two rows are zeros.
The factor graph (FG) defines which subcarriers are using each user, which in its matrix
representation is given by Equation (2).
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0
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where ϕ is the rotation angle for different users, obtained from Equation (3):

ϕu = (u− 1)
2π

Md f
+ eu

2π

M
, ∀ u = 1, . . . d f (3)

According to [16], the SCMA codebooks are obtained from Equation (4):

Xj = Vj∆jV∗SVD,
∣∣ j = 1, 2, . . . J (4)

Xj are the codebooks for J − users, ∆j is a rotation operator, which is defined by
Equation (5) and (6):

∆j = diag
(

f j
)
= f j,

∣∣ j = 1, 2, . . . , 6. (5)

∆1 =

[
ϕ1 0
0 ϕ2

]
∆4 =

[
ϕ3 0
0 ϕ1

] ∆2 =

[
ϕ2 0
0 ϕ3

]
∆5 =

[
ϕ3 0
0 ϕ2

] ∆3 =

[
ϕ2 0
0 ϕ1

]
∆6 =

[
ϕ1 0
0 ϕ3

] (6)

Vj is a dispersion matrix for each user which contains K− N rows with zero value, is given
by Equation (7):

V1 =


10
01
00
00

V2 =


00
00
10
01

V3 =


10
00
01
00

V4 =


00
10
00
01

V5 =


10
00
00
01

V6 =


00
10
01
00

 (7)

To calculate V∗SVD, we start calculating the mother constellation (MC), the first vector
(S1) of the mother constellation is given by Equation (8):

S11 = 1 + 1i, S12 = −1 + 1i, S13 = −1− 1i, S14 = 1− 1i
S15 = 3 + 3i, S16 = −3 + 3i, S17 = −3− 3i, S18 = 3− 3i

(8)

The second dimension S2 is the result of multiplying UNS1, where UN = diag
(
1eiθl−1

)
∈ CN × M and θl−1 = (l−1)π

M N , l = 1, . . . , N, so that MC is given by Equation (9):

MC = (S1, S2)
T =

[
s11
s21

s12
s22

. . .

. . .
s18
s28

]
(9)

SVD is applied to the matrix defined in Equation (9), as shown in Equation (10):

MSVD = SVD(MC) = Un×pΣp×pV∗m×p (10)

U and V∗ are orthonormal, which results in an optimal Euclidean distance between
each point, that is fundamental to define the final constellation of SCMA. V∗SVD; which
is a matrix of 2× 8 similar to Mc, with the difference that V∗SVD is a set of orthonormal
eigenvectors. Xj is a matrix of 4× 8 that represents the six codebooks (J = 6), where the
rows represent the subcarriers and the columns the eight codewords; two rows are zero
according to the scatter matrix Vj. The works shown in [4–11] encoded two user bits in
SCMA codewords, and the distance between adjacent points in the mother constellation
is fundamental for the detection and decoding of the codewords. In this work, unlike its
predecessors, each SCMA codeword represents three bits, producing an IQ constellation
with closest adjacent points; Figure 1 shows the spacing between points of the constellation
using SVD and phase rotation methods.
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Figure 1. Minimum distance between points of the mother constellation.

According to Figure 1a, the distance ratio between adjacent points of the SVD con-
stellation is 0.474

0.158 = 3, while from Figure 1b it is observed that the distance ratio in the
constellation by phase rotation is 0.788

0.427 = 1.84. When SVD is applied to the mother constel-
lation, the resulting matrixes are orthogonal with orthonormal vectors, which produces
constellations with improved distance between adjacent points. According to the FG
showed in (2), the SC1 carries data of the Users 1, 3 and 5; each three-bit codeword could
be represented by 64 possible combinations, since each codeword (three bits) of User 1
could be combined with the eight possible values of User 3 and the eight possible values of
User 5, with the result that eight codewords for each user could be represented by up to
512 combinations. The IQ constellation is shown in Figure 2.
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4. SCMA Receiver

At the receiver, the detection and decoding of the SCMA codewords are directly
dependent on the design of the codebooks and channel noise. In [4–10], MPA and minimum
Euclidean distance are used for detection and decoding. In [11] and [21], supervised
learning using neural networks is used for uplink detection and decoding with four
codewords (two bits). In this work a neural network was used as shown in Figure 2.
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The resource allocation shown in Equation (2), defines which subcarrier each user
uses to send their data. From Figure 3, it is observed that User 1 will use SC 1 and SC 2
(solid lines).
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The codebook resulting from Equation (10) is given by Equation (11), where it is also
observed that only the first two rows are occupied with the data of each codeword.

−0.34 + 0.34j − 0.11 + 0.11j 0.11− 0.11j 0.34− 0.34j 0.34 + 0.34j 0.11 + 0.11j − 0.11− 0.11j − 0.34− 0.34j
−0.01− 0.16j 0.03 + 0.47j − 0.03− 0.47j 0.01 + 0.16j − 0.16 + 0.01j 0.47− 0.03j − 0.47 + 0.03j 0.16− 0.01j

0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j
0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j 0 + 0.j

 (11)

The data in each codebook represent the neural network inputs in the receiver. The
configuration of the neural network used in this work is shown in Table 1.

Table 1. Neural network configuration parameters.

Inputs 4 (Subcarriers)

Outputs 8 (3 bits)
Dense hidden layers 7 (1024, 1024, 512, 256, 128, 64 and 32 neurons)

Optimization algorithm Adaptive Moment Estimation (Adam) [24]
Batch size 50

Validation interval 0.08
β1 0.9
β2 0.999

learning rate (lr) 0.002
Activation function Relu (except for the last layer where SOFTMAX was used)

It is assumed that the base station knows the codebooks of all users and the resource
allocation given by Equation (2). The precision of the neural network depends on the
training phase. The training data set is dependent on number of codewords (M), users per
subcarrier (d f ) and SNR range, as shown in Equation (12).

dataset = Md f × SNR(range) (12)

Configuration parameters of the training stage are shown in Table 2.
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Table 2. Configuration parameters of the training stage.

Codewords (M) 8

Users per subcarrier (d f ) 3
SNR range From −20 dB up to +20 dB

Channel Rayleigh fading channel
Total training data set 50 times the data set shown in Equation (12)

Iterations 100

Figure 4 shows the neural network learning precision for the SVD and phase rotation
methods. The neural network with SVD-SCMA reached an accuracy of 93.96%, while
SCMA by phase rotation had 94.71%.
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5. Computational Complexity Analysis

In general terms, the computational complexity for detection and decoding in the
receiver depends on the number of transmitted bits (b) and the number of users per
subcarrier (d f ); the complexity of both SM-SCMA and RGSM-SCMA [16] is given by

O
(

2bd f
)

. If multiple antennas (NT), are used, the complexity increases to
(

NT)2O
(

2bd f
)

.
On the other hand, the computational complexity of neural networks [25–27] that use
backpropagation is defined in general terms as O

(
n5) assuming that we have square

matrices and that we have the same number of neurons for each hidden layer of the
neural network, so the above expression could be expanded to O

(
n3 ×Wji × epochs

)
,

where Wji is the matrix of the activation function from layer i to the layer j and epochs is a
hyperparameter of gradient descent that controls the number of complete passes through
the training dataset. One way of making algorithms run faster is by using parallel execution,
for example, running the matrix operations using Graphics Processing Unit (GPU).

GPUs are specifically designed to run many matrix operations in parallel since 3D
geometry and animation can be expressed as a series of linear transformations. This is also
why we usually train neural networks on GPUs. Since neural network resides in the Base
station, it would be easier to deploy GPU in the receiver circuit.

6. Simulation Results and Discussion

Once the neural network was trained, the receiver performance was verified using
ten million of new random bit triplets with different SNRs (from −20 dB to +20 dB), and a
Rayleigh fading channel was considered between the transmitter and the receiver. Figure 5
shows the precision in the predictions for SVD-SCMA and phase rotation.
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To achieve 98% accuracy, SVD-SCMA requires an SNR of +5 dB, while phase rotation
requires an SNR of +8 dB. Figure 4 shows that SVD-SCMA performs better under adverse
SNR conditions (between −15 and +8 dB).

Figure 6 shows the BER performance comparison for SVD-SCMA and phase rotation;
additionally, the SVD-SCMA performance using MPA (red line) is shown. It can be seen,
from Figure 6, that SVD-SCMA has a better performance under adverse noise conditions
(between −15 dB and +8 dB SNR); to achieve 2% errors, SVD-SCMA needs a SNR equal to
+5 dB while phase rotation requires +8 dB. For SNRs close to +20 dB, both methods have a
similar performance. On the other hand, it is appreciated that MPA begins to decode from
an SNR of +3 dB; this is due to the high complexity of the IQ constellation since it could
exist up to 512 different values.
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SVD-SCMA and phase rotation methods rely on the design of codebooks using only
one transmitting antenna and one receiving antenna. On the other hand, the authors
in [14–16] improved the spectral efficiency using SM and MIMO SCMA, which requires
multiple antennas for the transmission and reception of the signals. In these methods the
user bit stream is divided into two parts; one of them selects the antenna and the other part
is mapped to codewords. Figure 7 shows the comparison of the method proposed in this
work (SVD-SCMA) and the results shown in [16] for SM-SCMA and RGSM-SCMA using
different numbers of antennas.
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As shown in this figure, SVD-SCMA performs better than SM-SCMA and RGSM-
SCMA with one and two receiving antennas. In the range from 0 to +9 dB, SVD-SCMA has
a better performance than SM-SCMA and RGSM-SCMA, and for better channel conditions
(above 8 dB SNR) the methods with four antennas have a better BER. It should be noted
that SVD-SCMA uses a neural network-based receiver while SM-SCMA and RGSM-SCMA
use MPA and ML for signal decoding.

7. Conclusions

In this paper we propose SVD-SCMA in conjunction with 8-APSK to improve the
spectral efficiency of the uplink in 5G systems. The results show that SVD-SCMA has
better BER with adverse SNR conditions (<8 dB) than algorithms using SM and MIMO
for signal transmission. SVD-SCMA uses only one transmitting and receiving antenna,
whereas previous works required antenna arrays with multiple radiating elements. The
performance of the neural network receiver could be improved by modifying Adam [24,28]
with a long-term memory of the gradients used to update the parameters of the neural
network adaptively.

The central hypothesis of this work is to increase the spectral efficiency (up to three bits)
of the uplink through the design of codebooks (SVD-SCMA) and keeping the configuration
of one transmitting and one receiving antenna. Preliminary tests that we have carried out
show that with this configuration so far, it is not possible to increase the spectral efficiency
to four bits, so the next step in this research is to use SVD-SCMA to encode three bits and
use SM or MIMO to transmit more bits in the spatial plane and thus increase the number of
bits transmitted simultaneously as well as using GPU to optimize receiver array operations.
Combining SVD-SCMA in conjunction with SM/MIMO could increase spectral efficiency
to more than 3 bits, resulting in a higher transmission rate for the eMBB segment of 5G
communication systems and beyond.
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