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Abstract: This research study investigates the issue of finite-time passivity analysis of neutral-type
neural networks with mixed time-varying delays. The time-varying delays are distributed, discrete
and neutral in that the upper bounds for the delays are available. We are investigating the creation
of sufficient conditions for finite boundness, finite-time stability and finite-time passivity, which
has never been performed before. First, we create a new Lyapunov-Krasovskii functional, Peng—
Park’s integral inequality, descriptor model transformation and zero equation use, and then we
use Wirtinger’s integral inequality technique. New finite-time stability necessary conditions are
constructed in terms of linear matrix inequalities in order to guarantee finite-time stability for the
system. Finally, numerical examples are presented to demonstrate the result’s effectiveness. Moreover,
our proposed criteria are less conservative than prior studies in terms of larger time-delay bounds.

Keywords: neural networks; finite-time passivity; linear matrix inequality; distributed delay;
neutral system

1. Introduction

Neural networks have been intensively explored in recent decades due to their vast
range of applications in a variety of fields, including signal processing, associative memo-
ries, learning ability and so on [1-10]. In the study of real systems, time-delay phenomena
are unavoidable. Many interesting neural networks, such as Hopfield neural networks,
cellular neural networks, Cohen-Grossberg neural networks and bidirectional associative
memory neural networks frequently exhibit time delays. In addition, time delays are well
recognized as a source of instability and poor performance [11]. Accordingly, stability
analysis of delayed neural networks has become a topic of significant theoretical and
practical relevance (see [12-15]), and many important discoveries have been reported on
this subject. In recent years, T-S fuzzy delayed neural networks with Markovian jumping
parameters using sampled-data control have been presented by Syed Ali et al. [16]. The
global stability analysis of fractional-order fuzzy BAM neural networks with time delay
and impulsive effects was considered in [17].

Furthermore, conventional neural network models are often unable to accurately
represent the qualities of a neural reaction process due to the complex dynamic features
of neural cells in the real world. It is only natural for systems to store information about
the derivative of a previous state in order to better characterize and analyze the dynamics
of such complicated brain responses. Neutral neural networks and neutral-type neural
networks are the names given to this new type of neural network. Several academics [18-23]
have studied neutral-type neural networks with time-varying delays in recent years. In
2018 [24], the authors investigated improved results on passivity analysis of neutral-type
neural networks with mixed time-varying delays. In particular, a type of time-varying
delay known as distributed delay occurs in networked-based systems and has received a
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lot of academic interest because of its significance in digital control systems [25]. Then, this

system has all three types of delays: discrete delay, neutral delay and distributed delay. As

a result, the neutral delay in neural networks has recently been reported, as well as some

stability analysis results for neutral-type neural networks with mixed time-varying delays.

The passive theory [26] is a useful tool for analyzing system stability, and it can
deal with systems based solely on the input-output dynamics” general features. The
passive theory has been used in engineering applications such as in high-integrity and
safety-critical systems. Krasovskii and Lidskii proposed this family of linear systems in
1961 [27]. Researchers have been looking at the passivity of neural networks with delays
since then. Many studies have been performed on stability in recent years, including
Lyapunov stability, asymptotic stability, uniform stability, eventually uniformly bounded
stability and exponential stability, all of which are concerned with the behavior of systems
over an indefinite time span. Most actual neural systems, on the other hand, only operate
over finite-time intervals. Finite-time passivity is obviously vital and vital for investigating
finite-time stabilization of neural networks as a useful tool for analyzing system stability.

This topic has piqued the curiosity of researchers [28-35]. They deal with by Jensen'’s
and Coppel’s inequality in [28], which is concerned with the problem of finite-time stability
of continuous time delay systems. The authors used an unique control protocol based on
the Lyapunov theory and inequality technology to examine the finite-time stabilization of
delayed neural networks in [29]. Rajavel et al. [30] solves the problem of finite-time non-
fragile passivity control for neural networks with time-varying delay using the Lyapunov-
Krasovskii functional technique. Researchers used a new Lyapunov—Krasovskii function
with triple and four integral terms to examine finite-time passive filtering for a class of
neutral time-delayed systems in [31]. The free-weighting matrix approach and Wirtinger’s
double integral inequality were used to demonstrate finite-time stability of neutral-type
neural networks with random time-varying delays in [32]. Syed Ali et al. [33] studied
finite-time passivity for neutral-type neural networks with time-varying delays using the
auxiliary integral inequality. Ali et al. [34] explored popular topics including the finite-time
He boundedness of discrete-time neural networks and norm-bounded disturbances with
time-varying delay. In 2021, Phanlert et al. [35] has been researching a finite-time non-
neutral system. Based on the above research, there are many different methods for stability
analysis. Our research will make stability stronger. However, no results on finite-time
passivity analysis of neutral-type neural networks with mixed time-varying delays latency
have been reported to the best of the authors” knowledge. This is the driving force behind
our current investigation.

As a result of the foregoing, we investigate three types of finite passivity in neural
networks and provide matching criteria for judging network properties using Lyapunov
functional theory and inequality technology. The following are the primary contributions
of this paper:

(i) We examine a system with mixed time-varying delays in this study. Furthermore,
because time-varying delays are distributed, discrete and neutral, the upper bounds
for the delays are known.

(i) We then used the theorems to derive finite-time boundedness, finite-stability and
finite-time passivity requirements.

(iii) By using Peng-integral Park’s inequality, model transformation, zero equation and
subsequently Wirtinger-based integral inequality approach, some of the simplest
LMI-based criteria have been developed.

(iv) Several cases have been examined to ensure that the primary theorem and its corollar-
ies are accurate.

The following is a breakdown of the paper’s structure. Section 2 introduces the
network under consideration and offers some definitions, propositions and lemmas. In
Section 3, three types of finite-time passivity of the neural network are introduced, and
finite-time stability is achieved. In Section 4, several useful outcomes are observed. In
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Section 4, five numerical examples are presented to demonstrate the usefulness of our
proposed results. Finally, in Section 5, we bring this study to a close.

2. Preliminaries

We begin by explaining various notations and lemmas that will be used throughout
the study. R denotes the set of all real numbers; R" denotes the n-dimensional space; R"*"
denotes the set of all m x 1 real matrices ; AT denotes the transpose of the matrix A; A
is symmetric if A = AT; A(A) denotes the set of all eigenvalues of A; and Ayay(A) and
Amin(A) represent the maximum and minimum eigenvalues of the matrix A, respectively.
* represents the elements below the main diagonal of the symmetric matrices; diag{.}
stands for the diagonal matrix.

Consider the study of finite-time passivity analysis of neutral-type neural networks
with mixed time-varying delays of the following form:

§(H) = Gel(t—7(t) = —AL(H) +Gpf(E(H) + Gaf (G(t — p(t))) + Hr(t)
+Ge ftt_p(t)f(g(s) ds, 1)
z(t) = Gif(E(t)) + Gox(t), t€RT
gty = o), t € [-h0],

where &(t) = [£1(t), &(t), ..., &n(t)]T € R" is the neural state vector, z(t) is the output
vector of neuron network, and x(t) is the exogenous disturbance input vector belongs
to L5[0,00). A = diag{ay,ay,...,a,} > 01is a diagonal matrix witha; > 0,i = 1,2,...,n.
Matrices Gy, G; and G, are the interconnection matrices representing the weight coeffi-
cients of the neurons. Matrices G1, G», H and G, are known real constant matrices with
appropriate dimensions. f(&(t)) = [f1(¢1(t)), f2(&2(t)), - - ., fu(En(t))]T € R is the neuron
activation function, and ¢(t) € C[[—h, 0], R"] denotes the initial function. u(t) is the dis-
crete time-varying delay, p(t) is the distributed time-varying delay, 7(t) is neutral delay
and h = max{up, pm, TM}-

The variables p(t), p(t) and T(t) represent the mixed delays of the model in (1)
and satisfy the following:

0<pu(t) <wum O0=Zp(t)<pug
0<p(t)<pm 0=p(t) < pa, ()
0< T(t) S ™, 0 S T(t) S T4,

where yip, 14, pM, P4, Tv and T, are positive real constants.

Assumtion 1. The activation function f is continuous and the exist real constants F. and F;"
such that the following is the case:

Flf < M < Fi+l (3)
1 —C2

forall c1 # ¢y, and f; = [f1, fa, - -, fu) foranyi € {1,2,...,n} satisfies f;(0) = 0. For the sake

of presentation convenience, in the following, we denote Fy = diag(F, F,",F, E,\,..., F, E) and
-+t p—4pt -

B = diag(1ytt, 2y, Fghn)

yooe e

Assumtion 2. In the case of a positive parameter 6, k(t) is a time-varying external disturbance
that satisfies the following.

Anﬂﬂnmmza 5> 0. @)
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Definition 1 ((Finite-time boundedness) [36,37]). For a positive constant of T, system (1) is
finite-time bounded with respect to (g1, g2, Ty, P1, ) if there exist constants go > g1 > 0
such that the following is the case:

sup  {¢T(to)P1&(to), &' (t0)Pig(to)} > &1 = &7 (HP1E(t) > go, fort € [0, Ty,

—um<tp<0

for a given positive constant Ty, and Py is a positive definite matrix.

Definition 2 ((Finite-time stability) [36,37]). System (1) with x(t) = 0 is said to be finite-time
stable with respect to (g1, g2, Tf, Py) if there exist constants go > g1 > 0 such that the following
is the case:

sup  {¢"(to)P1&(to), &' (to)Pié(to)} > g1 = &7 (HP1E(t) > go, fort € [0, Ty,

—um<tp<0

for a given positive constant Ty, and Py is a positive definite matrix.

Definition 3 ((Finite-time passivity) [37]). System (1) is said to be a finite-time passive with
with a prescribed dissipation performance level v > 0, if the following relations hold:

(a)  For any external disturbances «(t), system (1) is finite-time bounded;
(b)  For a given positive scalar v > 0, the following relationship holds under a zero initial

condition.
Tf T Tf T
/ x (t)z(t)dthy/ KT (1)K (F)dt
0 0

Lemma 1 ((Jensen's Inequality) [38]). For each positive definite symmetric matrix P;, positive
real constant yyy and vector function ¢ : [—up, 0] — R such that the following integral is well
defined, then the following is obtained.

_VM/ T(s+H)Prg(s + t)ds < — (/O é(s+t)ds)TP7(/0

—HMm —HMm

E(s+ t)ds).

Lemma 2 ((Wirtinger-based integral inequality) [39]). For any matrix Py > 0, the following
inequality holds for all continuously differentiable function & : [, B] — R"

—4P;p 2P,  6Ppp
K,
* * —12P12

—(B—w) /f ET(s)Pppé(s)ds < KT! * —4P;; 6Py

where x = [¢T(B), &T(a), ﬁ%,x ff &T(s)ds]™.

Lemma 3 ((Peng-Park’s integral inequality) [40,41]). For any matrix of the following:
P13 S
{ *  Pr3
[—um, 0] — R" is a vector function that verifies the integrations in question are correctly specified.

We then have the following:

] >0, 0 < u(t) < wp is satisfied by positive constants uyy and pu(t), and & :

—P13 P13 —-S S
—‘MM/ P13€ )dS < TT * —2P13 + S+ ST P13 —-S5|Y,
*m * * —P13

* —2P13+S+ST P13—S .
ES * —P13

where ¥ = [ZT(t), ¢T(t—p(t), &7 (t—pwm)]" and © =

—Pi3 Pi3—-S§ S ]
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Lemma 4 ([42]). The following inequality applies to a positive matrix Py

/ / &7 (1) Py (u)duds < — / / u)duds Pm / / u)duds).

Lemma 5 ([43]). Ps € R™™" is a constant symmetric positive definite matrix. For any constant
symmetric positive definite matrix Ps € R™", u(t) is a discrete time-varying delay with (2),
vector function & : [—pp, 0] — R™ such that the integrations concerned are well defined, then the
following is the case.

o [ Enes < - [ e [ e

—u(t) —u(t)

—/ﬂl(t) &l (s)dsPs /y(t)g‘(s)ds.

—HM —HM

Lemma 6 ([43]). For any constant matrices Ry, Rg, Rg € R**",R7 >0, Rg > 0, {117 1;8} >
9

0, 1u(t) is a discrete time-varying delay with (2) and vector function & : [—pupy, 0] — R such that
the following integration is well defined:

[ 0] [ RIS <y

where YT = [e(t) &(t—p(t) &(t—pm) [\, Ee)ds [0 g(s)ds).

—Ry R 0 -RI ©
* —Rg—RI Ry Rl -—RI
and the following is the case I = | * —Re O R}
* * * —Ry 0
* * * * —Ry

Lemma 7 ([43]). Let &(t) € R" be a vector-valued function with first-order continuous-derivative
entries. For any constant matrices Ps, M; € R™*", then the following integral inequality holds, i =
1,2,...,5and u(t) is a discrete time-varying delay with (2):

; My + M] ~M1T + M, 0
~ [ @epdds < TT| s B+ M- K- N N+ M| T
M * % My — M%"

[ 40 ] [P5 M 1\212]
whereT = |&(t—u(t))|, | * Mz My| >0.
C(t—]«lM) * * ]\715

Lemma 8 ([44]). For a positive definite matrix P, Py > 0 and any continuously differentiable
function ¢ : [a, b] — R", the following inequality holds:

%@{ @, +

5
- 00,

b .
/ &7 (s)Psé(s)ds > %@{Pg@l—i- -
: -

b
b rb . .
/ / &7 (s)Psé(s)dsdu > 201 Py@, + 401 P,@s + 607 POy,
a u
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where the following is the case.
©1 = ¢(a)—¢(b),
© = &(a)+4(b)—

=7/
0 = g(a)—g(b)+bﬁa/abg(s 5 — b_ // s)dsdu,

0y = ¢(b)—

O = ¢(b)+ b@(s)ds—MAbAbg(s)dsdu,
®¢ = ¢&(b) b3 /bg( )ds+(bz4a)2/ub/ub§(s)dsdu

/ / / r)drdsdu.
3. Main Results

3.1. Finite-Time Boundedness Analysis

The following finite-time boundedness analysis of neutral-type neural networks with
mixed time-varying delays is discussed in this subsection.

Gt = Gel(t—(t) = —Ag(t )+be(§(f)) + Gaf (8t — p(t))) + Hr(t)
+G, ft p (s_))ds, (5)
g(t) = o), € [=h,0].

In the first subsection, we look at system (5) with (2) that uses new criteria for systems
introduced via the LMIs approach.

L= [H(i’j)}23><23' ©
For future reference, we introduce the following notations in the Appendix A.

Theorem 1. For || C || <1, system (5) is finite-time bounded if there exist positive definite matrices
P;, Rj, i=1,23...,16,j=1, 2, 3, ..., 9any appropriate matrices S, P13, Rg, Qk, Ry >

0,Z,1=12and 0, e=1,23,..., 8, {R’;”” R2+3”] >0, {PB >
Ryi3n  Ratn *  Ppg

n=20,1,2 k=1, 2, ..., 14, positive diagonal matrices H,, Wy, p = 1,2 and positive real
constants {1, Pm, Hd, ™, Td, 0, &, §1, §2, T such that the following symmetric linear matrix

] > 0 where

inequality holds:
Ps M M
* Ms My| > 0, @)
* * M5
Y, <0 8)
Mgoe T > Agr+6(1—e ). )

For future reference, we introduce the following notations in Appendix A. Then, A;, i =
., 31 in system (9) is defined in Remark 1.
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Proof. First, we show that system (5) is the finite-time bounded analysis. As a result, we
consider system (5) to satisfy the following.

() = =AU+ Guf(2(H) + Geg(t — (1) + Gaf (E(t — (1)) + Hr(t)  (10)
+Ge /tip(t) F(&(s))ds.
We can rewrite system (10) to the following system:
g(t) =y, (1)
0 = —y(t) = AZ(t) + Guf(8(t)) + Gel (t — T(t)) + Gaf (§(t — p(1))) + Hr(t)
G [ FE()ds, 12)
t—p(t)

by using the model transformation approach. Construct a Lyapunov-Krasovskii functional
candidate for system (10)—(12) of the following form:

V() = Y Vilh), (13)

where the following is the case:

WO = EORE 2w [ () s

i=1
'(t

) = ORI 12 wa [ (Fs— ()i

i=1

I R C IO
o )>>]Tﬁl xl ey
T
WM[ >] Ef RSH/ s))]ds
() = | MM/J o)1 R
Vs(t) = FM/VM/ &T(0)Pyg(6)dbds

n / / 0)Psy (6)d6ds,
Um JrS

Ve(t) = yM/ / 6)Psy(0)dods

i / / 6) P, (0)dods,
UM JE+s

Vy(t) = yM/ / 0)S1y(0)deds,
Hm

+im / / / 0)S,y(0)d0dsdA,
VM Jrs

(0)Pyo&(0)d0dsdA

F‘M

0)P11y(0)dbdsdA,

—UM +s
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Vg(t) = “LLM/ / P12y des
UM +s

+um / / P13]/ d@ds
M

Vip(t) /t & (s)Piaé(s )dS+TM/ T(s)P1sé(s)ds

t—Tp

Vll(t) = pM/pM/ f TP16f )deds

T
1 000 . é(f)()
o0 0 0] g | Sunu(e)ds
where G =14 ¢ o o| &)= A0 6)ds
0000 fm

Along the trajectory of system (10)-(12), the time derivative of V(f) is equivalent to
the following.

V() = 1 Vi), i
The time derivative of V; (t) is then computed as the following.

Vi(t) = 287 (t)P [ — AG(t) + Gpf(8(1) + Ge& (t — T(t)) + Gaf (S (t — p(t)))

+Ge f(E(s))ds + HK(f)] +2fT(E(1))MiE(t) — T (HWIRE(H).

t—p(t)

Taking the derivative of V;(t) along any system solution trajectory, we have the
following.

Va(t) = 25T(HP { AZ(t) + Gpf (E(t)) + Gel(t —T(t)) + Gaf (E(t — p(t)))
+Ge ttp(t) f(&(s))ds + HK(t)] + 287 (1) QI [E(t) — y(1)]

+2yT ()14 [E() — y(1)] + T (HWaRE (1) — 2T (2 (1)) W (¢)
= 28T (H)Po[~AG(t) + Guf (5(+)) + Geé (t — T(t)) + Gaf (&(t — u(t)))

+Ge /tip(t) F(&(s))ds + Hr(t)] + 28T (1) Q5 [é(t) — y(t)]
2O —y0] 20 + [y o]

[yl +y <t>Qm] [—y(H) — AL + Gy (E(1)

t—=pm

Gt = (1) + Gaf Gt = (D) +Ge || F(E(e))ds

+HK(t)]+2[CT(t)Q2T+ t )yT(s)dsQ5T+ tiﬂ(t)yT(s)dng

t—p(t t—pm

+ T(t)QH X [‘:(t) — &t —ut) - /t—y(t)

P—
e 0ek+ [yl + [y s)asQf +47 )0k

t=pm
t—u(t)

e

x [C(t—ﬂ(t))—é(t—ﬂm)—/t_m
+ET (B (1) = 2T (2 (1)) W2 (1),

y(s)ds|
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For V3(t) and ji(t) < u4, we now have the following.

Va(t) = fT(t)PMf(t)T*@T(t*ﬂM)PB’C(t*VM)
“iem] [’ & iten
T
] et I e il
T
“Liem] & & iten)
T
~[rteo ] [ wJ L)
< STOPE() =87 (t = ) Pag (t = ) + [ffa(ft)»] T Li% ﬁﬂ [ffé(g»]
_[f ( (( (()))))} lez% ﬁj [/((:C(ét_—yﬂ((t;))))]
T
nal i) k) e o)
L) T R
T
[yt m] [ we] [ ]
It is from Lemma 6 that we have the following.
wor = 5] [ RG] e 0] TR RG]
T
< i) & ol o)
JONNRE &(t)
(t—u(t)) gt —u(t))
§(t—HM) ol ¢t —mum)
Ji- e s)ds Sy &)
ft )ds ftt:;,\it) ¢(s)d
where
PO SR
n-lo R R ¢ &
—Ry Rg 0 —R, 0
0 —Rg Rg 0 —Ry
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Using Lemmas 5 and 7, V5(t) is computed as follows:
Vs(t) = piug" (HPE(t) — um / 1y & (PIPa(e)ds + nmy” (H)Psy(t)
M

S CTE O

IN

BT O+ 0Py - [ To)dsp [ g(e)as
- /tﬂ(t) &l (s)dsPy /tﬂ(t) &(s)ds
t

—HIm t=pm
¢ 10 [ e
+ 10t —u(t)| O&(t—p(t))
gt —pm) gt —pm)
&ty 1'[Ms My 0 &(t)
tum|C(t—u(®)| [Mj Ms+Ms My| |(t—p(t)
gt —pum) 0 MI  Ms] [¢(t—pum)
where the following is the case.
My + M] ~M] + My 0
0= —]\//\Il-i—Mg M1+Mf—M2—M2T MT+M2
0 —M; + MJ ~M; — MJ

Using Lemma 1 (Jensen’s Inequality), we have the following.
. t t
Ve(t) < " OPwh) = [ yT()dsPs [ y(s)ds
t=pm t=pm

AT OB ~ [ sk [ Eoas
M ’ t=pm ’ t=pm
< 1o (OPy(0) + 13T (OPE()
rt=p(t) t—p(t)

¢ ¢
- [/ yT(s)ds + yT(s)ds] P [/ yT(s)ds + yT(s)ds]
Jt—u(t) t—pm Jt—pu(t) t—pm
t—pu(t) t—pu(t)

_[/tty(t)éT(s)dH - éT(s)ds}P7{/tty(t) &7 (s)ds + N gT(S)dS]‘

Using Lemma 8 to confront V5 (), we can obtain the following:

Vo(t) = uiw(t)Pey(t) — pm / (s)Psé(s)
2

Ty - [ [T WPuE A

IN

2
4
iy (E) Py (t) + TMyT(t)ng(f)
— 0T P0, + 301 P30, + 501 Ps@3] — 20} Py@, + 401 PyOs5 + 60 PyO),
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where the following is the case.

1 = &(t—um) —3(1),

t
© = t—pm)+E—— [ &@s)ds,
Hm Jt— HM
6
O3 = g(t_VM)_‘:(t)+V7M . P‘M s)ds —7/t ;tM/ s)dsdu,
o = -~ [ e
#M t—]lM

ot 6 rt t
@ = &)+ — C(s)ds—T/t FM/ &(s)dsdu,

UM Jt— %M VM
3

O = o) [ ety /ty /(:T s)dsdu
M M

/ // s)drdsdu.
t UM JU Js

According to Lemma 4, we can obtain Vg(t) by performing the following.

4 2 . .
e UL CEL ) M RO LTV TP

4
—i—%y () Pr1y(t) #M/t M/ EN(A) Py E(A)dAdu

”MC( )Proé t>f/ VM/ & dAdqu/t VM/

IN

+” (H)Puy(t) —2 / / &T(\)dAduPy, / /
t—um t=pum

IN

(£)Proc(t) — / N / &7 (A)dAduPyo /t N /

”ZMy (OPy(t) — 23,8 (1P (1) + 20niE (P ||

t t

+2pm &M (u)duPE(t) —
t—pupm E—=pm

A)dAdu

A)dAdu

A)dAdu

& (u)du

—HMm

ST dupy [ (.
t=pm

Using Lemmas 2 and 3, an upper bound of Vy(t) can be obtained as follows.

Vo(t) < 1" (H)Poy(t) + 13" (1) Pisy(t)

¢(t)

[ )'[apy —2pn 6P
+|  &(t—pm) [—21917; —4Py, 6P12] g(t—pm)
(s)ds

i S Se)ds| L 6L, 6P, —12Pn] |k ftﬂﬂM
& 1T —Pis Pi—S S HO)
+|e(t—u(t)| |P5—ST —2P3+S+ST Pz—S| |&(t—u(t)
L S(t—pm) st pL — st —Pi3 | LE(t—pm)

Taking the time derivative of Vi (f), we have the following.

Vip(t) < &1 ()P (1) — (1= #()E" (¢ = (1)) Prad (t — T(£)) + &7 (1) PrsS (¢)

— 1T (t — i) Pisé(t — )

< ET(HPué(t) — (1 — 1) (¢ — (1)) Prad(t — T(t)) + € (£) Py ()

—tmlT (t — ) PisE(t — Tm).

] |
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Calculating V11 (t) yields the following.

Val) = T @ENPFEO) —pm [ TSP E(s))ds

IN

o) Pref (E(1) - /ttp(t)f @spis [ F ()

From (3), for any positive diagonal matrices H; > 0, Hp > 0, the following is obtained.
&0 1" [-RH BH[ &)

[/(C(t))} [FZTH{ —Hl] [f( (t))] z 0, (15)

(t—n(t) 1" [-EH BH)[ &t—u(t)

[/@(t_y(t)))] {FJHZT HJ [/(( <t>>>] =0 16)

Furthermore, for any real matrices Z;, i = 1,2 and O]-, j=1,2,3,...,8 of compatible
dimensions, we obtain

2/##(” é(s)dsZT [C(t) —&(t— (b)) —/ty(t){f(s)ds] —0 a”
AL t=pu(t) |
Z/tiw E(s)dszt {é(f —u(t) =&t —pum) — /tfyM é(s)ds} =0, (18)

2[¢7(H0] +¢7 (1O + £(&(1)OF + f(&(t - u())OF | | — (1) — AL(1)
+GLF(0)) + Get = T() + Gaf €t =) +Ce [ f&(5)ds
+Hr(t) |2]y" ())OF + &7 ())OF + F(&(4)OF + f(&(t — u(t))OF |

X[ = y() = AZ(H) + Gof (5(1)) + Ged(t = T(1)) + Gaf ((t — (1))

t

+G, F(E(s))ds + Hx(t)} = 0. (19)

t=p(t)
Based on (14)—(19), it is clear that the following is observed:
T Y0t <o, (20)

where the following is the case.
(6 = [£00), 9(0), £EO), FE— (D)), &t — (), = par),
[ v [ s e, [ e [ e
SO O A ACLOE o Y A A O

/tMM u)du, /HM/ d/\du/ &(s)ds, /tt;;(t) E(s)ds, &(t—tm),

G-, [ flEds, k(o).

t—p(t)

Then, « > 0 and we are able to obtain the following.

V(t) —aV(t) —ax" (t)x(t) < 7 () Y g(t). (21)
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By multiplying the above inequality by ¢*, we can obtain the following.

d

dt[ e V()] < ae kT (H)k(t). (22)

Integrating the two sides of the inequality (22) from 0 to t, with t € [0,T], we
have obtained the following.

V() < eV (0) + ae /0 em15,T (£)x(£)ds. 23)

They include the following.

V() = &T0)PE(o +22k/i0 — F7s)ds + ¢T(0)GP,g(0)

N

v [ s pnas [ Temeto

-
Soldol [ L)
LA T Rl
afl, LB [ R]ES
S im /Om / " ¢T(0) P, (0)d6ds
+/FM/ Y7 (6)Psy(6 d9d5+yM/ / 0) Py (0)d0ds
+im /ﬁM/s yT (6)Pry(6)dods + iy /ﬁM/s YT (6) Py (0)dods
T [ OVM /A ’ / " 6T (0) Poc(6)d6dsdA
+<”M>2 /OVM /0 /0 &7 (0)Pyo&(68)dbdsd )\

”M / / / 6) Pyyy/(6)d6dsd\
HMm

+P‘M/ / yT (0)P1oy(0)dods
M

H dods

+MM/ / y" (0)Py3y(6 d9d5+/ T(s)Pra(s)

v [ TPt o [ [0 P ((0) o,

—TMm
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Note that P = L"2PL"%;i=1,2,3,...,13, R=L"2R.L"2;i=1,2, 3, ..., 9and
the following relationship can be found.

V(0) = gT(0)L2PL2E(0) +2Wrf(ET(0)) 4T (0)L2GPL3Z(0)2Waf (E7(0))

IN

<

0 "
+ ET(s)L2ByL2E(s)ds
JO0—pm

0 $) 1P iR L3
Lo lrizo) [f%ﬁ .
: TR
N R

. T
+VM/OPM /SO Eggg]

e /OHM /SOCT@)L%EL%g(mdeds

NI NI=
Nl NI

LiR,L L
L:RIL: L

0 0 - 0 0 -
+/ / yT(e)L%PSL%y(e)dedHyM/ / yT(0)L2 BsL2y(6)dods
—HMm VS —UM /S
0 0 1~ 1 0 0 1~ 1
+yM/ / yT(G)L7P7L7y(9)d9ds+yM/ / yT(0)LE By LA y(0)dods
—Hm /S —Um /S

0 0 0 -
+;4M/ / / T ()L ByL3E(0)d0dsdA
—HUm A s

2,0 0 40 -
) / / / &T(0)L2 PioL2 &(0)dodsdA
2 —UM A S
2 0 0 0 ~
+M/ / / yT(8)L2 Py L y(6)d6dsdA
2 J—up JA Js
0 0 7 1~ 1
—Hm /s
+#M/ / yT(0)L2P13L2y(0)d6ds + ()C (s)L2P1yL2¢(s)ds
g Js (t

0 1~ 1 0 0 1~ 1
vru [ S OLPLIE)ds +ou [ [ F(E(0)TLEPrLE £((6))dods,
—™ —Pm /S
[)\max(ﬁl + 132) + ZAmax(K + W) + ]/lMAmax(ﬁ3 + ﬁl + ﬁZ + ﬁ; + I~{3 + ﬁ4
3
+R5+R§+R6)+y7M7\max(P4+P5+P6+P7+R7+R8+Rg+R9+P8
5
+P12 + P13) + %)\max(P9 + PlO) + TM/\max(PM) + T]%/[/\max(Pﬁ)

3
+p7M/\max(1316)]>< sup  {&7(t0)L&(t0), &7 (to)LE(t0)},

—Hm<tp<0

Agl-

We have the following:

t
e"‘tV(O)+vce"‘t/ e~ kT (H)x(t)ds
0

IN

t
e Ag1 + txe"‘t/ e~k (s)x(s)ds,
0

eocTAgl +eucT5(1 . e—th),
T [Ag1+68(1—e )], (24)

IN A
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where the following is the case.

A =

+A1z+Ag) + yTM/\zo + VTM(MS + A6 + A17 + A1g + A1g + Aoy + Ao

+A23 4+ Aoz + Agg)

3
+p7M()\31)-

g’

HLE(t) <

2 3

4
6

+ m)\% +

A2+ As+2(A3 4+ As) + ppmAmax(Ae + A7 +Ag + Ao+ Ajp + A1n + A

5
%()\25 + A6) + Tm(A29) + Tiy(Aso)

On the other hand, the following condition holds.
V() > ET(OPIE(H) > Ain(PET (HLE(E) =
From Equations (24) and (27), we obtain the following.

erT [Ag1+6(1— e‘“‘T)}

A

MET(#)LE(H).

(25)

(26)

(27)

Condition [A1g2¢~*T > Ag1 + 6(1 — e~*T)] indicates that for Vt € [0, T], &7 (t)L&(t) <

g2. From Definition 2, system (5) is finite-time bounded with regard to (g1, g2, T, L, J). The
proof is now finished. [

Remark 1. Condition (9) is not a standard form of LMIs. In order to verify that this condition

is equivalent to the relation of LMlIs, let A;, i = 1,2,3,...

following.

M
As
Ag
A3
A7
A2
A2s
A29

MI< P < A,

0< Py < Agl,

0 < R3 < Ayl
0 < Rg < Ayl
0 < Ry < Aggl,
0< P < Apl,
0 < Ppp < Axl,
0 < Pi5 < Agol.

Consider the following.
/\min (Iilv)/ /\2
= /\max (KVZ ) ’ /\6
= Mmax (IEZT ), Ao
= /\max (135T), )\14
= Apax (Eg )/ )\18
= Apax (Ii 6 ) ’ )\22
= /\max(lilo)r )\26
Amax(Pra),  Azo

0< W < A3l

0< Ry <A,

0 < Ry <Ayl
0 < Ry < Agsl,
0 < Py < Aol
0< Py < Anl,
0< Py < Ayl
0 < Pig < Azl

/\max

py),
Ps),

= /\max

max 3)s

R3)
R6)/
Ro)

Ro
),
1),

)

5)s

- /\mux 7

/\max

/\max

(
(
(
max
(
(P
(P
(P

SR

= /\max

3.2. Finite-Time Stability Analysis

0< P <Ayl
0 <Ry < Agl,

0 < Rs < Ay,

0 < Rg < Aggl,
0 < Ps < Axpl,
0< Py < Anl,

0 < P13 < Al

)\3 Amax (Kvl )/
A7 = /\mux (B
/\11 = /\mux (15
/\15 - )\mux (15
/\19 = Amax (Ii 4
A23 = Amax (P 8
Az = Amax (P 12
/\31 = Amax (P 16

0< W, <Asl,
0 <RI < gl

0 <RI < g,
0 <RI <Ayl

0< Py <Ay,

0 < Pg < Agsl,
0 < Py < Aol

, 31 be some positive scalars with the

Remark 2. If there is an external disruption x(t) = 0, system (5) changes into the following.

§(t) = Geg(t—t(t) = —AZ(t )+be(§(f)) + Gaf (St —
—i—Ggft p (s_))ds,
gt) = o), € [—h,0].

)\4 - )\max (1'3:2),
)\8 = )\max(liz)/
)\12 = )\max(ISS)/
Me = Amax(Rs),
)LZO = )\max(IZS)/
A2 = )\max(59)l

Ag = Amax(P13),
u(t)))

(28)



Mathematics 2021, 9, 3321

16 of 26

By (8), we provide additional notation for finite-time stability analysis for (28).

L= [H(i'j)}zzxzz' (29)

We obtain that I1(y 1) — T2 59) is the same as in Theorem 1. Then, we define the following:

() = [é‘(t), y(t), f(E(1), f(E(t—pu(t)), S(t—nu(t)), S(t—pum),
t=u(t)

—u(t)
/tty(t)y(s)ds’/tt " y(s)ds, f(G(t—pm)), /tty(t) g(s)ds, /t &(s)ds,

—HMm —HUMm

&), ;M / tyM &(s)ds, iz / tw / tHM §(s)ds, ;%A /ttw /ttw /ttm £(s)ds
/t Sl / . / AdAdu, /t RO /t;;(t) E(s)ds,

de-e), [ s,

t=p(t)

and construct a new theorem that follows Corollary 1.

Corollary 1. For || C || <1, system (28) with x(t) = 0 is finite-time stable if there exist positive
symmetric matrices P;, Rj, i=1,23 ...,16,j=1, 2, 3, ..., 9 any appropriate matrices

S, Pz, Rg, Qo Ry > 0,7, 1 =1,2and O, e = 1, 2,3,..., 8, [ﬁ’%“” ﬁm”] >
243n 3+3n

0, [Pf PS ] >0, wheren =0,1,2, k=1, 2, ..., 14, positive diagonal matrices are Hy, Wp,
13

p = 1, 2 and positive real constants are up, pm, Hda, T™, Ta, &, L1, S2, T such that the

following symmetric linear matrix inequality holds:

Ps My M
* * M5
Yy < 0 (31)
Mge™® T > Agy, (32)

where x(t) = 0 as described in Theorem 1.

Proof. Since the proof is identical to that of Theorem 1, it is excluded from this section. [

3.3. Finite-Time Passivity Analysis

This section discusses the topic of finite-time passivity analysis investigated for the
following system.

§(H) = Gel(t—1(t) = fAé‘()+be(é‘(t))+Gdf(é‘(tfu(t)))+HK(t)
+G, ft ot (€(s))ds, 33)
z(t) = Gif(¢ ())+Gz1<£t), teRT
gty = o), € [~h,0].

Theorem 2. For || C || <1, system (43) is finite-time passivity if there exist positive symmetric
matrices P;, R]-, G, i1i=1,23, ...,16,j=1,2, 3, ...,9 t =1, 2any appropriate

matrices S, P13, Rs, Qr, R» >0,Z;,, 1 =1,2and O,, e =1, 2,3,..., §, [I;r%wn §2+3n:| >
2+4-3n 3+3n

P e .
0, { :f’ PS } >0, wheren=0,1,2, k=1, 2, ..., 14, positive diagonal matrices are Hp, Wp,
13
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p = 1,2 and positive real constants are ppn;, ppm, Ha, ™™, Ta, &, 6, B, §1, &2, T such that the
following symmetric linear matrix inequality holds:

Ps M; M,
x Mz My| > 0 (34)

* * M5
Z:[H("Jﬂze‘,xm < 0 (35)
Mgoe T > Ag+0(1—eT), (36)

where ﬁ(l/]) = H(i,j)/ l,] =12, ..., 23 except ﬁ4’19 = H3,23 - G{,ﬁz3,3 = H19,4 —
G 1la3p3 = —BI — G — Go.

Proof. The following function is defined using the same Lyapunov—Krasovskii function as
Theorem 1.

V() — [V (1) + 26T (1)z(t) — BT (Dx(1)] < 0T (DL (0). (37)
¥ is show in (35), and then the following is the case.
V(t) —aV(t) < 2T (1)z(t) — BT (t)x(t). (38)

Then, multiplying (38) by e *T and integrating it between 0 and T, we can obtain the
following:

Ve T < 2 Te_“tKT(t)z(t)dt—B/OT e T (H)k(t)dt,
< Z/OTKT(t)z(t)dt—,Be_“T /OTKT(t)K(t)dt,

which implies the following.

V() < 2647 /OT kT (£)z(t)dt — ,B/OT kT (£)x(£)d. (39)

Due to V() > 0, it is reasonable to obtain it from (39) and the following:

/TKT(t)Z(t)dt> /TKT(t)K(t) (40)
; =NA ,

—aT
where 7 = £ 5. As a result, we may infer that system (33) is finite-time passive. This
completes the proof. O

Remark 3. When E =0, C = 0and H = 0 system (5) changes to delayed neural network, the
following is the case.

G(t) = —AE(t) + Gpf(E(1)) + Gaf (&(t — u(1))). (41)

By (8), we consider system (41) without finite-time stability condition and same proof line of
Theorem 1. Moreover, the system is said to be asymptotically stable:

L= {H(i'j)} 19x19 (42)

where IT1p 15 = Il1p10 — Pra — T Pis, Tlya = T133 — p%VIPm, and the parameters are as defined
in Theorem 1. Then, we define the following.
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7(6) = [600), y(8), FEW), F@lt—p), 8 —p0), & —pa), [ ylo)s

t—p(t)

/tty(t)y(s)dS’ el ), /tt s, /.tu(t) E(s)ds, &(t), L/tt &(s)ds,

—HM —u(t) t—pm HM Jt—ppm

Vl%vl /tiP‘M /tiP‘M é(S)ds, Vl%/f /tin /tin /tiPM C(S)dS, /tiIlM (f(u)du,
[ [ewman [ e [ 0]

4. Numerical Examples

Simulation examples are provided in this part to show the feasibility and efficiency of
theoretic solutions. Five examples are given in this part to demonstrate the key theoretical
conclusions that have been offered.

Example 1. Consider the following matrix parameters for the neutral-type neural networks:

E() — Gt —T(t) = —AE()+Gof (&(1) + Caf (&(t — p(1))) + Hr ()
t
+Ge [ fE(s)s,
t=p(t)
with the following.
36 0 -034 0 0.1 0.2
A = [0 3.6]’ Gb‘[—o.l —0.1]' Gd‘[—o.15 —0.18]’
-05 0 041 05
Ce = {0.2 0.5}’ H= {0.69 —0.31]'
Let the following be the case:
™ = 02, ¢ = 04 T = 6 oM = 0.1,
« = 010, & = 0005, pu; = 05 7y 02,

and pupy; = 1.3, F; = diag{0,0}, F, = diag{1,1}. Using the MATHLAB tools to solve LMIs
(8) and (9), we may obtain go = 7.8794, indicating that the neutral system under consideration
is finite-time bounded. The activation function is described by f(G(t)) = 2|cos(t)|, and we
allow discrete time-varying delays to satisfy u(t) = 0.8 4+ 0.5|sin(t)|, p(t) = 0.1|sin(t)| and
T(t) = 0.2|cos(t)].

Example 2. Consider the following matrix parameters for the neutral-type neural networks ma-
trix parameters:

Gt) = Geg(t—(t)) = —AL(t)+Gpf(E(1)) + Gaf (5(t — p(t))) + Hr(t)
+Ge Ji ) f(E(5))ds,
z(t) = Gif(5(t) + Gox(t),

with the following.
(15 0 11 02 02 0
A= 0 1.5]' Gh_[o.l 1.1}’ Gd_{o.z 0.2]’
05 0.3 04 —02 01 02
Ce = | 02 0.1}’ H _[0.3 —0.14]’ C1= {—0.01 0.4]’
(02 —0.6
G2 = 0.3 0.2]
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Let the following be the case:
um = 24, ™ = 1.2, g1 = 05 T = 5, P = 6
o = 0.10, 0 = 1, Ud = 0.9, 7 = 02 om = 01,

then F; = diag{0,0}, F, = diag{0.5,0.9}. Using the MATHLAB tools to solve LMIs (35) and (36),
we may obtain v = 17.4493, indicating that the neutral system under consideration is finite-
time passive. The activation function is described by f(&(t)) = [0.5]sin(t)|,0.9|cos(t)|], and we
allow discrete time-varying delays to satisfy u(t) = 0.1+ 0.1|sin(t)|, p(t) = 1.1|sin(t)| and
T(t) =1+ 0.2|cos(t)].

Example 3. Consider the following matrix parameters for the neutral-type neural networks:
t

G(t) = Geg(t — T(t)) = —AZ(t) + Gpf (5(1)) + Gaf (E(t — (1)) + Ge/ f(E(s))ds,

t—p(t)

with the following.
4 0 13 04 06 02
A = {o 4}' o= {0.9 0.2}’ Ca= {0.3 0.3}’
-05 0 041 05 04 -02
Ce = [0.2 0.5}’ H= {0.69 —0.31}’ E= [0.3 —0.3}'
Let the following be the case:
™ = 02, g1 = 3 T = 5, om = 11,
« = 0.001, o = 0.005, ug = 0.1, Ty = 01,

and pp = 0.1, F; = diag{0,0}, F, = diag{2,2}. Using the MATHLAB tools to solve LMIs
(8) and (9), we may obtain g = 0.5996, indicating that the neutral system under consideration
is finite-time stable. The activation function is described by f(&(t)) = 4|cos(t)|, and we allow
discrete time-varying delays to satisfy p(t) = 0.8 + 0.5|sin(t)|, p(t) = 0.1|sin(t)| and T(t) =
0.1+ 0.1|cos(t)|.

Example 4. Consider the following matrix parameters for the neural networks matrix parameters:

G(t) = —AL(t) + Gpf((1)) + Gaf (E(t — (1)),

with the following:

2 0 11 088 1
e R e

then F; = diag{0,0}, F, = diag{0.4,0.8}. Using the MATHLAB tools to solve LMIs (35) and (36),
we indicate that the neutral system under consideration is finite-time passive. In addition, the
acquired results are compared to previously published studies. The findings show that the stability
conditions presented in this paper are more effective than those found in previous research. By
solving Example 4 with LMI in Remark 3, we can obtain a maximum permissible upper bound yp
for different 4, as shown in Table 1.

Figure 1 provides the state response of system (4) under zero input and the initial condition
[—3.5,3.5]. The interval time-varying delays are chosen as u(t) = [3.6 + 0.9|sin(t)|], and the
activation function is set as f(&(t)) = [0.4tanh(x1(t)),0.8tanh(xy(t))]T.

The permissible upper bound iy for various yy is shown in Table 1. Table 1 shows that the
conclusions of Remark 3 in this study are less conservative than those in [45—48], demonstrating
the effectiveness of our efforts. Table 1 shows the state variables” temporal responses. The allowable
upper bounds of ypy are listed in Table 1.
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X, (0
T %07

State response x(t}
o

_4 1 | 1 1 | 1 | 1 1
0 5 10 15 20 25 30 35 40 45 50

Time (t)

Figure 1. It provides the state response of system (4) under zero input and the initial condition
[—3.5,3.5]. The interval time-varying delays are chosen as y(t) = [3.6 4 0.9|sin(t)|], and the activation
function is set as f(&(t)) = [0.4tanh(x1(t)),0.8tanh(xo(t))]T.

Table 1. Allowable upper bound ji; for various p; of Example 4.

Method #g =038 #a =09 Number of Variables
[45] 4.5940 3.4671 7.5n2% + 8.5n
[46] 4.8167 3.4245 13.5n% + 13.5n
[47] 5.4428 3.6482 -
[48] 5.6384 3.7718 2212 + 14n
Remark 3 6.5411 45074 2312 + 23n

Example 5. Consider the following matrix parameters for the neural networks matrix parameters:

G(t) = —AL(t) + Gpf(E(1)) + Gaf (&(t — (1)),

with the following:

4 _ 150 . _ [00503 0.0454 o, _ [02381 09320
— 1o 17/ b= 10.0987 0.2075| 47 10.0388 0.5062|"

then F; = diag{0,0}, F, = diag{0.3,0.8}. The maximum delay bounds with y calculated by
Remark 3, as and the recommended criteria are presented in the Table 2.

Figure 2 provides the state response of system (4) under zero input and the initial condition
[—3.5,3.5]. The interval time-varying delays are chosen as u(t) = [6.3190 + 0.55|sin(t)|], and
the activation function is set as f(&(t)) = [0.3tanh(x1(t)),0.8tanh(xy(t))]T.

From Table 2, it follows that Remark 3 provides significantly better results than [49-52] in the
case of pg = 0.4 and py = 0.45. However, in cases where yy = 0.5 and yz = 0.55, the results are
slightly worse than in [21]. Additionally, the acquired results are compared to previously published
studies. The findings show that the stability conditions presented in this paper are more effective
than those found in previous research.
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Table 2. Allowable upper bound j; for various y; of Example 5.
Method #g =04 puqg = 045 #qg =105 #q = 0.55 Number of Variables
[49] 4.6569 3.7268 3.4076 3.2841 8n? + 12n
[50] 4.5543 3.8364 3.5583 3.4110 13.5n% + 21.5n
[51] 7.6697 6.7287 6.4126 3.2569 13.51% + 13.5n
[52] 8.3498 7.3817 7.0219 6.8156 7n% + 11n
Remark 3 9.7901 7.6470 6.7875 6.3190 2312 + 23n

_x

x

)
I

State responsex(t)
o

0 s 10 15 20 25 0 35 40 45 50

Time (t)
Figure 2. It provides the state response of system (4) under zero input and the initial condition
[—3.5,3.5]. The interval time-varying delays are chosen as u(t) = [6.3190 4 0.55|sin(t)|], and the
activation function is set as f(&(t)) = [0.3tanh(x1(t)),0.8tanh(x2(t))]T.

5. Conclusions

In this study, a novel result was presented. The new systems have been used to derive
the analysis of finite-time passivity analysis of neutral-type neural networks with mixed
time-varying delays. The time-varying delays are distributed, discrete and neutral, and the
upper bounds for the delays are available. We are investigating the creation of sufficient
conditions for finite boundness, finite-time stability and finite-time passivity, which has
not been performed before. First, we create a new Lyapunov—Krasovskii functional, Peng—
Park’s integral inequality, descriptor model transformation and zero equation use, and
then we used Wirtinger’s integral inequality technique. New finite-time stability necessary
conditions are constructed in terms of linear matrix inequalities to guarantee finite-time
stability for the system. Finally, numerical examples are presented to demonstrate the
result’s effectiveness, and our proposed criteria are less conservative than prior studies
in terms of larger time-delay bounds. By combining numerous integral components of
the Lyapunov-Krasovskii function with inequality, our results offered wider bounds of
time-delay than the previous literature (see Tables 1 and 2). Construction of an LMI variable
number based on integral inequalities yields less conservative stability criteria for interval
time-delay systems. We expect to be able to improve existing research and lead research
into other areas of application.
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Appendix A
For H(i,j) = H(]»,i), i,j=1, 2,3, ..., 23 where the following is the case:
My = —PA—A"PL—QIA—ATQ1+ Q] + Q2+ P3+ Ry + Ry — FHy + iy Py
+M1T 4 M1T + ppy Mz — 9P5 — 12Pg + @PN — 23 Py — BA— AP,
+13;Ry —Rg —OF A — ATO, — OF A — ATOg — 4P1, — P13,
My = —Qf —ATQuo+ Qui+pyRs — ATOs — O,
M3 = PG+ QG+ Ry +Rs+ EHy + PGy + 035Gy — ATO3 + Of G, — A0y,
My = PG+ QfGy+ PG+ 05Gy— ATOy 4+ 0L Gy — ATOg,
Mys = —Qi —QF —M{ + M+ puyMs+ Ry + Pz —S,
Mg = QF+3P%—2Pp+S,
May = —ATQi—-0Q] -Qs
Mg = —ATQ/+Qs—0Qf,
M = —R§,
Happy = —-Wiki+Wob — ATNT —0, -01,
13 = 36Ps+12P+6Pp,
My = —60Ps—120P,
M55 = 360D,
Maiey = 2pmPn,
Hapsy = Zu,
M2y = OFGe+0;G:+ PG + PG,
M1 = OFGe+0;G. + PG, + PG,
M = OfH+OH+PH+PH,
2 4
Moz = —Qly— Qu0+ uutPs + piePs + ZARy + EMpyy 4 QT + Qua + s
—Of — Os + i Ps,
Mps = QfGy+O0iG, -0y,
Moy = QfyG4 +03Gy — O,
Mps = —Qf —Qf
Mg = Qb
o7 = —Qa-— Qf,
Mos) = —Q7—Qh
Mo = Qb —Qu
Moy = O05G,
My, = OiG,
H(z,zs) = OgH,
M35 = Rs+Re—Hi+05Gy+ Gl O3+ 07 Gy + Gy O7 + iy Pra + paMPi3

+p%Pye,



Mathematics 2021, 9, 3321

23 of 26

M)
M)
Mzs)
11312
301
1322
11323

Igg)
9,9)
I10,10)
111y

OIG;+Gloy+ 001G, + Gl O,

Gy Q4
GLQ7,

Wi — Wy + GEN, + GOy — OF,

ofG. +ol¢,
oG, + of¢,,
OlH +OlH,

1#4G4R3 — Ry — Hy + Of G4 + GYO4 + O} G4 + G1 Os,
1gGaRY — R + H2TF2T,

Gy Qu,

T
Gd Q7r
GiN,+GjO1 -0y,
ofG. +olc,
ofG, +olc,,
o{H+0lH,

uiGgR1 — Ry + M; + M{ — M — M;T + upMs + ppMs — FiHp

—Rg— R} —2P;3+5+57,
My — M + upMy + Ro + Pz — S,

—Q5 — Qe
—Q8—Qo,
R},

—Rg,

—Z,

2y,

—P3 — Ry — My — MI + ppMs — 9P — Ry — 4Py5 — Pi3,

Qe

Qo,

—Rs,

RI,

—24Pg + 6Py,
60Ps,

—2Zy,

-Qf - Qs P,
—Qs — Qg — Ps,
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H(12,12) = —NZT — Np + V%\/IP7 — Q% — Q13 — O{A — ATO1 + P14 + Tt Pis,
T
Moy = 016G,
T
M = 016G,
T
1003y = O1H,
H(13,13) = —192P3 —72Py — 12P;5,
H(13’14) == 360P8 + 480P9,
H(14’15) - 8640P9,
H(15’15) == —21600P9,
i1616) = —2P11,
Hazi7y = —Puo,
Magis)y = —Z1 —Z1— Py,
g9y = —F,
1919y = ~Zy —Zy - Py,
020 = —TmPrs,
Hoip1y = —Pua+tmbPiy,
Mooy = —Pe
Il3323) = —al, and the other are equal zero.
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