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Abstract: This paper is concerned with certain non-linear unperturbed and perturbed systems of
integro-delay differential equations (IDDEs). We investigate fundamental properties of solutions such
as uniformly stability (US), uniformly asymptotically stability (UAS), integrability and instability of
the un-perturbed system of the IDDEs as well as the boundedness of the perturbed system of IDDEs.
In this paper, five new and improved fundamental qualitative results, which have less conservative
conditions, are obtained on the mentioned fundamental properties of solutions. The technique used
in the proofs depends on Lyapunov-Krasovskiı̌ functionals (LKFs). In particular cases, three examples
and their numerical simulations are provided as numerical applications of this paper. This paper
provides new, extensive and improved contributions to the theory of IDDEs.

Keywords: non-linear system; IDDEs; constant delay; LKF; stability; instability; integrability; boundedness

MSC: 93D20; 26D15; 34K06; 24K20

1. Introduction

Integral equations (IEs) and integro-differential equations (IDEs) occur widely in di-
verse areas of applied mathematics and physics. IEs and IDEs offer powerful techniques to
solve various practical problems in numerous different scientific fields, and these equations
have also attracted attentions for these reasons by numerous researchers up to now. Indeed,
IDEs appear when we convert initial value problems to IEs. During the last a few decades,
there has been much work on fundamental properties of solutions of IDEs and IDDEs by
using the LKF method, the Jensen inequality method, the fixed point method, the varia-
tion of parameters formula, Wirtinger-based integral inequality, the free-weighting matrix
method and so on (see, for example, [1–21]). Among these methods, the LKF method can
be used very effectively during the investigation of the fundamental properties solutions of
IDEs and IDDEs. The positive effects of the LKF method depend on construction or choice
or definition of a suitable LKF. Indeed, the major advantage of the LKF method is that
the stability in the large can be obtained without any prior knowledge of solutions. With-
out loss of generality, during the investigations, the LKF method requires the construction
or definition of suitable functional(s) as a basic tool , known as the Lyapunov-Krasovskiı̌
functional(s), to prove qualitative results on fundamental properties of solutions, stability,
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instability, boundedness, convergence, etc., of FDEs, IDDE, and so on. The major disadvan-
tage of this method is that constructing or defining suitable LKFs remains an open problem
in the literature up to now. However, when a suitable LKF is found, the LKF method is
very effective to obtain qualitative results under weaker and effective conditions. In this
paper, we will use the LKF method as a basic tool for problems to be considered here.

First, we would like to present some recent works related to this paper.
In 2020, Zeng et al., [20] studied the asymptotic stability (AS) of the delay linear system:

ẋ(t) = Ax(t) + A1x(t− h) + A2

t∫
t−h

x(s)ds,

where x(t) ∈ Rn, t ∈ [−h, ∞), x(t) = φ(t) on [−h, 0], A, A1, A2 ∈ Rn×n and h is the
constant time retardation. In [20], the new integral inequality was devised and used with
the LKF to investigate the AS of the above delay linear system.

In 2020, Tian et al., [10] considered the delay linear system given by

ẋ(t) = Ax(t) + Bx(t) + C
t∫

t−h

x(s)ds,

where x(t) ∈ Rn is the sate vector, t ∈ [−h, ∞), x(t) = φ(t) on [−h, 0] and A, B, C ∈ Rn×n.
Tian et al., [10] proved the AS of the above system. In [10], the new integral inequality is
obtained. Later, the delay-dependent stability criteria are established using this inequality
and the LKF.

In 2020, Tian and Wang [11] investigated the AS of the following delay linear system:

ẋ(t) = Ax(t) + Adx(t− h) + AD

t∫
t−h

x(s)ds,

where x(t) ∈ Rn is the sate vector, t ∈ [−h, ∞), x(t) = φ(t) on [−h, 0], A, Ad, AD ∈ Rn×n

and h is the constant delay. In [11], firstly, the vectors-based multiple integral inequality is
constructed. Then, based on this integral inequality and the LKF, new delay-dependent
stability criteria are derived for the above system.

In two nice papers published recently, Liu and Zhao [7] and Zhao et al., [18] investi-
gated (AS) of the linear system of IDDEs with state and distributed delays:

ẋ(t) = Ax(t) + Adx(t− h) + AD

t∫
t−h

x(s)ds, (1)

where x(t) ∈ Rn, A, Ad, AD ∈ Rn×n are constant matrices, x(t) = φ(t) on [−h, 0], φ ∈
C([−h, 0],Rn) is an initial function and h is the constant delay.

In Zhao et al., [18], Theorem 1, first the double integral inequality was defined by
the authors. Then, the proposed double integral inequality was used to derive new delay-
dependent stability criteria by using LMIs (linear matrix inequalities) to guarantee the
AS of system (1). In [18], two numerical examples were also given to demonstrate the
effectiveness and merits of the AS result.

When we look at the above delay systems all of them are linear and have simple forms.
Indeed, the result of the paper [18] is very nice and interesting. To the best of knowledge,
the AS result of this paper has conservative conditions because of the LKF used therein.
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In this paper, particularly motivated from the result of Zhao et al., [18], Theorem 1
and the works mentioned above, we consider the following perturbed nonlinear system of
IDDEs with state and distributed delays:

ẋ(t) =A(t)x(t) + Ad(t)F(x(t− h)) +
t∫

t−h

AD(s)G(x(s))ds + H(t, x(t), x(t− h)), (2)

where x(t) ∈ Rn, t ∈ [−h, ∞), x(t) = φ(t) on [−h, 0], h ∈ R, h > 0 is delay term,
φ ∈ C([−h, 0],Rn) is the initial function, A(t) = (aij(t)), Ad = (adij(t)), A(t), Ad(t) ∈
C[R+,Rn×n], R+ = [0, ∞), AD = (aDij(s)), i, j = 1, 2, ..., n, −h ≤ s ≤ t < ∞, AD ∈
C[[−h, ∞),Rn×n], F, G ∈ C[Rn,Rn],F(0) = G(0) = 0 and H ∈ C(R+ ×Rn ×Rn,Rn).

Since the functions F, G and H are continuous, the continuity of these functions is a
sufficient conditions for the existence of the solutions of the system of IDDEs (2). We also
assume that the functions F, G and H satisfy the Lipschitz condition in their respective
arguments x(t− h), x and x, x(t− h), respectively. This assumption is a sufficient condition
for the uniqueness of the solutions of the system of IDDEs (2).

It is obvious that the system of IDDEs (2) includes all of the above systems and extends
these systems from the linear case to a very general nonlinear delay system. Next, in the
mentioned papers, it was focused on the maximum admissible upper bounds of the delay
term. At the end of this paper, we also give some comments on the upper bounds of the
delay term.

Here, in particular, we focus on the paper of Zhao et al., [18] with some details. The aim
of the paper is to obtain the result of [18] under weaker conditions, to extend and improve
it. We also added four new results with some numerical simulations. The information
given above shortly outline the novelty, originality and contributions of this paper.

We should also mention that if we replace h by—h in the perturbed nonlinear system of
IDDEs (2), then we will obtain an IDE with advanced argument. To the best of information,
there is no work in the literature on the fundamental properties of solutions of IDEs with
advanced arguments. This is an open problem and this work could be extended for the
advanced case in the future.

The remainder of this paper is organized as follows: Section 2 includes the prelim-
inaries such as background information of the paper and the result of Zhao et al., [18],
Theorem 1. Section 3 includes the main results of this paper, the stability and integrability
results, Theorems 2–4. In Section 4, an illustrative example is given to support our new re-
sults, Theorems 2–4. In Sections 5 and 6, the instability theorem, Theorem 5 and the related
illustrative example, Example 2, are provided, respectively. Similarly, in Sections 7 and 8,
the boundedness theorem, Theorem 6, and an illustrative example, Example 3, are given,
respectively. Finally, Sections 9 and 10 include the contributions and the conclusion of the
paper, respectively

2. Preliminaries

We begin by couching our problem in a more general setting. Consider the system of
functional differential equations (FDEs) (see, Burton [3]):

dx
dt

= G(t, xt), (3)

with G : R+ × C → Rn being continuous, where R+ = [0, ∞), R = (−∞, ∞), and C is
the set of continuous functions φ : [−τ, 0] → Rn, τ > 0. We suppose that G takes closed
bounded sets of R+ × C into bounded sets in Rn.

As the next step, for any a ≥ 0, t0 ≥ 0, and x ∈ C([t0 − τ, t0 + a], Rn), we assume that
xt = x(t + θ) for θ ∈ [−τ, 0].
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For x ∈ Rn, the norm ‖ . ‖ is denoted by

‖x‖ =
n

∑
i=1
|xi|.

If A ∈ Rn×n, then, ‖A‖ is defined by

‖A‖ = max
1≤j≤n

(
n

∑
i=1

∣∣aij
∣∣).

For any φ ∈ C, let

‖φ‖C = sup
θ∈[−τ,0]

‖φ(θ)‖ = ‖φ(θ)‖[−τ,0]

and
CH = {φ : φ ∈ C and ‖φ‖C ≤ H < ∞}.

Throughout this paper, we tacitly assume that the function G satisfies conditions
which guarantee the uniqueness of solutions of system of FDEs (3). We should point out
that IDDEs (1) and (2) are included by system of FDEs (3).

We suppose that x(t) = x(t, t0, φ) is a solution of system of FDEs (3) with x(t) = φ(t)
on [t0 − τ, t0].

Zhao et al., [18], Theorem 1 proved the following theorem.

Theorem 1. (Zhao et al., [18], Theorem 1). Given h > 0, system (1) is AS if there exist positive
definite matrices P ∈ R4n×4n and Q, S, R ∈ Rn×n such that the following LMI holds:

Ψ =sym(ΠT
1 PΠ2) + eT

1 Qe1 − eT
2 Qe2 + h2eT

0 Se0 +
h2

2
eT

0 Re0 −ΠT
3 SΠ3

− 3ΠT
4 SΠ4 − 5ΠT

5 SΠ5 − 2ΠT
6 RΠ6 − 4ΠT

7 RΠ7 − 6ΠT
8 RΠ8 < 0, (4)

where
Π1 = [eT

1 , eT
3 , eT

4 , eT
5 ]

T
,

Π2 = [eT
3 , eT

1 − eT
2 , heT

1 − eT
3 ,

h2

2
eT

1 − eT
4 ]

T

,

Π3 = e1 − e2,

Π4 = e1 + e2 −
2
h

e3,

Π5 = e1 − e2 +
6
h

e3 −
12
h2 e4,

Π6 = e1 −
1
h

e3,

Π7 = e1 +
2
h

e3 −
6
h2 e4,

Π8 = e1 −
3
h

e3 +
24
h2 e4 −

60
h3 e5,

e0 = Ae1 + Ade2 + ADe3,

and ei ∈ Rn×5n is defined as ei = [0n×(i−1)n, In, 0n×(5−i)n] for i = 1, 2, ..., 5.
To prove this theorem, Zhao et al., [18], Theorem 1, the following LKF is defined:

V(t) =
4

∑
i=1

Vi(t),
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where

V1(t) = ηT(t)Pη(t),

V2(t) =
t∫

t−h

xT(s)Qx(s)ds,

V3(t) = h
t∫

t−h

t∫
u

ẋT(s)Sẋ(s)dsdu,

V4(t) = h
t∫

t−h

t∫
u

t∫
s

ẋT(s)Rẋ(r)drdsdu,

η(t) = [xT(t),
t∫

t−h

xT(s)ds,
t∫

t−h

t∫
u

xT(s)dsdu,
t∫

t−h

t∫
u

t∫
s

xT(r)drdsdu]T .

Later, they obtained the derivative of this LKF along system of IDDEs (1) as the following:

V̇(t) = ξT(t)Ψξ(t),

where

ξ(t) = [xT(t), xT(t− h),
t∫

t−h

xT(s)ds,
t∫

t−h

t∫
u

xT(s)dsdu,
t∫

t−h

t∫
u

t∫
s

xT(r)drdsdu]T

and the matrix Ψ is defined by (4).

3. US, UAS and Integrability of Solutions

Consider the un-perturbed system

ẋ(t) = A(t)x(t) + Ad(t)F(x(t− h)) +
t∫

t−h

AD(s)G(x(s))ds, (5)

which is obtained from system (2).
This section is devoted to improve and generalize the AS result of Zhao et al., [18],

Theorem 1. Here, the AS result of Zhao et al., [18], Theorem 1 can be obtained under less
conservative conditions and we give additional new results for system (5). The technique
used in the proofs is based upon the LKF approach.

A. Assumptions
Throughout this and next sections, the following conditions are needed.

(A1) The functions F, G ∈ C[Rn,Rn] satisfy

‖F(x)‖ ≤ F0‖x‖ for all x ∈ Rn with F(0) = 0

and
‖G(x)‖ ≤ G0‖x‖ for all x ∈ Rn with G(0) = 0,

where F0 and G0 are positive constants.
(A2) There are constants F0, G0 from (A1), A0 > 0 and h > 0 such that

aii(t) +
n

∑
j=1,j 6=i

∣∣aji(t)
∣∣ ≤ −A0 for all t ∈ R+
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and
A0 − hG0‖AD(t)‖ − F0‖Ad(t + h)‖ ≥ 0 for all t ∈ [−h, ∞).

(A3) There are constants A0, G0, F0, h > 0 from (A2) and K0 > 0 such that

aii(t) +
n

∑
j=1,j 6=i

∣∣aji(t)
∣∣ ≤ −A0 for all t ∈ R+

and
A0 − hG0‖AD(t)‖ − F0‖Ad(t + h)‖ ≥ K0 for all t ∈ [−h, ∞).

The next theorem is the first main result of this paper.

Theorem 2. We assume that conditions (A1) and (A2) are satisfied. Then, the solution x(t) ≡ 0
of system (5) is uniformly stable.

Proof. Define a new LKF Π := Π(t, xt) by

Π(t, xt) :=‖x(t)‖+
t∫

t−h

‖Ad(s + h)‖ ‖F(x(s))‖ds

+

0∫
−h

t∫
t+η

‖AD(s)‖ ‖G(x(s))‖dsdη, (6)

where −h ≤ η ≤ 0.
As the next step, it is notable that the KLF Π satisfies

Π(t, 0) = 0, Π(t, xt) ≥ ‖x‖.

Differentiating the LKF Π in (6) along system (5), we find that

d
dt

Π(t, xt) =
n

∑
i=1

x′ i(t)sgnxi(t + 0)

+

0∫
−h

[‖AD(t)‖ ‖G(x(t))‖ − ‖AD(t + η)‖ ‖G(x(t + η))‖]dη

+ ‖Ad(t + h)‖ ‖F(x(t))‖ − ‖Ad(t)‖ ‖F(x(t− h))‖

=
n

∑
i=1

x′ i(t)sgnxi(t + 0)

+ h‖AD(t)‖ ‖G(x(t))‖ −
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds

+ ‖Ad(t + h)‖ ‖F(x(t))‖ − ‖Ad(t)‖ ‖F(x(t− h))‖

≤
n

∑
i=1

x′ i(t)sgnxi(t + 0) + hG0‖AD(t)‖ ‖x(t)‖

−
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds

+ ‖Ad(t + h)‖ ‖F(x(t))‖ − ‖Ad(t)‖ ‖F(x(t− h))‖. (7)
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Using conditions (A1) and (A2), we derive that

n

∑
i=1

sgnxi(t + 0)x′ i(t) ≤
n

∑
i=1

aii(t)|xi(t)|+
n

∑
i=1

n

∑
j=1,j 6=i

∣∣aji(t)
∣∣ |xi(t)|

+
n

∑
i=1

n

∑
j=1

∣∣∣adij(t)
∣∣∣ ∣∣Fj(x(t− h))

∣∣
+

t∫
t−h

‖AD(s)‖ ‖G(x(s))‖ds

≤
n

∑
i=1

(
aii(t) +

n

∑
j=1,j 6=i

∣∣aji(t)
∣∣)|xi(t)|

+ ‖Ad(t)‖ ‖F(x(t− h))‖+
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds

≤− A0‖x(t)‖+ ‖Ad(t)‖ ‖F(x(t− h))‖

+

t∫
t−h

‖AD(s)‖ ‖G(x(s))‖ds.

A combination of this inequality, inequality (7) and the use of condition of (A1)
imply that

d
dt

Π(t, xt) ≤− A0‖x(t)‖+ ‖Ad(t)‖ ‖F(x(t− h))‖+
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds

+ hG0‖AD(t)‖ ‖x(t)‖ −
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds

+ ‖Ad(t + h)‖ ‖F(x(t))‖ − ‖Ad(t)‖ ‖F(x(t− h))‖
≤− A0‖x(t)‖+ hG0‖AD(t)‖ ‖x(t)‖+ F0‖Ad(t + h)‖ ‖x(t)‖.

Hence, we obtain

d
dt

Π(t, xt) ≤ − [A0 − hG0‖AD(t)‖ − F0‖Ad(t + h)‖ ]‖x(t)‖. (8)

Using condition (A2), from (8) we obtain

d
dt

Π(t, xt) ≤ 0.

Thus, it is proved that the zero solution of system (5) is uniformly stable.

The next theorem, Theorem 3, is our second main result.

Theorem 3. We assume that conditions (A1) and (A3) are satisfied. Then, the solution x(t) ≡ 0
of system (5) is uniformly asymptotically stable.
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Proof. Using condition (A1) and revising the inequality (8) according to condition (A3),
we derive that

Π(t, xt) :=‖x(t)‖+
t∫

t−h

‖Ad(s + h)‖ ‖F(x(s))‖ds

+

0∫
−h

t∫
t+η

‖AD(s)‖ ‖G(x(s))‖dsdη

≤‖x(t)‖+ F0

t∫
t−h

‖Ad(s + h)‖ ‖x(s)‖ds

+ G0

0∫
−h

t∫
t+η

‖AD(s)‖ ‖x(s)‖dsdη

≤‖x(t)‖+ hF0 sup
t−h≤s≤t

‖Ad(s + h)‖ ‖x(s)‖

− hηG0 sup
t+η≤s≤t

‖AD(s)‖ ‖x(s)‖,−h ≤ η ≤ 0,

Π(t, xt) ≥‖x(t)‖

and

d
dt

Π(t, xt) ≤ − [A0 − hG0 AD(t)− F0‖Ad(t + h)‖]‖x(t)‖

≤ −K0‖x(t)‖ < 0, ‖x(t)‖ 6= 0.

From the above discussion, it follows that the LKF Π(t, xt) has lower and upper
bounds as well as its time derivative along the un-perturbed system (5) is negative definite.
From the basic information of qualitative theory of IDDEs, these results are sufficient
conditions for all solutions of system (5) uniformly converging to the origin (see, Burton [3],
Theorem 4.4.3).

Thus, the solution x(t) ≡ 0 of (5) is uniformly asymptotically stable. This is the end of
the proof.

The integrability of solutions is given by Theorem 4 at the following.

Theorem 4. We assume that conditions (A1) and (A3) are satisfied. Then, the norms of solutions
of system (5) are integrable on R+ in sense of Lebesgue.

Proof. Using the LKF Π := Π(t, xt), it follows that (see the proof of Theorem 2)

d
dt

Π(t, xt) ≤ −K0‖x(t)‖.

From this inequality, an integration gives that

Π(t, xt)−Π(t0, φ(t0)) ≤ −K0

t∫
t0

‖x(s)‖ds.

Hence, as the next step, we derive that

∞∫
t0

‖x(s)‖ds ≤ K−1
0 Π(t0, φ(t0) < +∞.
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The proof is completed.

4. Numerical Application

Example 1. We consider the nonlinear delay system(
x′1(t)
x′2(t)

)
=

(
−51 + cos t 1

1 −51 + cos t

)(
x1(t)
x2(t)

)

+

(
exp(−t) 1

1 exp(−t)

) x1(t)
1+x2

1(t−5−1)
x2(t)

1+x2
2(t−5−1)


+
∫ t

t− 1
5

( 1
1+exp(s) 1

2 1
1+exp(s)

) x1(t)
1+x2

1(s)
x2(t)

1+x2
2(s)

ds, (9)

where t ≥ 5−1.
Comparing systems (9) and (5), we obtain the following relations:

A(t) =
(
−51 + cos t 1

1 −51 + cos t

)
=

(
a11(t) a12(t)
a21(t) a22(t)

)
,

Ad(t) =
(

exp(−t) 1
1 exp(−t)

)
=

(
ad11(t) ad12(t)
ad21(t) ad22(t)

)
,

F(x(t− h)) = F(x1(t− 5−1), x2(t− 5−1)) =

 x1(t)
1+x2

1(t−5−1)
x2(t)

1+x2
2(t−5−1)


G(x) = G(x1, x2) =

( x1
1+x2

1x2
1+x2

2

)
, where x =

(
x1
x2

)
,

AD(t) =

( 1
1+exp(t) 1

2 1
1+exp(t)

)
.

Considering the above relations and proceeding some simple elementary calculations, we have
the following estimates:

F(0) = 0, ‖F(x)‖ =
∥∥∥∥∥
( x1

1+x2
1(t−5−1)

x2
1+x2

2(t−5−1)

)∥∥∥∥∥
=

|x1|
1 + x2

1(t− 5−1)
+

|x2|
1 + x2

2(t− 5−1)
≤ F0‖x‖, F0 = 1,

G(0) = 0, ‖G(x)‖ =
∥∥∥∥∥
( x1

1+x2
1x2

1+x2
2

)∥∥∥∥∥ =
|x1|

1 + x2
1
+
|x2|

1 + x2
2
≤ G0‖x‖, G0 = 1,

aii(t) +
n

∑
j=1,j 6=i

∣∣aji(t)
∣∣ ≤ −49 = −A0

since
a11(t) + |a21(t)| = −51 + cos t + 1 ≤ −49 = −A0

and
a22(t) + |a12(t)| = −51 + cos t + 1 ≤ −49 = −A0,
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‖Ad(t + h)‖ =
∥∥∥∥ (exp(−t− h) 1

1 exp(−t− h)

) ∥∥∥∥ = max
1≤j≤2

2

∑
i=1

∣∣∣adij(t + h)
∣∣∣

= max{exp(−t− h) + 1, 1 + exp(−t− h)}

= 1 + exp(−t− h), where h =
1
5

, t ≥ 5−1,

‖AD(t)‖ =
∥∥∥∥∥
( 1

1+exp(t) 1

2 1
1+exp(t)

) ∥∥∥∥∥ = max
1≤j≤2

2

∑
i=1

∣∣∣aDij(t)
∣∣∣

= max
{

1
1 + exp(t)

+ 2,
1

1 + exp(t)
+ 1
}

=
1

1 + exp(t)
+ 2 ≤ 3 = D0.

As for the last step, from these estimates, we arrive that

A0 − hG0‖AD(t)‖ − F0‖Ad(t + h)‖ ≥ 49− 5−1 × 3− 1− exp(−t− 5−1) > 46 = K0.

Thus, we have satisfaction of conditions (A1)–(A3), so the solution x(t) ≡ 0 of system (9)
is uniformly stable, uniformly asymptotically stable and the norms of the solutions of the system
are integrable.

In Figures 1 and 2, the two dimensional system of non-linear DDEs (9) was solved by
MATLAB software. The behaviors of stable solutions of system (9) are shown in Figures 1 and 2.

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.60 0.65 0.70

time(s)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

x
1
(t

)

x1(0)=1

x1(0)=0.5

x1(0)=-1

Figure 1. The trajectories of x1(t) of system (9) and their behaviors.
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0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.60 0.65 0.70

time(s)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

x
2
(t

)

x2(0)=1

x2(0)=0.5

x2(0)=-1

Figure 2. The trajectories of x2(t) of system (9) and their behaviors.

5. Instability of Solutions

B. Assumptions
For our instability result, the following conditions are needed.

(A4) Condition (A1) from Theorem 1 is satisfied with

‖Ad(t + h)‖ ≤ d0 for all t ∈ R+,
‖AD(s)‖ ≤ D0 for all s ∈ [−h, ∞),

where d0, D0, F0, G0 and h are positive constants such that

h <
1

d0F0 − ηD0G0
,−h ≤ η ≤ 0.

(A5) There are constants F0, G0, h from (A2) and M0 > 0, ε > 0 such that

aii(t)−
n

∑
j=1,j 6=i

∣∣aji(t)
∣∣ ≥ M0 for all t ∈ R+

and
M0 − F0‖Ad(t + h)‖ − hG0‖AD(t)‖ ≥ ε.

The next theorem, Theorem 5, is our instability result.

Theorem 5. We assume that conditions (A4) and (A5) are satisfied. Then, the solution x(t) ≡ 0
of system (5) is unstable.

Proof. We define a new LKF Π1 := Π1(t, xt) by

Π1(t, xt) :=‖x(t)‖ −
t∫

t−h

‖Ad(s + h)‖ ‖F(x(s))‖ds

−
0∫
−h

t∫
t+η

‖AD(s)‖ ‖G(x(s))‖dsdη, (10)

where −h ≤ η ≤ 0.
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Using condition (A4), we obtain from (10) that

Π1(t, xt) ≥‖x(t)‖ −
t∫

t−h

d0F0 ‖x(s)‖ds−
0∫
−h

t∫
t+η

D0G0 ‖x(s)‖dsdη

≥‖x(t)‖ − hd0F0 sup
t−h≤s≤t

‖x(s)‖+ hηD0G0 sup
t+η≤s≤t

‖x(s)‖

≥‖x(t)‖ − h(d0F0 − ηD0G0) sup
t−h≤s≤t

‖x(s)‖

=[1− h(d0F0 − ηD0G0)] sup
t−h≤s≤t

‖x(s)‖ > 0

provided ‖x(t)‖ = sup
t−h≤s≤t

‖x(s)‖, h < 1
d0F0−ηD0G0

, −h ≤ η ≤ 0 and ‖x(t)‖ 6= 0.

Next, the derivative of LKF Π1 in (10) along solutions of system (5) gives that

d
dt

Π1(t, xt) =
n

∑
i=1

x′ i(t)sgnxi(t + 0)

− ‖Ad(t + h)‖ ‖F(x(t))‖+ ‖Ad(t)‖ ‖F(x(t− h))‖

− h‖AD(t)‖ ‖G(x(t))‖+
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds. (11)

Using condition (A4), for the first term of (11), we obtain

n

∑
i=1

sgnxi(t + 0)x′ i(t) ≥
n

∑
i=1

aii(t)|xi(t)| −
n

∑
i=1

n

∑
j=1,j 6=i

∣∣aji(t)
∣∣ |xi(t)|

−
n

∑
i=1

n

∑
j=1

∣∣∣adij(t)
∣∣∣ ∣∣Fj(x(t− h))

∣∣
−

t∫
t−h

‖AD(s)‖ ‖G(x(s))‖ds

≥
n

∑
i=1

(
aii(t)−

n

∑
j=1,j 6=i

∣∣aji(t)
∣∣)|xi(t)|

− ‖Ad(t)‖ ‖F(x(t− h))‖ −
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds

≥M0‖x(t)‖ − ‖Ad(t)‖ ‖F(x(t− h))‖

−
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds. (12)
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On gathering the relations (11), (12) and using conditions (A4) and (A5), we have

d
dt

Π1(t, xt) ≥M0‖x(t)‖ − ‖Ad(t)‖ ‖F(x(t− h))‖ −
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds

− ‖Ad(t + h)‖ ‖F(x(t))‖+ ‖Ad(t)‖ ‖F(x(t− h))‖

− h‖AD(t)‖ ‖G(x(t))‖+
t∫

t−h

‖AD(s)‖ ‖G(x(s))‖ds

=M0‖x(t)‖ − ‖Ad(t + h)‖ ‖F(x(t))‖ − h‖AD(t)‖ ‖G(x(t))‖
≥M0‖x(t)‖ − F0‖Ad(t + h)‖ ‖x(t)‖ − hG0‖AD(t)‖‖x(t)‖
=[M0 − F0‖Ad(t + h)‖ − hG0‖AD(t)‖]‖x(t)‖
≥ε‖x(t)‖ > 0, ‖x(t)‖ 6= 0.

As a result of the above study, we conclude that the solution
(

x1(t)
x2(t)

)
=

(
0
0

)
of system (5) is unstable provided conditions (A4) and (A5) are satisfied.

6. Numerical Application

Example 2. Let us consider the following nonlinear delay system:(
x′1(t)
x′2(t)

)
=

(
51− cos t 1

1 51− cos t

)(
x1(t)
x2(t)

)

+

(
exp(−t) 1

1 exp(−t)

) x1(t)
1+x2

1(t−5−1)
x2(t)

1+x2
2(t−5−1)


+
∫ t

t− 1
5

( 1
1+s2+exp(t) 1

2 1
1+s2+exp(t)

) x1(s)
1+x2

1(s)
x2(s)

1+x2
2(s)

ds, (13)

where t ≥ 5−1.
Comparing systems (13) and (5), it follows that

A(t) =
(

51− cos t 1
1 51− cos t

)
=

(
a11(t) a12(t)
a21(t) a22(t)

)
.

Next, the matrices Ad(t), AD(t) and the functions G(x1, x2), F(x1(t− 5−1), x2(t− 5−1))
are the same as those given by Example 1. As for the following step, it is verified that

aii(t)−
n

∑
j=1,j 6=i

∣∣aji(t)
∣∣ = 51− cos t− 1 > 48 = M0

since
a11(t)− |a21(t)| = 51− cos t− 1 > 48 = M0

and
a22(t)− |a12(t)| = 51− cos t− 1 > 48 = M0.

As for the next step, from the above estimates and those in Example 1, we obtain that

h =
1
5
<

1
2 + 3

5
≤ 1

d0F0 − ηD0G0
, with η = −1

5
,

M0 − F0‖Ad(t + h)‖ − hG0‖AD(t)‖
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≥ 48− 2− 5−1 × 3 > 45 = ε.

Therefore, the solution
(

x1(t)
x2(t)

)
=

(
0
0

)
of system (13) is unstable.

In Figures 3 and 4, the two dimensional system of non-linear DDEs (13) was solved by
MATLAB software. The behaviors of unstable solutions of system (13) are shown in Figures 3 and 4.

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

time(s)

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

x
1

(t
)

1011

x1(0)=1

x1(0)=0.5

x1(0)=-1

Figure 3. The trajectories of x1(t) of system (13) and their behaviors.

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

time(s)

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

x
2

(t
)

1011

x2(0)=1

x2(0)=0.5

x2(0)=-1

Figure 4. The trajectories of x2(t) of system (13) and their behaviors.

7. Boundedness

We consider the perturbed system (2) and give a new theorem on the boundedness
of solutions.

For the boundedness result of this paper, we need the following additional assumption.
C. Assumption

(A6) The function H ∈ C(R+ ×Rn ×Rn,Rn) satisfies

‖H(t, x(t), x(t− h))‖ ≤ |H0(t)| ‖x(t)‖
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for all t ∈ R+ and for all x, x(t− h) ∈ Rn, where H0 ∈ C(R+,R), the function H0 is
bounded and there are constants F0, G0, A0 > 0 and h > 0 from (A2) such that

aii(t) +
n

∑
j=1,j 6=i

∣∣aji(t)
∣∣ ≤ −A0 for all t ∈ R+

and

A0 − hG0‖AD(t)‖ − F0‖Ad(t + h)‖ − |H0(t)| ≥ 0 for all t ∈ [−h, ∞).

The following theorem, Theorem 6, is the boundedness result of this paper.

Theorem 6. The solutions of perturbed system (2) are bounded at infinity if conditions (A1) and
(A6) are satisfied

Proof. In this proof, we use again the LKF given by (6). Clearly, using conditions (A1) and
(A6), one can find that

d
dt

Π(t, xt) ≤ −[A0 − F0‖Ad(t + h)‖ − hG0‖AD‖ ]‖x(t)‖+ ‖H(t, x(t), x(t− h))‖

≤ −[A0 − F0‖Ad(t + h)‖ − hG0‖AD‖ − |H0(t)| ]‖x(t)‖ ≤ 0.

As a result of this inequality, we find

Π(t, xt) ≤ Π(t0, φ(t0)).

Hence, it is notable from the definition of LKF (6) that

‖x(t)‖ ≤ Π(t0, φ(t0)), t ≥ t0.

If t→ +∞, then

lim
t→+∞

‖|x(t)|‖ ≤ lim
t→+∞

Π(t0, φ(t0)) = Π(t0, φ(t0)) ≡ a positive constant.

Thus, the solutions of system (2) are bounded as t → +∞. The proof of Theorem 6
is completed.

8. Numerical Application

Example 3. We now take into consideration the following nonlinear delay system:(
x′1(t)
x′2(t)

)
=

(
−51 + cos t 1

1 −51 + cos t

)(
x1(t)
x2(t)

)

+

(
exp(−t) 1

1 exp(−t)

) x1(t)
1+x2

1(t−5−1)
x2(t)

1+x2
2(t−5−1)


+
∫ t

t− 1
5

( 1
1+exp(s) 1

2 1
1+exp(s)

) x1(s)
1+x2

1(s)
x2(s)

1+x2
2(s)

ds

+

 sin x1(t)
1+exp(t)+exp(|x1(t−5−1)|)

sin x2(t)
1+exp(t)+exp(|x2(t−5−1)|)

. (14)
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Comparing systems (14) and (2), it follows that

H(t, x1, x2, x1(t− 5−1), x2(t− 5−1)) =

 sin x1
1+exp(t)+exp(|x1(t−5−1)|)

sin x2
1+exp(t)+exp(|x2(t−5−1)|)

,

∥∥∥H(t, x1, x2, x1(t− 5−1), x2(t− 5−1))
∥∥∥ ≤ |sin x1|

1 + exp(t) + exp(|x1(t− 5−1)|)

+
|sin x2|

1 + exp(t) + exp(|x2(t− 5−1)|)

≤|sin x1|+ |sin x2|
1 + exp(t)

≤ |x1|+ |x2|
1 + exp(t)

=
1

1 + exp(t)
‖x‖, where |H0(t)| =

1
1 + exp(t)

.

Next, the matrices A(t), Ad(t), AD(t) and the functions G(x1, x2), F(x1(t− 5−1), x2(t−
5−1)) are the same as those in Example 1. Hence, it is seen that

A0 − hG0‖AD(t)‖ − F0‖Ad(t + h)‖ − |H0(t)| ≥ 49− 5−1 × 3− 2− 1
1 + exp(t)

> 0.

Then, it is obvious that all solutions
(

x1(t)
x2(t)

)
of system (14) are bounded.

In Figures 5 and 6, the two dimensional system of non-linear DDEs (14) was solved by MAT-
LAB software. The behaviors of boundedness solutions of system (14) are shown in Figures 5 and 6.

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

time(s)
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-0.2

0

0.2

0.4

0.6

0.8

1

x
1

(t
)

x1(0)=1

x1(0)=0.5

x1(0)=-1

Figure 5. The trajectories of x1(t) of system (14) and their behaviors.
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Figure 6. The trajectories of x2(t) of system (14) and their behaviors.

Remark 1. In the three previous sections, Sections 4, 6 and 8, called “Numerical application”,
to illustrate Theorems 2–5 and to show their applications in particular cases , Examples 1–3 were
solved using the 4th order Runge-Kutta method via MATLAB Simulink software by taking the step
size as 0.001.

9. Contributions

Here, we would like to summarize the contributions and novelty of this paper and to
explain comparisons with some former literature.

(1) The system of IDDEs considered in Zhao et al., [18], system (1), is linear. System (1)
also has a simple form. However, perturbed and unperturbed systems of IDDEs (2)
and (5), respectively, are non-linear and they have more general forms than system (1).
Indeed, instead of the constant matrices A, Ad, AD and linear term x(t− h) of (1), we
took the variable matrices A(t), Ad(t), AD(s) and the non-linear functions F(x(t− h)),
G(x) in both of systems (2) and (5). We also added the nonlinear perturbed term
H(t, x(t), x(t − h)) to system (2). These mean that system (2) and (5) extend and
improve system (1) from linear case to the nonlinear case.

(2) Zhao et al., [18], Theorem 1 proved a nice result on the asymptotic stability of system
(1) (see the above Theorem 1) by using a very interesting approach. Indeed, the authors
used the new double integral inequality in terms of LMIs and the LKF (see Section 2)
to prove [18], Theorem 1. However, the use of double integral inequality, LMIs and the
LKF can cause stronger conditions for the asymptotic stability result of [18], Theorem 1.
This case can be seen when we look at the conditions of [18], Theorem 1. In this paper,
we did not use the double integral inequality, LMIs and the LKF of [18], Theorem 1.
From this point of view, we defined two new, different, interesting and effective LKFs
(see the LKFs given by (6) and (12)) and used these two LKFs. Here, the LKFs (6), (12)
can lead very less conservative, more suitable and practicable conditions. This case
can be checked clearly when we compare the LKF used by Zhao et al., [18], Theorem 1
(see, Section 2) and the LKF (6) used to prove the uniform asymptotic stability result
of this paper, Theorem 3.
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Indeed, to the best of information, up to now, the LKFs

Π(t, xt) :=‖x(t)‖+
t∫

t−h

‖Ad(s + h)‖ ‖F(x(s))‖ds

+

0∫
−h

t∫
t+η

‖AD(s)‖ ‖G(x(s))‖dsdη.

and

Π1(t, xt) :=‖x(t)‖ −
t∫

t−h

‖Ad(s + h)‖ ‖F(x(s))‖ds

−
0∫
−h

t∫
t+η

‖AD(s)‖ ‖G(x(s))‖dsdη.

were not used in the literature to discuss the fundamental behaviors of solutions
related to IDDEs and DDEs. Next, indeed, as it is well-known, the investigation of
fundamental behaviors of trajectories of non-linear systems of IDDEs and DDEs is
a difficult task. However, the effective roles of the LKFs (6) and (12) come from the
integral terms

t∫
t−h

‖Ad(s + h)‖ ‖F(x(s))‖ds,
0∫
−h

t∫
t+η

‖AD(s)‖ ‖G(x(s))‖dsdη

and

−
t∫

t−h

‖Ad(s + h)‖ ‖F(x(s))‖ds and
0∫
−h

t∫
t+η

‖AD(s)‖ ‖G(x(s))‖dsdη.

Without loss of generality, if suitable LKFs could be found, then very less conservative
qualitative criteria can be obtained.

(3) The UAS result of this paper, Theorem 3, extends and improves the result of Zhao et al., [18],
Theorem 1 under weaker and more suitable conditions. Next, indeed, UAS implies US,
but its converse is not true. Additionally, to the best of information, there is no result on the
instability of system of IDDEs (5). Theorem 5 is the first instability result in the literature.
The uniform stability and integrability results of unperturbed system (5) and boundedness
result of perturbed system (2), i.e., Theorems 2, 4 and 6, respectively, are new and original.
These theorems have also very suitable and less conservative conditions for proper and
related applications in various fields of sciences and engineering.

Next, for the cases of US and UAS, since

A0 − F0‖Ad(t + h)‖ > 0 (see (A2)),

the upper bound for the constant delay term h is determined as the following, respectively:

h ≤ A0 − F0‖Ad(t + h)‖
G0‖AD(t)‖

and h <
A0 − F0‖Ad(t + h)‖

G0‖AD(t)‖
, ‖AD(t)‖ 6= 0.

As for the case of the instability, since

M0 − F0‖Ad(t + h)‖ − hG0‖AD(t)‖ > 0 ( see (A5)),

h <
1

d0F0 − ηD0G0
,−h ≤ η ≤ 0, ( see (A4)),
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the upper bound for the constant delay term h is determined as the following:

h = min{M0 − F0‖Ad(t + h)‖
G0‖AD(t)‖

,
1

d0F0 − ηD0G0
},−h ≤ η ≤ 0.

Finally, for the case of boundedness, since

A0 − F0‖Ad(t + h)‖ − |H0(t)| > 0,

it follows that

h ≤ A0 − F0‖Ad(t + h)‖ − |H0(t)|
G0‖AD(t)‖

, ‖AD(t)‖ 6= 0,

where the function H0(t) is bounded such that

|H0(t)| ≤ B0 with A0 − F0‖Ad(t + h)‖ − B0 > 0.

(4) In this paper, three examples, Examples 1–3, are provided, which satisfy the conditions
of the related theorems. These examples are solved by the 4th order Runge-Kutta
method in MATLAB software.

10. Conclusions

In this article, we have discussed the US, UAS, integrability, instability and bounded-
ness problems of un-perturbed and perturbed systems of non-linear IDDEs, respectively.
Five new theorems have been obtained and the obtained theorems are new and original
with scientific novelties. The proofs of these theorems are performed by defining two new
LKFs. Three examples are given as numerical applications of our theorems. We believe
that the results of this paper provide new and effective contributions to the literature and
may be useful to researchers working on these concepts.
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