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Abstract: Blockage of pedestrians will cause inaccurate people counting, and people’s heads are
easily blocked by each other in crowded occasions. To reduce missed detections as much as possible
and improve the capability of the detection model, this paper proposes a new people counting
method, named Soft-YoloV4, by attenuating the score of adjacent detection frames to prevent the
occurrence of missed detection. The proposed Soft-YoloV4 improves the accuracy of people counting
and reduces the incorrect elimination of the detection frames when heads are blocked by each other.
Compared with the state-of-the-art YoloV4, the AP value of the proposed head detection method
is increased from 88.52 to 90.54%. The Soft-YoloV4 model has much higher robustness and a lower
missed detection rate for head detection, and therefore it dramatically improves the accuracy of
people counting.

Keywords: head detection; YoloV4; NMS; soft-NMS; people counting

1. Introduction

People counting is a process of counting the number of people in images. It is one
of the most important features in a modern intelligent camera. Without this artificial
intelligence technique, we have to manually count the number of people in the surveillance
video. However, this is unacceptable due the fact that the scale of video data becomes larger
and larger. What is worse, it is unlikely to have a precise count when the number of people
is too large. For this reason, many automatic people counting methods have been proposed
based on the detection of skin color [1], facial features [2], and pedestrians [3]. Nowadays,
deep learning, image recognition, and other artificial intelligence (AI) technologies are
continuously developing [4]. These intelligent technologies are gradually being applied
in our daily life, e.g., face recognition [5] and human action recognition [6]. In typical
places, like classrooms and shopping malls, pedestrians are easily blocked by other objects,
which prevents a precise counting of people. The good news is that this problem happens
relatively infrequently on head counting. A computer can be adapted to detect human
heads and, in turn, count the number of people. For example, the people counting system
can detect the head of the student’s heads in the classroom, so that the teachers can know
whether a student is absent or not. In another case, the number of people in a self-study
room can be counted and fed back to the mobile phone in real-time by head detecting. In
this way, the students can quickly know which self-study room still has available seats,
avoiding spending lots of time and energy searching for an unoccupied space. Besides
these, a shopping mall owner can analyze the laws of customer flow by detecting heads
in each store, which helps them make appropriate marketing strategies. All of these
demonstrate that high-performance head detection and counting is one of the most crucial
techniques in modern AI systems and applications.
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2. Related Work

As a fundamental technique of people counting, head counting belongs to target
detection in computer vision. A lot of machine learning methods have been proposed for
this task. The traditional machine learning target detection algorithms include AdaBoost
based on Harr features [7], SVM based on Hog [8] and LBP [9] features, etc. The principle of
these detection algorithms mainly depends on the traditional manually extracted features.
The procedure usually includes extracting features from the images, then constructing
a classifier for classification, and finally obtaining the targets. However, most of these
traditional target detection algorithms cannot produce a high accuracy for real applications,
neither have a good enough generalization ability.

Deep neural networks, on the other hand, have a much better performance in target
detection. Hinton et al. published a deep neural network using RBM coding [10]. Since
then, deep learning methods have dominated the implementation of target detection
applications. Currently, deep target detection algorithms are mainly divided into three
categories. The first one is the multi-stage algorithms such as R-CNN [11] and SPPNet [12].
Then, two-stage implementations like Fast R-CNN [13], Faster R-CNN [14], Mask R-
CNN [15], and HyperNet [16] have shown very promising performance. However, the
speed of these methods is not fast enough for real applications. Besides these, there are
many one-stage algorithms including YoloV1 [17], YoloV2 [18], SSD [19], Retina-Net [20],
AlignDet [21], CenterNet [22], FSAF [23], FCOS [24], and YoloV4 [25]. All of the above one-
stage algorithms have a fast recognition speed, but the accuracy is far from high enough.
There is still a gap to be filled. For this reason, our goal is to improve the YoloV4 model,
which represents the current state-of-the-art, to create a high-performance head detection
and counting model.

In the conventional YoloV4, non-maximum suppression (NMS) sets the score of
adjacent detection frame (adjacent detection frame probably contains object) to 0, then
the final output will not contain this detection frame, which caused the occurrence of
missed detection. This is harmful in the head-counting application. Soft-NMS algorithm
was proposed to attenuate the score of the adjacent detection frame rather than set it to
0 [26]. As long as the score of the adjacent detection frame is greater than the threshold, the
final output will contain this detection frame. Inspired by the above inference, this paper
proposes a novel head detection method based on YoloV4, which we call Soft-YoloV4 (the
NMS in YoloV4 is replaced by Soft-NMS). We make the following novel contributions:

1. We reveal why the conventional YoloV4 model is prone to miss detection in the case
of people’s heads are blocked by each other;

2. We proposed a new head detection model (Soft-YoloV4) by improving YoloV4. The
experiments in two datasets show that the number of people can be counted more
accurately by Soft-YoloV4;

3. We compared the Soft-YoloV4 and other methods previously reported, which showed
that the Soft-YoloV4 has a better performance and is more conducive to real applications.

The present paper is organized as follows. Section 2 introduces the algorithm design
of Soft-YoloV4 and presents the acquisition of experimental data. The results of Soft-YoloV4
in a real application and the comparison of Soft-YoloV4 between other several methods are
presented in Section 3. The conclusion is provided in Section 4.

3. Methods
3.1. NMS Algorithm

The YoloV4 model mainly consists of the following parts: CSPDarknet53 (the backbone
features extraction network), SPP (the strengthened features extraction network), PANet,
and Yolo Head [27]. When the size of the inputted picture is 416 × 416 × 3, the architecture
consisting of CSPDarknet53, SPP, PANet, and Yolo Head is shown in Figure 1.
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Figure 1. The architecture of YoloV4 network.

In particular, CSPDarknet53 mainly consists of a series of ResNet [28]. The detailed
description can be found in the cspdarknet53 module in Figure 1.

Max-pooling in the SPP architecture mainly uses different pooling kernel sizes of
5 × 5, 9 × 9, 13 × 13. It pools the inputted feature layers and stacks each output. The
Max-pooling process reduces the features and parameters of the result and keeps some
invariance well, like rotation, translation, expansion, and others. The SPP architecture also
increases the receptive field of the output unit nicely.

PANet was proposed by Shu Liu et al. [29]. This architecture makes full use of shallow
and deep features. It obtains a more effective feature layer by fusing shallow features
and deep features. In YoloV4, PANet is mainly used on three effective feature layers
(13, 13, 1024), (26, 26, 512), (52, 52, 256). By fusing the features in PANet, three effective
feature layers are available in sizes of 52 × 52 × 128, 26 × 26 × 256, and 13 × 13 × 512,
respectively. Yolo Head has two convolution layers: the first layer is a 3 × 3 convolution,
the second is a 1 × 1 convolution. For the case of Yolo Head1, the input of Yolo Head1 is
52 × 52 × 128 feature layer, and 52 × 52 × 18 feature layer is obtained after Yolo Head1
processing. Likewise, 26 × 26 × 18 feature layer is obtained after Yolo Head2 processing,
13 × 13 × 18 feature layer is obtained after Yolo Head3 processing. Finally, 52 × 52 × 18,
26 × 26 × 18, and 13 × 13 × 18 feature layers will be the output of YoloV4.

In the original YoloV4 model, NMS is used to sift out the detection frame with the
highest scores in the same category. However, the elimination mechanism of NMS is very
strict, only considering the detection frame and its IOU (Intersection over Union), which
easily leads to a missed detection. For example, a missed detection as an instance is shown
in Figure 2:
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Figure 2. A missed detection happened using NMS.

There are three people in Figure 2. However, only two people were detected using
NMS, which means a missed detection. Obviously, in a crowded occasion, using NMS
algorithm to remove the redundant detection frames when people’s heads are blocked by
each other is likely to cause a missed detection.

In our improvement, the key step to achieve people counting is detecting people’s
heads. When there are too many people, their heads are easily blocked by each other.
Therefore, we utilize Soft-NMS to replace NMS in the Soft YoloV4 model to fix the problem.
Here, we have the following analysis.

3.2. Principle of Soft-NMS Algorithm

From a mathematical point of view, the mechanism of NMS to remove redundant
frames can be expressed as:

scorei =

{
0, IOU(M, bi) ≥ threshould of IOU

scorei, IOU(M, bi) < threshould of IOU
(1)

where scorei represents the score of the current detection frame. The best threshold of IOU
we found is 0.5 after multiple debugging in the data set of this experiment.

In other words, for the detection frame with a higher IOU adjacent to one with the
highest score, NMS will set the score of this frame to 0 and then remove it. It is very likely
to cause a missed detection when in the situation shown in Figure 2. The mechanism of
Soft-NMS to remove redundant detection frames can be expressed as:

scorei = scoreie−
IOU(M,bi)

2

θ (2)

It means that Soft-NMS will not directly set the score of the detection frame with a
higher IOU adjacent to the one with the highest score to 0. Instead, it penalizes the score.
The multiplication of the score of the current detection frame and the weight function is
to penalize this detection frame. We used the Gaussian function as the weight function:

e−
IOU(M,bi)

2

θ (θ is the parameter of the weight function. After debugging, the detection
effect is the best when θ is 0.1). The higher overlap with the highest-score detection frame,
the more severe the score of this detection frame decreases. Finally, only the detection
frame with a score higher or equal to 0.5 remains. In this way, Soft-NMS can remove the
redundant detection frame and reduce the missed detection rate as well. The flow chart of
Soft-NMS is shown in Figure 3.
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In summary, the main idea of Soft-NMS is as follows. Firstly, it finds out all the
detection frames which have a higher confidence level than a certain artificial-set confidence
level from an image. The circumstance that the confidence level is lower than this certain
confidence level means that there is no target object in the detection frame. Secondly, it
processes the detection frames that belong to the same category. Finally, it establishes a
set B and puts all the detection frames that belong to the same category into this set. The
specific algorithm of Soft-NMS is as follows.

1. Sort the score of the detection frame in set B (this score indicates the probability that
the position of the detection frame belongs to this category) from high to low, and
choose the frame H with the highest score from the B set.

2. Traverse all the detection frames in set B, and calculate the IOU of each detection
frame and the detection frame H with the highest score. Soft-NMS does not directly
remove a detection frame from set B but makes a corresponding penalty for this
detection frame to decrease the score. The higher the degree of overlapping with the
detection frame with the highest score, the more severe the score of this detection
frame decreases. Then saving the detection frame H into truth_box.

3. Return to 1. until the set B is empty, and finally, keep the detection frame with a score
higher or equal to 0.5 in the truth_box as the output.

After processing Figure 2 by Soft-NMS, the detecting result is as shown in Figure 4.
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4. Experimental Datasets and Evaluation Indexes

The experiments were conducted on two human heads data sets: Brainwash [30]
and SCUT_HEAD [31]. The Brainwash data set contains 11,438 images, with a total
of 81,975 human heads. The scene in this data set is a coffee shop, and the annotation
method of the data set is not the Pascal VOC format. It needs to convert to the Pascal
VOC annotation format. The SCUT_HEAD data set contains 4405 images with a total
of 11,251 heads. Two data sets include lots of complex scenes, such as classrooms, cafes,
daytime, night, and others.

For the case of Brainwash, the size of each image is 640 × 480, 300 images are se-
lected randomly as the testing set, and 11,138 images as the training set. For the case of
SCUT_HEAD, the size of each image is different, 141 images are selected randomly as the
testing set, and 4264 images as the training set. The third dataset contains all images of
A and B, 441 images are selected randomly as the testing set, and 15,402 images as the
training set. For the YoloV4 model, the size of the input image is 416 × 416, so all images
will be preprocessed, which means all images will be resized to 416 × 416 before being put
into the YoloV4 model.

The indexes of the evaluation model in this experiment include the Precision value,
the Recall value, and AP value [32]. The calculation of the Precision value and the Recall
value are respectively represented by Formulas (3) and (4):

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

On the above formulas, TP means the prediction result is classified correctly into
positive samples, FP indicates the wrong classification into positive samples, and FN
represents the wrong into negative samples. The PR curve is the relationship between the
Precision value and the Recall value. We can see the PR curve in Figure 5:
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AP is the area enclosed by the PR curve (the blue area). The higher the value of AP,
the better the predictive ability of the model.

5. Results
5.1. Comparison of NMS and Soft-NMS

To verify the efficiency of the Soft YoloV4 model, the same prediction parameters and
data sets (more than 400 complex images) are used for head detection in the YoloV4 model
using NMS and Soft-NMS. Judging whether the recognition is accurate is based on whether
there is a missed detection.

The AP value of the YoloV4 model before improvement is 88.52%, the Precision is
91.15%, and the Recall is 86.93%. When using Soft-NMS, the prediction result of the Soft
YoloV4 model is improved, where the AP value is 90.54%, the Precision is 91.94%, and the
Recall is 85.55%.

The comparison results on the third dataset between the YoloV4 model before and
after improvement are shown in Table 1.

Table 1. The comparison results.

Model AP/% Precision/% Recall/%

Original YoloV4 88.52 91.15 86.93
Soft YoloV4 90.54 91.94 85.55

After contradistinction and analysis, we can see that the AP value and the Precision
value are improved compared with the original model. However, the Recall has declined.
Soft-NMS remove the redundant detection frame by penalizing the score. There is an
adjustable parameter θ in Formula (2). A large parameter θ will result in a smaller penalty,
then the redundant detection frame may not be removed, which means the model may
indicate that there are two objects although there is only one object. The reason why recall
has declined is that the parameter θ is large. Recall or Precision cannot be used to evaluate
the effect of the algorithm comprehensively, so the AP index is selected. The experiments
proved that the AP value using Soft YoloV4 was higher than that using Original YoloV4,
even though recall dropped a little. In this way, replacing NMS with Soft-NMS in YoloV4
is effective.

5.2. Comparison with State-of-the-Arts

The experiments include the following comparison methods: end-to-end people detec-
tion (abbreviated as ReInspect [30]), detecting heads using features refined net and cascaded
multi-scale architecture (abbreviated as FRN_CMA [31]), target detection algorithm based
on YoloV3 (abbreviated as YoloV3 [33]), and pedestrian head detection algorithm based on
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clustering and Faster RCNN (abbreviated as CFR-PHD [34]). All methods use the same
evaluation index. The detection results of each method on the Brainwash data set and
SCUT_HEAD data set are shown in Table 2.

Table 2. Experimental results obtained on Brainwash and SCUT_HEAD.

Methods Brainwash (AP/%) SCUT_HEAD (AP/%)

ReInspect 78.10 77.50
FRN_CMA 88.10 86.30

YoloV3 85.11 84.13
CFR-PHD 90.20 87.70

Soft YoloV4 92.29 91.70

According to the experiment results on the Brainwash data set and the SCUT_HEAD
data set, our Soft YoloV4 algorithm improves detection performance compared to the above
algorithms. On the Brainwash data set, the AP value dramatically increases. Compared
to the ReInspect, FRN_CMA, YoloV3, and CFR-PHD algorithms, the improvements are
14.19%, 4.19%, 7.18%, and 2.09%, respectively. On the SCUT_HEAD data set, the improve-
ments by the AP value are 14.20, 5.40, 7.57, and 4.00%. Therefore, the performance of our
proposed improvement can be approved.

Here are three examples, as shown in the following Figures 6–8.
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Figure 8. One example of people counting results. There are 79 people in the classroom, and it was
predicted that there would be 81 people. The result is not completely correct.

The result in Figure 8 is not completely correct. With the increase of pedestrian density
in a scene, the visibility of heads decreases with the increase of mutual occlusions, resulting
in the decrease of head detection, as shown in Figure 8. The possible reason why the model
cannot predict objects over heavily overlapped with others is that a detection frame only
predicts an object rather than a set of correlated objects.

6. Conclusions

Compared with other target detection models, the Soft-YoloV4 model in this paper has
a higher recognition accuracy and a better people counting effect. Soft-YoloV4 can be built
on the server. By recognizing the images sent by the client, the server can return the specific
number of people to the client. In this way, the number of people in the classroom can be
counted conveniently and quickly, which helps teachers count the number of students, and
students do not need to go to each classroom to check whether there is an available seat for
them, and then quickly choose a self-study room.

This paper is still unable to accurately recognize the situation that the degree of
blockage is too high. In the future, we can consider combining the human body model
to determine whether there is a blockage in the detection frame. The network architec-
ture of the target detection model is also too large. Although the accuracy is high, the
detecting speed is relatively slow. The next step is to modify the network architecture of
the model to speed up the recognition process without significantly decreasing the accu-
racy. KuralNet is a lightweight deep learning model that strikes a good balance between
parameters and effectiveness [35]. In the KuralNet, the inverse residual block with deep
convolution and frequency-doubling convolution can be used for signal processing to
reduce the computational cost. Perhaps we can learn from this to reduce the complexity
of Soft-YoloV4.

This paper proposes a head detection model by improving YoloV4 to count the number
of people. By detecting people’s heads, we have an improved version YoloV4 using Soft-
NMS. In this way, the number of people can be counted more accurately and performance
close to the requirement of real applications is obtained. The original YoloV4 model uses
the NMS algorithm to remove redundant detection frames. The Soft-YoloV4 model uses the
Soft-NMS algorithm. After comparative analysis, Soft-YoloV4 has a higher accuracy in head
detection. The AP value of Soft-YoloV4 is 90.54%, 2.02% higher than the original YoloV4
model. Therefore, Soft-YoloV4 is more suitable for head detection on crowded occasions.
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