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Abstract: In this study, we prove the existence of minimal first-order representations for convolu-
tional codes with the predictable degree property over principal ideal artinian rings. Further, we
prove that any such first-order representation leads to an input/state/output representation of the
code provided the base ring is local. When the base ring is a finite field, we recover the classical
construction, studied in depth by J. Rosenthal and E. V. York. This allows us to construct observable
convolutional codes over such rings in the same way as is carried out in classical convolutional
coding theory. Furthermore, we prove the minimality of the obtained representations. This completes
the study of the existence of input/state/output representations of convolutional codes over rings of
modular integers.

Keywords: convolutional codes; representations; rings of modular integers

1. Introduction

The relation between convolutional codes and linear dynamical systems has been and
still is largely studied. This relationship appears when one considers studying the coding
dynamics of a convolutional code, and it depends, to some degree, on the notion of convo-
lutional code used. If we describe a convolutional code as a linear subspace, C ⊂ Fq(z)n,
the linear system associated with the code is known as driving input/output representa-
tion ([1,2]). If we describe a convolutional code as a submodule, C ⊂ Fq[z]n, the coding
dynamics can be modeled by a linear dynamical system known as input/state/output
(I/S/O) representation [3–6], since k components of the output drive the remaining n− k
components. One can also define a convolutional code as a time-invariant complete behav-
ior. In such a case, there is also a representation theory [7–9]. Another perspective deals,
for instance, with the dynamic symbolic point of view [10].

The case we are interested in is that of submodules and I/S/O representations. I/S/O
representations are useful because, among other reasons, they allow one to construct
convolutional codes with desirable properties (such as observability and good distances),
to define (algebraic) decoding algorithms, to study concatenated convolutional codes, and
to study finite support 2D convolutional codes, periodically time-invariant convolutional
codes and product convolutional codes ([11–17]).

Massey and Mittleholzer introduced convolutional codes over rings to model the
phase modulation problem ([18,19]) and, currently, they are also used for decoding,
steganography, and networks models, among other applications. The study of their
algebraic structure was focused on in [20] for general base rings, and completed in [21]
for convolutional codes over the ring Zpr , where r is a positive integer and p is a prime
number.

Although the mathematical formalism of the theory of convolutional codes over
general rings is very similar to that of fields, their properties may be quite different,
and they need to be studied for particular rings ([22–24]). Despite their importance, the
extension of the relation between minimal I/S/O representations and convolutional codes
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to an arbitrary commutative ring may not be that close. In the case of the module-theoretic
approach, it has only been extended, to the knowledge of the authors, to noetherian von
Neumann regular rings, that is, finite product of fields ([25,26]).

In this work, we address the problem of the existence of first-order and I/S/O repre-
sentations for convolutional codes over principal ideal artinian rings, such as ZM with M a
natural number. Furthermore, we study the minimality conditions of these representations
through control properties of the associated linear systems.

This article is organized as follows: in Section 2, we give an overview of basic no-
tions concerning convolutional codes and their first-order and I/S/O representations.
In Section 3, we recall and prove some results about the predictable degree property of a
convolutional encoder. In Section 4, we prove the existence of first-order representations
for convolutional codes with the predictable degree property over principal artinian rings.
Then, the existence of I/S/O representations is also studied. In Section 5, we prove that the
obtained I/S/O representations are minimal. Furthermore, we study the relation between
the observability of a convolutional code and the observability of the corresponding I/S/O
representations. Finally, we give some conclusions concerning these results.

2. Convolutional Codes and Linear Systems

In this section, we review the basic definitions and properties of convolutional codes
over rings. In addition, we recall the notions of first-order and I/S/O representations of
convolutional codes over rings, as stated in [27].

2.1. Algebraic Preliminaries about Convolutional Codes

Let R be a commutative ring and z an indeterminate. We consider the polynomial
ring R[z]. Given a polynomial p(z) ∈ R[z], its trailing coefficient is the coefficient of least
degree. Consider the multiplicatively closed system

S := {q(z) ∈ R[z] : trailing coefficient of q(z) ∈ R∗},

with R∗ being the group of invertible elements of R. Then, the ring of rational functions is
defined as the localized ring:

R(z) := S−1R[z] :=
{

p(z)
q(z)

: q(z) ∈ S, p(z) ∈ R[z]
}

.

The ring of realizable functions is defined as

Rr(z) :=
{

p(z)
q(z)

∈ R(z) : q(0) ∈ R∗
}

=

{
p(z)
q(z)

: q(z) ∈ S, q(0) ∈ R∗ and p(z) ∈ R[z]
}

.

Let R[[z]] be the ring of formal power series with coefficients in R, and R((z)) the
ring of Laurent series with coefficients in R. Note that Rr(z) ⊆ R[[z]] ⊆ R((z)) and
Rr(z) ⊆ R(z) ⊆ R((z)). There are different definitions of convolutional codes, depending
on what we demand to the message transmission process, i.e., if there is a time origin in the
transmission process, if the transmission process can be extended infinitely, etc. This choice
is reflected on the algebraic structure of the space of code words,A ∈ {R((z)), R[[z]], R(z)},
and it provides us with different types of encoders.

In the following, when we refer to A as a space of code words, we mean that A can be
one of the rings R((z)), R[[z]] or R(z).

Definition 1 ([19]). Let k ≤ n ∈ N. Let A be a space of code words. A (k, n) convolutional
encoder over A is a realizable matrix G(z) ∈ Rr(z)n×k whose columns are linearly independent as
elements of An.
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G(z) defines, by left multiplication, an R-linear map G(z)· : Ak → An. In the above
definition, the condition imposed on the columns of G(z) means that the above R-linear map is
injective. In some works such as [20], the above matrix G(z) is called a generator matrix.

Definition 2. Let A be a space of code words and let G(z) ∈ Rr(z)n×k be a (k, n) convolutional
encoder over A. The A-submodule of An given by

Im(G(z)·) = {G(z) · x(z) : x(z) ∈ Ak}

is called a (k, n) convolutional code C over R. The elements of Ak are called information words,
while the elements of Im(G(z)·) are called code words.

There is a natural and well-known equivalence relation in the set of encoders once we
fix a space of code words A.

Definition 3 (Definition 4, [20]). Let A be a space of code words and k ≤ n ∈ N. Two
convolutional encoders, G(z) and G′(z) ∈ Rr(z)n×k, are equivalent if they generate the same
convolutional code, C ⊂ An. This equivalence relation is denoted by G(z) ∼ G′(z).

Lemma 1 (Theorem 1, [20]). Let A be a space of code words and k ≤ n ∈ N. Two convolutional
encoders, G(z), G′(z) ∈ Rr(z)n×k, are equivalent if and only if there is an invertible matrix
U(z) ∈ Ak×k such that G′(z) = G(z) ·U(z).

Note that any matrix

G(z) =

(
pij(z)
qij(z)

)
∈ Rr(z)n×k,

with qij(z) ∈ S and qij(0) ∈ R∗, can be written in the form

G(z) =
G′(z)
h(z)

,

with G′(z) being a polynomial matrix and h(z) = ∏ qij(z) ∈ R[z] a realizable polynomial,
i.e., h(0) ∈ R∗. In the case where the definition of convolutional code is taken over R((z))
or R(z), it follows from the above observation that any convolutional encoder is equivalent
to a polynomial encoder, which, in turn, defines a submodule of R[z]n.

Definition 4. Let k ≤ n ∈ N. The R[z]-submodule of R[z]n given by

Im(G(z)·) = {v(z) = G(z) · u(z) : u(z) ∈ R[z]k}

where G(z) is a (k, n) polynomial convolutional encoder whose rows are free over R[z], is called a
(k, n) (polynomial) convolutional code over R.

Any convolutional encoder over R((z)) or R(z) defines a convolutional code in the
sense of Definition 4 by erasing denominators and taking its image as a homomorphism of
R[z]-modules. However, it is important to note that not every polynomial convolutional
encoder over R((z)) or R(z) of the same convolutional code defines the same polynomial
convolutional code. This happens because two equivalent polynomial encoders G(z), G′(z)
over R((z)) or R(z) might not be equivalent as convolutional encoders for polynomial
convolutional codes. For example, (1 + z) and (1) are equivalent convolutional encoders
over R((z)) but not over R[z].

In the sequel, we only consider polynomial convolutional encoders and Definition 4
for convolutional code over a ring R.
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One of the main features of a polynomial convolutional encoder is its degree, δ,
which is closely related to the number of memory containers needed to realize it. This
concept was first defined for convolutional codes over finite fields in [28] and generalized
to commutative rings in [29].

Definition 5. Let k ≤ n ∈ N and let G(z) ∈ R[z]n×k be a polynomial convolutional encoder. Its
i-th constraint length, νi, is defined as the maximum degree of the components of its i-th column. Its
degree or complexity is defined as δG(z) := ∑k

i=1 νi. The memory of G(z) is defined as the maximum
among the νis. We may assume without loss of generality that ν1 ≥ . . . ≥ νk.

Let G(z) be a (k, n) polynomial convolutional encoder, and let u(z) ∈ R[z]k be an
information word, where u(z) = (u1(z), . . . , uk(z)). Let us denote by θ(v(z)) the maximum
degree of the components of the code word v(z) = G(z) · u(z). For the sake of notation, we
drop the dependency of v(z) on the above notation if there is no risk of confusion. Then,
we clearly have θ ≤ max{deg(ui(z)) + νi}, where deg(ui) stands for the degree of each
component of u(z).

Finally, we recall several properties of polynomial convolutional encoders. The relation
between some of these properties in a specific ring is shown in [20]. Here, we include the
needed properties for general rings in order to show some results in the following sections.
These definitions are the usual ones when the base ring is a finite field (Definitions 4 and 5
in [28]).

Definition 6 (Section IIIA, [21]). A polynomial convolutional encoder G(z) ∈ R[z]n×k is basic
(or observable) if it has a polynomial right inverse, i.e., Coker(G(z)·) is a projective R[z]-module.
Equivalently, if the following exact sequence

0 // R[z]k
G(z)· // R[z]n // Coker(G(z)) = R[z]n/C // 0

splits.

Remark 1. Note that the above property is equivalent to saying that a convolutional code C is
observable if the quotient R[z]n/C is a flat R[z]-module of constant rank n− k. If R is a principal
ideal ring, then a (k, n) convolutional code over R, C ⊂ R[z]n is observable if and only if there
exists a surjection ψ : R[z]n → R[z]n−k → 0 such that Ker(ψ) = C. This follows from [30].

Definition 7 ([31]). A polynomial encoder G(z) is minimal if δG(z) is the minimum among the
degrees of its equivalent polynomial encoders. It is minimal–basic if it is both minimal and basic.

All the above definitions also make sense when we consider general polynomial matrices
instead of just injective polynomial matrices, that is, polynomial convolutional encoders.

2.2. A Review of the Representations of Convolutional Codes over Finite Fields

Given a convolutional encoder G(z) ∈ R[z]n×k, a natural problem in convolutional
coding theory is to find a linear dynamical control system Σ whose finite-support orbits
coincide with the outputs of the encoder (the code words). That is, to find a dynamical
system Σ that realizes the dynamics of the coding process.

To begin with, let us define what a state-space representation of a convolutional
encoder is (see [21] for a more general definition).

Definition 8. Let k ≤ n ∈ N and let G(z) ∈ R[z]n×k be a polynomial convolutional encoder of
degree δ. A state-space representation of G(z) is a tuple of matrices A ∈ Rδ×δ, B ∈ Rδ×k, C ∈
Rn×δ, D ∈ Rn×k, such that, if u(z) = ∑ utzt ∈ R[z]k and y(z) = ∑ ytzt ∈ R[z]n, then
G(z)u(z) = y(z) if and only if there exists x(z) = ∑ xtzt ∈ R[z]δ with
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
xt+1 = A · xt + B · ut

vt = C · xt + D · ut
x0 = 0

(1)

A state-space representation of a convolutional encoder G(z) is minimal if among all possible
state-space representations of the same G(z), the dimension δ is the smallest possible.

In case the base ring is a finite field, a representation as defined in Equation (1) is
sometimes known as driven variable representation, since the input u(z) drives the output
v(z). There is, however, another kind of representation in which k components of the output
drive the remaining n− k components, and it is called the input/state/output representation, or
just I/S/O representation for short [6,32]. I/S/O representations have already been defined
for convolutional codes over noetherian von Neumann rings (finite product of fields) and
used to construct concatenated convolutional codes [26,27].

Definition 9 ([27]). Let C ⊂ R[z]n be a (k, n) convolutional code. An I/S/O representation of C is
a tuple of matrices A ∈ Rδ×δ, B ∈ Rδ×k, C ∈ Rn−k×δ, D ∈ Rn−k×k, δ being the degree of any of
the minimal encoders of C, such that

C =


v(z) =

(
y(z)
u(z)

)
∈ R[z](n−k)+k : ∃x(z) ∈ R[z]δ

satisfying

{
xt−1 = A · xt + B · ut

yt = C · xt + D · ut
xdeg(v(z)) = 0

. (2)

Observe that, defining the matrices

K :=
(
−Id

0

)
, L :=

(
A
C

)
, M :=

(
0 B
−Id D

)
, (3)

we can state:

(i) C = {v(z) ∈ R[z]n : ∃x(z) ∈ R[z]δ such that zKx(z) + Lx(z) + Mv(z) = 0}.
(ii) K is injective.
(iii) (K, M) is surjective.

Definition 10 ([27]). A triple (K, L, M) satisfying properties (i), (ii) and (iii) is called a first-order
representation of the code C. If (K, L, M) also satisfy the property (iv) (zK + L, M) is surjective,
then it is said that it is minimal.

Remark 2. There are some comments regarding first-order and I/S/O representations for convolu-
tional codes, in the case the base ring is a finite field, that need to be pointed out.

1. Let C ⊂ R[z]n×k be a (k, n) convolutional code. When the base ring R is a field, there
always exists a permutation σ ∈ Sn of n elements such that C ′ := σ(C) admits an I/S/O
representation ([32]). The way to find an I/S/O representation is as follows: first, one computes
a first-order representation (K, L, M) (the proof of the existence theorem is constructive) and
then, one makes elementary operations over the matrices (K, L, M) to obtain a triple of matrices
(K,L,M) such that

K =

(
−Iδ

O

)
,L =

(
A
C

)
andM =

(
O B

−I(n−k) D

)
. (4)

The system Σ = (A, B, C, D) is an I/S/O representation of the convolutional code C ′ = σ(C)
for the permutation σ.

2. If we consider a (k, n) convolutional code C ⊂ F[z]n of complexity δ admitting a minimal
first-order representation, then the convolutional code C is described by a minimal I/S/O
representation, Σ, that is a reachable linear system. From this point of view, if we consider
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a reachable and observable linear system Σ over a finite field, we can obtain an observable
convolutional code, that is usually denoted by C(A, B, C, D) = C(Σ) [3,6,32].

3. The first-order representations for convolutional codes over finite fields are constructed from
the fact that Gh is injective. The matrix Gh is defined as follows: regarding G(z) ∈ F[z]n×k

as a polynomial with coefficients in the vector space of matrices of size n× k with coefficients
in F, Gh is the coefficient of higher order in G(z). The above condition that Gh is injec-
tive implies that G(z) is minimal in the case where the base ring is a field (Theorem 2.22,
Theorem 2.28, [33]), but this is no longer true for a general ring.

4. Given a linear dynamical system as in Equation (2), we define its transfer function matrix as
T(z) = C(z−1 · I − A)−1 · B + D, T(z)ij ∈ Rr(z). The importance of the transfer function
matrix is that it determines the input–output relation of the linear dynamical system. Observe
that the existence of an I/S/O representation for a given convolutional code implies that
codewords can be represented as

v(z) =
(

y(z)
u(z)

)
,

with u(z) being an information word. In fact, if a convolutional code admits an I/S/O
representation, then it admits a convolutional encoder G(z) that has a full-size minor which
is invertible in the ring of total fractions Q(R[z]), so that G(z) is equivalent (in the sense of
Definition 3 for A = Q(R[z])) to (

T(z−1)
I

)
.

Any convolutional code admitting an encoder of the above type is called systematic. Note that
the above remark concludes that the systematicity of the encoder of a convolutional code is a
necessary condition for the code to admit an I/S/O representation. In the case of finite fields,
every convolutional code is systematic (Appendix II, Theorem 9, [28]).

In order to obtain a minimal first-order representation for convolutional codes over
rings, we have to take into account that, for a general ring R, not every convolutional
code admits either a minimal–basic convolutional encoder nor a systematic convolutional
encoder. These two properties are analyzed in the following sections.

3. On the Predictable Degree Property of Polynomial Encoders

The predictable degree (PDP) of a polynomial matrix G(z) ∈ R[z]n×k was introduced
by G. D. Forney in [34]. In general, deg(G(z)u(z)) ≤ max{deg(ui(z)) + deg(Gi(z))}.
Here, the degree of a polynomial vector means the maximum degree of its components,
and Gi(z) denotes the i-th column of G(z). Saying that G(z) has the PDP means that the
above inequality is an equality for any u(z). In terms of convolutional coding theory, this
means that the degree of a code word G(z)u(z) can be predicted from the degrees of the
components of the information word u(z) and the constraint lengths of G(z).

Remark 3. If G(z) is a polynomial convolutional encoder over a finite field, then the following
statements are equivalent (Theorem 2.22, Theorem 2.28, [33]):

1. G(z) has the PDP; that is,
θ = max{deg(ui(z)) + νi}

for every information word u(z) with finite-support (Section 2.5, [33]).
2. It is minimal–basic, i.e., it is minimal and it is also basic.
3. Gh is injective.
4. δG(z) = the maximum degree of the full-size minors of G(z).

When we work over a general base ring, the above characterization of the PDP is
not true. One can find easy examples of convolutional encoders with PDP which are not
minimal–basic and vice versa.
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Example 1.

1. In the case where R is not a field, we can find easy examples of minimal–basic convolutional
encoders that do not have PDP. For instance, consider the convolutional encoder G(z) =(

2z
1

)
over R = Z4. It is clearly basic, since r = (2, 1) : R[z]2 → R[z] is a retract for

G(z), and it is obviously minimal. However, Gh =

(
2
0

)
is not injective.

2. We can also find easy examples of convolutional encoders with PDP that are not basic. Consider

the following: over R = Z4 the convolutional encoder with PDP given by G(z) =
(

2
2 + z

)
.

If G(z) were basic, then we could find a matrix H(z) = (s(z), t(z)) : R[z]2 → R[z] such
that H(z)G(z) = 1. This would mean, in particular, that 2 · s0 + 2 · t0 = 1, and this would
imply that 2 ∈ R is invertible, which is not true. Thus, G(z) is not basic.

Although the property of being minimal–basic does not imply the PDP when R is a
general ring, we can prove an equivalence between this last property and the injectivity
of Gh.

Theorem 1. Let k ≤ n ∈ N, G(z) ∈ R[z]n×k a polynomial matrix and Gh the matrix of column-
wise maximum degree coefficients. Then, G(z) has PDP if and only if Gh is injective.

Proof. The direct implication can be proved as in the case of fields (see (Theorem 2.22,
Theorem 2.28, [33])). Let us prove the inverse implication. Suppose that G(z) does not
have the PDP, i.e., there is u(z) ∈ R[z]k such that

(deg(vi(z)) ≤) deg(v(z)) < max
i
{θi + νi} (5)

where θi := deg(ui(z)). Let ν1, . . . , νk be the constraint lengths of G(z). Then,

vi(z) =gi1(z)u1(z) + . . . + gik(z)uk(z)

=(gν1
i1 uθ1

1 )zν1+θ1 + {lower degree terms}+
...

+(gνk
ik uθk

k )zνk+θk + {lower degree terms},

(6)

where the gνt
it may be zero or not. Suppose that

νj1 θj1 = . . . = νjl θjl = max
i
{θi + νi}

Then, from Equations (5) and (6), we deduce that

g
νj1
ij1

u
θj1
j1

+ . . . + g
νjl
ijl

u
θjl
jl

= 0, ∀i = 1, . . . , n (7)

Let u = (0, . . . , u
θj1
j1

, . . . , 0, . . . , u
θjl
jl

, . . . , 0) ∈ Rk, which is non zero. Then, by Equation (7),
we find that Ghu = 0, that is, Gh is not injective.

Corollary 1. Let k ≤ n ∈ N, and G(z) = (gij(z)) ∈ R[z]k×n be a polynomial matrix with PDP.
Then, G(z) is injective, that is, it is a convolutional encoder.

Proof. Suppose G(z) is not injective. Then, there is a non-zero polynomial vector
u(z) ∈ R[z]k such that 0 = G(z)u(z). Let 1 ≤ t1, . . . , tl ≤ k be those subindices such
that deg(utj(z)) + νtj = max{deg(ui(z)) + νi} for all j = 1, . . . , l. Denote di = deg(ui(z)),
and let u = (0, . . . , udt1

, . . . , 0, . . . , udtl
, . . . , 0) ∈ R[z]k \ 0, where udtj

is the maximum degree
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coefficient of utj(z). Then, we have Ghu = 0, which implies that u = 0 by Theorem 1, and
this is not possible.

4. On the Existence of Representations over Principal Ideal Artinian Rings

In this section, we prove that convolutional codes over principal ideal artinian rings
admit minimal first-order representations, such as those defined in Section 2.

Before this, we need to recall some algebraic properties of this class of rings.
A commutative ring, R, is an artinian ring if it is a noetherian ring with Krull dimension

zero. As a consequence, it has finitely many prime ideals, all of them being maximal. By the
Structure Theorem of artinian rings, we know that

R =
t

∏
i=1

Rmi (8)

where Rmi are local artinian rings. Observe that local artinian rings are noetherian rings
with only one prime (therefore maximal) ideal. The rings Zpr , with p being a prime number,
are typical examples of local artinian rings.

Artinian local rings can be easily characterized in terms of their nilradicals. More pre-
cisely, if R is a commutative ring with nilradical N, the following statements are equivalent:

1. R only has one prime ideal.
2. N is a maximal ideal.
3. Every element of R is either invertible or nilpotent.

This follows directly from the equality N =
⋂

p ⊂ R
minimal

p.

This characterization shows that artinian local rings are those noetherian rings in
which every element is either invertible or nilpotent.

Proposition 1. Let R be an artinian ring. The following statements hold:

C1 If P is a finitely generated projective module of constant rank n, then it is free.
C2 If R is a principal ideal ring and G : Rk → Rn is an injective matrix, then Coker(G) is flat.

Proof.

1. By Equation (8), we know that P = Pm1 × . . .× Pmt . Now, the result follows from
(Theorem 2, [35]).

2. Since flatness is a local property, we may assume that R is local. Let G = (gij) : Rk ↪→
Rn be an injective matrix. Injectivity implies that AnnR(< M1, . . . , Mt >) = (0),
where M1, . . . , Mt are the full-size minors of G. Since every ideal of R is principal,
we deduce that AnnR(< M >) = (0), where < M1, . . . , Mt >=< M >, and M ∈
R. This implies that M is not a zero divisor and, therefore, is invertible in R, so
< M1, . . . , Mt >= R. By Proposition 1.1, [36], this implies that Coker(G) is flat of
rank n− k.

Given a polynomial matrix G(z) ∈ R[z]n×k and a prime ideal p ⊂ R, we denote by
G(p)(z) the restriction of G(z) to p, which is the matrix whose (i, j) entry is given by

G(p)(z)ij =
gij(z)

1
mod(pRp) ∈ k(p)[z],

where k(p) = Rp/pRp is the residue field of p.
The following result generalizes the Existence Theorem for first-order representations

over finite fields (Theorem 5.1.1, [32]).
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Theorem 2. Let k ≤ n ∈ N, R a principal ideal artinian ring and G(z) ∈ R[z]n×k a convolutional
encoder with PDP. Then, the convolutional code C := Im(G(z)) admits a minimal first-order
representation.

Proof. For any polynomial p(x) = a0 + a1z + . . . + alzl ∈ R[z], we will use the following
notation [p(x)] = (a0, a1, . . . , al) ∈ R1×(l+1). Consider the matrix X(z) ∈ R[z]δ×k given by

X(z) =


e1 0 . . . 0
0 e2 . . . 0
...

... . . .
...

0 0 . . . ek

, where ei =


1
z
z2

...
zνi−1

, (9)

and let ∆ ∈ R(2δ+n)×(δ+k) be the matrix

∆ =

 z · X(z)
X(z)
G(z)

 ∈ R(2δ+n)×(δ+k).

The matrix ∆ is surjective, so we can form the exact sequence

0 // Ker(·∆) �
� // R2δ+n ·∆ // Rδ+k // 0. (10)

This exact sequence always splits, so Ker(·∆) is a finitely generated projective R-module of
constant rank δ + n− k. By property C1, we deduce that Ker(·∆) is in fact free, so we can
construct a matrix

(KLM) ∈ R(δ+n−k)×(2δ+n), (11)

formed by the (δ + n − k) row vectors of a base of Ker(·∆), which can be expressed in
pencil form

(z · K + L, M)

(
X(z)
G(z)

)
. (12)

We complete the proof in several steps.
Step 1: Let p ⊂ R be a prime ideal and let k(p) = Rp/pRp be its residue field. From

Proposition 1, condition C2, the PDP and Remark 3, we deduce that G(p)(z) ∈ k(p)k×n is a
convolutional encoder with PDP.

Step 2: From Equations (10) and (11), we can form the exact sequence

0 // Rδ+n−k � � ·(KLM) // R2δ+n ·∆ // Rδ+k // 0.

Since Rδ+k is free, and therefore flat, this exact sequence remains exact after extending
scalars −⊗R k(p). This fact, together with the conclusion obtained in Step 1 and Theo-
rem 5.1.1, [32], shows that (K(p), L(p), M(p)) is a minimal first-order representation for
G(p)(z). Therefore, K, L, M satisfy properties (ii) and (iii) and (iv) of Definition 10 over
each residue field.

Step 3: Recall that a morphism of modules is surjective if and only if it is residu-
ally surjective, and that a residually injective morphism of modules is, in fact, injective.
Therefore, K is injective because K(p)is injective for all prime ideals, (K, M) is surjective be-
cause (K(p), M(p)) is surjective for all prime ideals, and (zK + L, M) is surjective because,
for every primer ideal p ⊂ R, its reduction modulo p is surjective.

Step 4: To complete the proof, it only remains to show the property (i) of Definition 10.
To do so, let us start by pointing out a simple but important observation. The matrix
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(X(z)|0k×n) is a retract for the matrix
(

X(z)
G(z)

)
, that is, S ·

(
X(z)
G(z)

)
= Idk. Since (z · K +

L, M) is surjective, we can construct the diagram

0 // Ker((z · K + L, M))
ι // R[z]δ+n

S

�� ��

(z·K+L,M) // R[z]δ+n−k // 0

R[z]k
Q1

Ψ

bb

� ?

(
X(z)
G(z)

)
OO

(13)

Now, because of Equation (12),
(

X(z)
G(z)

)
factorizes through Ker((z · K + L, M)), and we

denote the resulting homomorphism by Ψ. Then,

(S ◦ ι) ◦Ψ = S ◦ (ι ◦Ψ) = S ·
(

X(z)
G(z)

)
= Idk,

which means that S ◦ ι : Ker((z · K + L, M)) −� R[z]k is a retract for Ψ. Observe now, that
the exact sequence in (13) splits, so Ker((z ·K + L, M)) is a finitely generated projective R[z]-
module of constant rank k. Then, since S ◦ ι is surjective, we know that Ker(S ◦ ι) is finitely
generated and projective, and for each maximal idealM ⊂ R[z], Ker(S ◦ ι)/MKer(S ◦ ι) = 0. By
Nakayama’s Lemma, Ker(S ◦ ι)M = 0 for all maximal ideals, so Ker(S ◦ ι) = 0. We finally
conclude that

Im
(

X(z)
G(z)

)
= Ker(z · K + L, M),

from which, we obtain property (i) of Definition 10. Thus, (K, L, M) is a minimal first-order
representation for G(z).

Remark 4. Let k ≤ n ∈ N, R a principal ideal artinian ring and G(z) ∈ R[z]k×n a con-
volutional encoder with PDP. If (K, L, M) is a first-order representation of Im(G(z)), then
(K(p), L(p), M(p)) is a first-order representation of Im(G(p)(z)) for each p ∈ Spec(R)

Remark 5. Observe that what we have proved is that the same construction method to find minimal
first-order representations known in the case of fields ([32]) is also valid for commutative rings that
satisfy the properties C1 and C2. In particular, these properties are satisfied by any zero-dimensional
ring, R, that satisfies one of the following conditions: (1) R is a noetherian, and therefore artinian,
and principal ideal ring, or (2) R is a reduced ring, and hence von Neumann.

Now, our aim is to prove the existence of I/S/O representations for convolutional
codes over a principal ideal artinian ring. Recall from the classical theory of convolutional
codes that I/S/O representations are not assigned to convolutional codes but to equivalence
classes of them. That is, given a convolutional code C ⊂ F[z]n, there is a permutation
σ ∈ Sn such that the (equivalent) convolutional code σ(C) can be represented by an I/S/O
representation. We show that the same result can be proved in the case that the principal
ideal artinian ring R is local. If R is not local, the equivalence relation defined for codes
(through permutations) has to be weakened in order to obtain an analogous result.

First, recall from Remark 2 that we have to show that every convolutional code over a
principal ideal local ring is systematic.

Definition 11. A systematic convolutional encoder is a convolutional encoder G(z) ∈ R[z]k×n

that has a full-size minor which is invertible in the total ring of fractions Q(R[z]). A systematic
convolutional code C ⊂ R[z]n is a convolutional code that admits a systematic convolutional encoder.
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Proposition 2. Any polynomial convolutional encoder G(z) ∈ R[z]n×k over a principal ideal
artinian local ring R is systematic.

Proof. Let G(z) ∈ R[z]n×k be a (k, n) polynomial convolutional encoder. Since it is injective,
we know that AnnR[z](< M1(z), . . . , Ml(z) >) = 0, where M1(z), . . . Ml(z) ∈ R[z] are the
non-zero full-size minors of G(z). Suppose that Mi(z) is a zero divisor for every i = 1, . . . , l.
Then, for every i = 1, . . . , l, there is an element ri ∈ R such that ri ·Mi(z) = 0. Since R is a
principal ideal artinian local ring, the nilradical is the unique prime ideal; it is generated
by an element π ∈ R, and there is a natural number θ > 0 such that πθ = 0. Then,
ri ·Mi(z) = 0 implies that

ri = λiπ
ti , λi ∈ R∗, ti > 0,

mij = µjπ
sij , µj ∈ R∗, sij ≥ 0,

ti + sij ≥ θ.

Here mij is the jth order coefficient of Mi(z). Let r ∈ R be the element among the ris with
maximum exponent ti. Then,

r ·Mi(z) = 0, ∀i = 1, . . . , l,

which, in turn, implies that 0 6= r ∈ AnnR[z](< M1(z), . . . , Ml(z) >). Since this is not
possible, we deduce that there exists a full-size minor, Mi(z), which is not a zero divisor.

Remark 6. Note that Proposition 2 is not true if we drop the condition of being local. For instance,
consider the ring R = Z2 ×Z3. This is a principal artinian non-local ring. Additionally, consider
the matrix

G(z) =
(

2z
3z

)
.

It is clearly a convolutional encoder with PDP. However, both 2z and 3z are zero divisors and,
therefore, not invertible in Q(R[z]), so G(z) is not systematic.

Before proving the main results, we give some definitions about equivalence between
convolutional codes over R.

Definition 12. Let R be a commutative ring. Two (k, n) convolutional codes, C, C ′ ⊂ R[z]n, are
equivalent if there is a permutation σ ∈ Sn of n elements such that σ(C) = C ′ .

Definition 13. Let R be a commutative ring. Two convolutional codes, C, C ′ ⊂ R[z]n, are locally
equivalent if for any prime ideal p ∈ Spec(R), Cp and C ′p are equivalent.

Definition 14. Let R be a commutative ring. Two convolutional encoders, G(z), G′(z) ∈ R[z]n×k,
are weakly (locally) equivalent if C := Im(G(z)) is (locally) equivalent to C ′ := Im(G′(z)).

Accordingly, G(z) and G′(z) are weakly equivalent if and only if there is a permutation
σ ∈ Sn of n elements and an invertible matrix P ∈ GLk(R[z]) such that G(z) = σ · G′(z) · P.

Now, we prove the existence of I/S/O representations for principal ideal artinian rings.

Theorem 3. For any convolutional encoder G(z) ∈ R[z]n×k with PDP over a principal ideal
artinian local ring, there is a permutation σ ∈ Sn such that σ(Im(G(z))) admits an I/S/O
representation.

Proof. Let G(z) ∈ R[z]n×k be a convolutional encoder with PDP and degree δ. By
Theorem 2, we can find a minimal first-order representation (K, L, M) of Im(G(z)). More-
over, we can assume that (K(m), L(m), M(m)) is a minimal first-order representation of
the convolutional encoder G(m)(z) ∈ k(m)[z]n×k (see proof Remark 4), where m is the
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unique prime ideal of R. From Section 5.2, [32], we know that, after a permutation of the
code words of G(z) (let us denote such a permutation by σ ∈ Sn ), the full-size minor,
det(F), of (K, M) consisting of the first δ + n − k columns, satisfies the condition that
F mod(m) ∈ k(m)(δ+n−k)×(δ+n−k) is invertible, where k(m) = R/m is the residue field.
This implies that det(F) /∈ m, which means that F ∈ R(δ+n−k)×(δ+n−k) is invertible because
R is a principal ideal artinian ring. Then, the matrix F−1(K, L, M) takes the form(

−Idδ A 0 B
0 C −Idn−k D

)
,

and clearly, A ∈ Rδ×δ, B ∈ Rδ×k, C ∈ Rn−k×δ, D ∈ Rn−k×k form an I/S/O representation
of Im(σ(G(z))) = σ(Im(G(z))).

Remark 7. Let k ≤ n ∈ N, R a principal ideal artinian ring and G(z) ∈ R[z]k×n a con-
volutional encoder with PDP. If Σ is an I/S/O representation of Im(G(z)), then Σ(p) =
(A(p), B(p), C(p), D(p)) is an I/S/O representation of Im(G(p)(z)) for each p ∈ SpecR). This
follows from Remark 4.

Corollary 2. For any convolutional encoder G(z) with PDP over a principal ideal artinian ring,
there is a locally weakly equivalent encoder G′(z) such that C ′ := Im(G′(z)) admits I/S/O
representation.

Proof. Let G(z) be a convolutional encoder with PDP and degree δ, and let Spec(R) =
{m1, . . . ,mq} be the set of prime (in fact maximal) ideals. For each i = 1, . . . , q, Ri := Rmi is
a principal ideal local artinian ring, so, by Theorem 3, there are permutations σm1 , . . . , σmq ∈
Sn such that the convolutional code over Rmi defined by the convolutional encoder

σmq(G(z))
1

∈ Rmi [z]
n×k

admits an I/S/O representation. Now, let σ ∈ GLn(R) be the unique invertible matrix such

that σmi =
σ

1
∈ GLn(Rmi ). Then, Im(σ · G(z)) is locally equivalent to Im(G(z)).

The case of the ring of modular integers ZM is of particular interest in convolutional
coding theory over commutative rings. These rings are principal ideal artinian rings. Ob-
serve that Theorem 3 (respectively, Corollary 2) shows, in particular, that any convolutional
code with PDP over a ring of modular integers Zpr with p a prime number (respectively, ZM
with M a natural number) is equivalent (respectively, locally equivalent) to a convolutional
encoder with a I/S/O representation.

Example 2. Let G(z) be the following PDP encoder of a (n = 3, k = 2, δ = 4)− convolutional
code C over Z8.

G(z) =

 1 + z2 1 + z + 4z2

5 + 4z 3 + 6z + 3z2

2z + z2 z

.

From G(z) we obtain the triple of matrices (K | L | M).

K =


7 0 0 0
0 0 7 0
0 7 7 4
4 0 2 5
6 6 1 0

, L =


0 1 0 0
0 0 0 1
7 0 7 0
3 0 5 0
0 0 0 0

, M =


0 0 0
0 0 0
1 0 0
0 1 0
0 0 1


Since
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∣∣∣∣∣∣∣∣∣∣

7 0 0 0 0
0 0 7 0 0
0 7 7 4 1
4 0 2 5 0
6 6 1 0 0

∣∣∣∣∣∣∣∣∣∣
= 6

and 6 /∈ Z∗8 , we can not obtain the I/S/O representation. We perform the permutation σ =(
1 2 3
2 3 1

)
in G(z),

G′(z) =

2z + z2 z
1 + z2 1 + z + 4z2

5 + 4z 3 + 6z + 6z2

.

From G(z), we obtain the triple of matrices (K | L | M).

K =


7 0 0 0
0 0 7 0
6 7 7 0
0 7 7 4
4 0 2 5

, L =


0 1 0 0
0 0 0 1
0 0 0 0
7 0 7 0
3 0 5 0

, M =


0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

.

Since ∣∣∣∣∣∣∣∣∣∣

7 0 0 0 0
0 0 7 0 0
7 7 7 0 1
0 7 7 4 0
4 0 2 5 0

∣∣∣∣∣∣∣∣∣∣
= 5,

and 5 ∈ Z∗8 , we can obtain the I/S/O representation. In fact, we compute

K =


7 0 0 0
0 7 0 0
0 0 7 0
0 0 0 7
0 0 0 0

,L =


0 1 0 0
3 0 3 7
0 0 0 1
1 4 7 6
3 2 3 0

,M =


0 0 0
0 1 4
0 0 0
0 0 3
7 1 4

.

From the above first-order representation, we obtain

Σ =

A =


0 1 0 0
3 0 3 7
0 0 0 1
1 4 7 6

, B =


0 0
1 4
0 0
0 3

, C =
(
3 2 3 0

)
, D =

(
1 4

).

Example 3. Let G(z) be the following PDP encoder of a (n = 4, k = 2, δ = 6)− convolutional
code C over Z4.

G(z) =


1 + z + z3 0

0 1 + z + z3

1 + z2 + z3 1 + z + z2 + z3

1 + z3 1 + z2

.
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From G(z), we obtain the triple of matrices (K | L | M).

K =



3 0 0 0 0 0
0 3 0 0 0 0
0 0 0 3 0 0
0 0 0 0 3 0
3 0 3 0 0 0
0 0 0 3 0 3
0 3 3 3 3 3
0 0 3 0 3 0


, L =



0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3 0 0 0 0 0
0 0 0 3 0 0
3 0 0 3 0 0
3 0 0 3 0 0


, M =



0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


Since ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

3 0 0 0 0 0 0 0
0 3 0 0 0 0 0 0
0 0 0 3 0 0 0 0
0 0 0 0 3 0 0 0
3 0 3 0 0 0 1 0
0 0 0 3 0 3 0 1
0 3 3 3 3 3 0 0
0 0 3 0 3 0 0 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 3

and 3 ∈ Z∗4 , we can obtain the I/S/O representation. In this case,

K =



3 0 0 0 0 0
0 3 0 0 0 0
0 0 3 0 0 0
0 0 0 3 0 0
0 0 0 0 3 0
0 0 0 0 0 3
0 0 0 0 0 0
0 0 0 0 0 0


,L =



0 1 0 0 0 0
0 0 1 0 0 0
3 0 0 3 0 3
0 0 0 0 1 0
0 0 0 0 0 1
0 0 3 0 3 0
0 1 0 3 0 3
0 0 3 3 0 0


,M =



0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 1 3
3 0 0 1
0 3 1 3


.

From the above first-order representation, we obtain

Σ =


A =



0 1 0 0 0 0
0 0 1 0 0 0
3 0 0 3 0 3
0 0 0 0 1 0
0 0 0 0 0 1
0 0 3 0 3 0


, B =



0 0
0 0
0 0
0 1
0 0
0 0
1 3


, C =

(
0 1 0 3 0 3
0 0 3 3 0 0

)
, D =

(
0 1
1 3

)


.

5. Minimal I/S/O Representations: Reachability and Observability

Minimality is one of the most important properties of an I/S/O representation of
a convolutional code. An I/S/O representation is minimal when it has the smallest di-
mension among all I/S/O representations of the code. These representations require less
memory space in their implementations, which provides more efficiency. The problem of
the existence of minimal representations was initially highlighted in the case of quaternary
convolutional codes over Z4 and their trellis representations ([29]). After this, the mini-
mality problem of I/S/O representations over finite fields was solved in [3,6] through the
reachability property (controllability in coding literature) of the associated linear system.
In general, the minimality problem is hard to solve, and each case needs to be studied. In
the case of convolutional codes over finite rings, the minimality of the I/S/O representation
is achieved by the reachability of the system. For instance, the necessary and sufficient
conditions for the minimality of the state-space model for basic 2D convolutional codes
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over finite fields were found by a property of strongly modally reachability in [37], or by
separable Roesser models for 2D periodic convolutional codes in [38].

We review a result about reachability properties of systems over commutative rings
with identity that let us prove the minimality of I/S/O representations of convolutional
codes over principal ideal artinian rings.

Proposition 3 (Theorem 2.3, [39] and Proposition 2.1, [26]). Let Σ = (A, B, C, D) ∈ Rδ×δ ×
Rδ×k × Rn×δ × Rn×k be a linear system over R. The following statements are equivalent:

(1) Σ is reachable.
(2) The columns of Φδ =

(
B AB . . . Aδ−1B

)
generate Rδ.

(3) The map φ: Rkδ → Rδ given by multiplication by Φδ is residually surjective at each maximal
ideal m of R.

(4) The ideal Uδ(Φδ) generated by the δ× δ minors of Φδ equals R.
(5) The map (zI − A, B) : R[z]δ+k → R[z]δ is surjective.

Theorem 4. Let C be a (k, n, δ) be a convolutional code over a principal ideal artinian ring R. Let
Σ = (A, B, C, D) ∈ Rδ×δ × Rδ×k × Rn−k×δ × Rn−k×k be an I/S/O representation of C. Then, Σ
is a reachable linear system.

Proof. Follows from Remark 4, Remark 7 and Proposition 3 (5).

Example 4. Let G(z) be the PDP encoder

G(z) =

 1 + z2 1 + z + 4z2

5 + 4z 3 + 6z + 3z2

2z + z2 z

.

The encoder generates a (n = 3, k = 2, δ = 4) convolutional code, C, over Z8, whose I/S/O
representation was obtained in Example 2. Since

rank
(

B AB A2B A3B
)
= rank


0 0 1 4 0 5 7 3
1 4 0 5 7 3 3 4
0 0 0 3 4 2 1 1
0 3 4 2 1 1 6 5


is maximum because

|Φ4| =

∣∣∣∣∣∣∣∣
0 0 1 4
1 4 0 5
0 0 0 3
0 3 4 2

∣∣∣∣∣∣∣∣ = 7

is invertible in Z8, we deduce that Σ is reachable and, hence, a minimal I/S/O representation of C.

Example 5. Consider now the encoder given in Example 3 and its I/S/O representation. Note that

(
B AB A2B A3B A4B A5B

)
=



0 0 0 0 0 1 3 1 0 1 3 0
0 0 0 1 3 1 0 1 3 0 1 0
0 1 3 1 0 1 3 0 1 0 3 3
0 0 0 0 1 3 0 3 0 0 0 0
0 0 1 3 0 3 0 0 0 0 1 0
1 3 0 3 0 0 0 0 1 0 3 0

.
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Since

|Φ6| =

∣∣∣∣∣∣∣∣∣∣∣∣

0 0 0 0 0 1
0 0 0 1 3 1
0 1 3 1 0 1
0 0 0 0 1 3
0 0 1 3 0 3
1 3 0 3 0 0

∣∣∣∣∣∣∣∣∣∣∣∣
= 1,

rank
(

B AB A2B A3B A4B A5B
)

is maximum, so the I/S/O representation given in
Example 3 is minimal.

Construction of Observable Convolutional Codes over R

We recall the following result regarding observability property.

Proposition 4 (Theorem 2.6, [39]). Let Σ = (A, B, C, D) ∈ Rδ×δ × Rδ×k × Rn×δ × Rn×k be a
linear system over R. The following statements are equivalent.

(1) Σ is observable.
(2) Let Ωδ = [C, CA, ..., CAδ−1]t (here, we mean the block transpose of the matrix

[C, CA, ..., CAδ−1]) be the observability matrix. Then, rank (Ωδ) = δ.
(3) The map τ: Rδ → Rpδ given by multiplication by Ωδ is injective.
(4) If Uδ(Ωδ) is the ideal of R generated by the δ × δ minors of Ωδ, then the annihilator of

Uδ(Ωδ) is zero.

Theorem 5. Let R be a principal ideal artinian ring. Let Σ = (A, B, C, D) ∈ Rδ×δ × Rδ×k ×
Rn−k×δ × Rn−k×k be a reachable and observable linear system over R. We construct the triple of
matrices (K, L, M) as follows:

K =

(
−Iδ

O

)
, L =

(
A
C

)
and M =

(
O B

−I(n−k) D

)
(14)

and we consider the associated convolutional code C obtained by Ker(zK + L | M). Then, C is
observable.

Proof. Follows from Remark 4, Remark 7, Proposition 1 (2), Proposition 4 (3) and
Lemma 5.3.5 in [32].

Example 6. Let Σ be the following linear systems over Z8

Σ =

[
A =

(
1 3
0 1

)
, B =

(
5 1
4 7

)
, C =

(
1 5

)
, D =

(
0 1

)]
.

Since the two first columns of Φ2 generate Z2
8 because

Φ2 =
(

B AB
)
=

(
5 1 1 6
4 7 4 7

)
;

then, Σ is reachable. Furthermore, since

Ω2 =
(

C CA
)t

=

(
1 1
5 0

)
,

then, Σ is observable because | Ω2 |= 3 ∈ Z∗8 . From Σ, we compute the first-order representation

K =

7 0
0 7
0 0

,L =

1 3
0 1
1 5

,M =

0 5 1
0 4 7
7 0 1

.
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Finally, we obtain the associated (3, 2, 2) convolutional encoder by Ker(zK + L | M):

G(z) =

4z− 1 3z + 6
z− 1 z + 4

4z− 4 3z + 1

.

This is an observable convolutional encoder since the full-size minors of G(z), Ui, generate the ring;
that is, there exist λ1, λ2 and λ3 such that λ1 · U1 +λ2 · U2 +λ3 · U3 ∈ (Z8[z])∗: 1·(z2 + 2z+ 2)+
4 ·(−z + 5)+ 1 ·(7z2 + 2z + 7) = 5.

6. Conclusions

In this work, we proved several results that let us extend the relation between convo-
lutional codes and I/S/O representations known in classical convolutional coding theory
to convolutional codes defined over a principal ideal artinian rings, such as Zpr .

First of all, we demonstrated the existence of first-order representations for convolu-
tional codes with the PDP over any principal ideal artinian ring. Secondly, this first-order
representation allows us to obtain, when the base ring is local, an I/S/O representation Σ
for the (equivalence class of the) code. The local property of the ring ensures that every
polynomial convolutional encoder of the code is systematic, a necessary condition to obtain
Σ. Since Σ determines a reachable linear system, we can conclude that the representation is
minimal. Furthermore, we proved that we can weaken (in a natural way) the equivalence
relation for codes in such a way that the same result obtained in the local case is also true
in the non local case. Finally, we showed that we can construct observable convolutional
codes over principal ideal artinian local rings from reachable and observable linear systems
as is carried out in classical convolutional theory. All the results can be applied over ZM,
where M is a positive integer.

There are two interesting applications of the existence of an I/S/O in classical convo-
lutional coding theory. On the one hand, one can derive (algebraic) decoding algorithms
for convolutional codes based on I/S/O representations. On the other hand, I/S/O repre-
sentations have proven to be very useful in the study of the different notions of distances
(free distances, column distances, etc.) in classical convolutional coding theory.

The results of this work suggest that these two problems, in the theory of convolutional
codes over principal ideal artinian rings, could be tackled in the same way as has been
done in classical theory.

Furthermore, it would be interesting to see if the results presented in this article can
be used to design good component codes for Turbo codes.
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