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Abstract: Various studies have been conducted for detecting humans in images. However, there
are the cases where a part of human body disappears in the input image and leaves the camera
field of view (FOV). Moreover, there are the cases where a pedestrian comes into the FOV as a
part of the body slowly appears. In these cases, human detection and tracking fail by existing
methods. Therefore, we propose the method for predicting a wider region than the FOV of a thermal
camera based on the image prediction generative adversarial network version 2 (IPGAN-2). When an
experiment was conducted using the marathon subdataset of the Boston University-thermal infrared
video benchmark open dataset, the proposed method showed higher image prediction (structural
similarity index measure (SSIM) of 0.9437) and object detection (F1 score of 0.866, accuracy of 0.914,
and intersection over union (IoU) of 0.730) accuracies than state-of-the-art methods.

Keywords: image prediction; thermal videos; deep learning; IPGAN-2

1. Introduction

Extensive research has been conducted on objection detection [1–4], tracking [5–9], and
action recognition [10–13] using conventional camera-based detection systems. However,
there are frames where a part of body of a pedestrian disappears because the part of the
body of the pedestrian is outside a camera’s field of view (FOV) when walking or running.
Moreover, there are cases in which a pedestrian comes into the FOV as a part of the body
slowly appears. These cases cause the person to be detected or not detected inconsistently.
An error also occurs in human tracking and action recognition. In a previous study, the
issue in which a part of human body disappears was examined [14], but only a small
region within an input image could be predicted. To overcome such an issue, in this
study, for the first time, an image restoration was performed, as shown in Figure 1, by
predicting the wide region outside the FOV not included in the current image (t) as in image
t’ for restoring the disappeared part of the body of a pedestrian in a thermal image. The
proposed method predicts wider regions on both sides of the FOV in a current image using
an image prediction generative adversarial network version 2 (IPGAN-2)-based method,
the preceding sequential frame, and the current frame. In this study, various experiments
were performed using the marathon subdataset [15] of the Boston University-thermal
infrared video (BU-TIV) benchmark open dataset.

In addition, this study is novel in the following four ways compared with the previous
studies.

- For thermal camera images, in this study, image prediction was performed in which,
for the first time, the occurrence of noise was minimized while wide regions to left
and right sides of the FOV in the current image were accurately generated.

- In this study, IPGAN-2 is proposed for performing image prediction.
- For improving the accuracy of image prediction, binary images corresponding to

sequential input thermal images were used as input for IPGAN-2.
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- The IPGAN-2 model proposed has been disclosed [16] for a fair performance evalua-
tion by other researchers.
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based approach with a novel coherent semantic attention (CSA) layer was used to restore 
a visible light image. In [18], a visible light image was restored based on gated convolution 
and SN-PatchGAN. In [19], a visible light image was restored based on the parallel ex-
tended-decoder path for semantic inpainting network (PEPSI). In [20], a visible light im-
age was restored using a context encoder method based on a channel-wise fully connected 
layer. A visible light image was restored in [21] using a method based on edge prediction 
and image completion based on the predicted edge map. Finally, in [22], the sequential-
based, convolutional neural network (CNN)-based, and generative adversarial network 
(GAN)-based image restoration methods and the datasets used were explained. 
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posed [23], and image prediction was performed using a visible light image. This method 
involves encoding sequential input frames using a probabilistic motion encoder (encoder 
CNN). The encoder CNN consists of four convolutional layers, one intermediate Con-
vLSTM layer, and two ConvLSTM layers. Furthermore, the next frame and next flow im-
ages are generated through future-image and future-flow generators. In [24], a method 
was proposed for generating the next optical flow image and next frame using a visible 
light image and encoder and decoder CNN (OptCNN-Hybrid). In this method, the pro-
posed network was trained in a hybrid way using real and synthetic videos. In [25], a 
method for generating the next frame using a visible light image and ConvLSTM was 
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Figure 1. Example of thermal image prediction.

The remainder of this study is organized as follows. In Section 2, previous studies
are reviewed. In Section 3, the proposed method is explained in detail. Experimental
results and analysis are provided in Section 4. Finally, a discussion and the conclusions are
provided in Sections 5 and 6, respectively.

2. Related Works

Previous studies on image prediction that generate the current frame or next frame
can be largely divided into five categories, as explained in Sections 2.1 and 2.2.3.

2.1. Not Using Previous Frames but Using Current Frame (Image Inpainting)

Studies (image inpainting) have been conducted on the restoration of part of a current
image by using only the current frame [17–22]. In [17], a fine deep-generative-model-based
approach with a novel coherent semantic attention (CSA) layer was used to restore a visible
light image. In [18], a visible light image was restored based on gated convolution and
SN-PatchGAN. In [19], a visible light image was restored based on the parallel extended-
decoder path for semantic inpainting network (PEPSI). In [20], a visible light image was
restored using a context encoder method based on a channel-wise fully connected layer.
A visible light image was restored in [21] using a method based on edge prediction and
image completion based on the predicted edge map. Finally, in [22], the sequential-based,
convolutional neural network (CNN)-based, and generative adversarial network (GAN)-
based image restoration methods and the datasets used were explained.

2.2. Using Current and Previous Frames
2.2.1. Prediction of Next Frame

In some earlier studies [23–25], a next frame was predicted using the current frame
and previous sequential frames. A dual-motion GAN model (ConvLSTMGAN) was
proposed [23], and image prediction was performed using a visible light image. This
method involves encoding sequential input frames using a probabilistic motion encoder
(encoder CNN). The encoder CNN consists of four convolutional layers, one intermediate
ConvLSTM layer, and two ConvLSTM layers. Furthermore, the next frame and next flow
images are generated through future-image and future-flow generators. In [24], a method
was proposed for generating the next optical flow image and next frame using a visible light
image and encoder and decoder CNN (OptCNN-Hybrid). In this method, the proposed
network was trained in a hybrid way using real and synthetic videos. In [25], a method
for generating the next frame using a visible light image and ConvLSTM was proposed.
In this study, the depth image is predicted using a current image and camera trajectory.
Moreover, the next frame is generated using depth information by creating a depth image
based on the advantages of camera scene geometry.
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2.2.2. Prediction of Next Sequential Frames

In earlier studies [26–30], the next sequential frames were predicted using the current
frame and previous sequential frames. In [26], image prediction was performed using a
visible light image and the encoder and decoder model based on long short-term memory
(LSTM) and a 3D convolution layer. In [27], the image was predicted using a visible
light image, the newly proposed PhyCell, and PhyDNet based on LSTM. In [28], image
prediction was performed using a visible light image, LSTM, and a CNN. In [29], the image
was predicted using a visible light image and the encoder and decoder model. Image
prediction was performed in [30] using a visible light image and a stochastic variational
video prediction (SV2P) method. In a review study [31], the datasets from 2004 to 2019 used
in image prediction were compared with the image prediction models that were released
between 2014 and 2020. In the survey in [32], studies on and datasets for image prediction
were explained.

2.2.3. Prediction of Small Left Region of Current Frame

In the following study, a region out of the FOV of a current frame was generated
using the current frame and previous sequential frames. In [14], image prediction was
performed in which a region out of the FOV was generated using a thermal video and GAN.
The regions outside the FOV were predicted using the image obtained from a thermal
camera that measured the heat of a human body rather than the image obtained from a
general visible light camera. However, this method created a wide image by predicting
a small region to the left of the FOV. Noise also occurred in the prediction region in
the generated image, and the region includes more noise as the size of the region being
predicted increased. Therefore, there is a limitation in the size of the region being predicted.

Table 1 provides comparisons between the proposed method and previous studies.

Table 1. Summaries of comparisons between the proposed method and previous image prediction studies.

Category

Not Using Previous Frames
but Using Current Frame

(Prediction of Removed Part
in Current Frame (Image

in painting))

Using Current and Previous Frames

Prediction of
Next Frame

Prediction of Next
Sequential Frames

Prediction of Small Left
Region of Current Frame

Prediction of Large Right
and Left Regions of

Current Frame

Methods

CSA layer [17],
gated convolution +

SN-PatchGAN [18], PEPSI
[19], context encoder [20],

edge prediction and image
completion [21], and review

[22]

ConvLSTMGAN
[23],

OptCNN-Hybrid
[24], ConvLSTM

[25]

Encoder–decoder model
[26,29], PhyDNet [27],

CNN + LSTM [28],
SV2P [30], and review &

survey [31,32]

IPGAN [14] IPGAN-2
(Proposed method)

Input High-quality and high-resolution RGB visible light image
Low-quality and

low-resolution grayscale
thermal image

Low-quality and
low-resolution grayscale

thermal image and binary
image

Output RGB visible light image An RGB thermal image A grayscale thermal image

Advantages

High performance is
achieved by restoring the
information deleted in the
current image by using the

remaining information of the
current image.

High performance is obtained when
generating the next image by using the

current image and previous
sequential images.

- Considers image
prediction besides
FOV

- Uses low-resolution,
low-quality thermal
image

- A wide image of left
and right of the FOV
is generated for
image prediction

- Noise does not occur
in the predicted
image outside the
FOV

Disadvantages
- Does not consider image prediction outside the FOV
- Does not use low-resolution, low-quality thermal image

- The size of predicted
image is limited.

- Noise occurs in the
predicted image

- Only the region to the
left of the FOV is
generated for image
prediction.

Low processing speed
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3. Materials and Methods
3.1. Overall Procedure of Proposed Method

In this section, the proposed method is explained in detail. Image region prediction
is performed in this method based on sequential thermal images using IPGAN-2. In
Sections 3.2–3.5, the IPGAN-2 architecture, postprocessing, differences between IPGAN
and the proposed IPGAN-2, and dataset with experimental setup for image prediction are
explained in detail. Figure 2a shows the overall flowchart of the proposed method and
Figure 2b shows the overall procedure of the proposed method with image examples. The
length of the sequential input images is 20 frames (t − 0, t − 1, . . . t − 19), the size of each
image is 120 × 160 pixels, and the size the output image is 200 × 160 pixels. Specifically,
the part connecting a disappeared part of a person not in the camera FOV (left region of
the FOV) and the background in the current image is generated, while simultaneously
generating a disappeared part of a person coming into the camera FOV (right region of
the FOV) to generate the output image. As shown in Figure 2b, sequential thermal images
for input and the corresponding sequential binary images are used as input for IPGAN-2.
Input images for image prediction are horizontally flipped, and IPGAN-2 is applied one
more time, during which the same model is used. In Figure 2b, red arrows represent a
horizontal concatenate operation of the three images. In Table 2, the detailed procedure of
the proposed algorithm is explained step by step.
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Table 2. The proposed method detailed by using pseudo code.

Input thermal image with size of (120 × 160 × 1) = Xt−0
Input binary image with size of (120 × 160 × 1) = Yt−0
Output thermal image with size of (160 × 160 × 1) = Ot−0
Final output thermal image with size of (200 × 160 × 1) = Zt−0
IPGAN-2 model = model
Horizontal image flipping = f lip
Image cropping = crop

Algorithm procedure Output shape/dimension
A = [Xt−0, Xt−1, . . . Xt−19,]
B = [Yt−0, Yt−1, . . . Yt−19,]

A′ = f lip(A)
B′ = f lip(B)

C = concatenate(A, B, axis = channel)
C′ = concatenate(A′, B′, axis = channel)

Ot−0 = model(C)
O′t−0 = model(C′)

O′′
t−0 = f lip(O′t−0)

Rt−0 = crop(Ot−0, [0 : 39, 0 : 159])
R′t−0 = crop(O′′

t−0, [120 : 159, 0 : 159])

C′′ = concatenate(Rt−0, Xt−0, axis = horizontal)
Zt−0 = concatenate(C′′ , R′t−0, axis = horizontal)

120× 160× 20
120× 160× 20

120× 160× 20
120× 160× 20

120× 160× 40
120× 160× 40

160× 160× 1
160× 160× 1

160× 160× 1

40× 160× 1
40× 160× 1

200× 160× 1
200× 160× 1

3.2. Proposed IPGAN-2 Model

As shown in Figure 2b, sequential thermal images (120 × 160 × 20 pixels) and sequen-
tial binary images (120 × 160 × 20 pixels) are used as input for the proposed IPGAN-2.
The IPGAN-2 architecture is shown in Figure 3. The generator in Figure 3 includes the
concatenate layer (L2 and L31), convolution blocks (L9, L22, and L26), encoder blocks (L3,
L4, L5, L14, L15, and L16), residual blocks (L6–L8, L10–L13, L23–25, and L27–30), and
convolution layers (L17, L20, L21, L32, and L33) in order. In the concatenate layer (L2),
sequential images are applied with depth-wise concatenation to generate a multichannel
single image (120 × 160 × 40), while in the concatenate layer (L31), feature maps are com-
bined in the horizontal direction to generate a wide image. Furthermore, the discriminator
includes convolution blocks (L1–L6) and a fully connected layer (L7) in order.

Specific details of the IPGAN-2 architecture are presented in Tables 3–8. In Tables 3–6,
the filter size, stride, and padding are (3 × 3), (1 × 1), and (1 × 1), respectively. In Table 3,
two filter numbers, 128 and 64, are used in conv_block_1–conv_block_3. In Table 7, the filter
size, stride, and padding in conv_block_1–conv_block_3 are (3 × 3), (1 × 1), and (0 × 0),
while the filter size, stride, and padding in conv_block_4–conv_block_6 are (3 × 3), (2 × 2),
and (0 × 0), respectively. The layer types of Tables 3–8 are prelu (parametric rectified linear
unit (relu)), lrelu (leaky relu), maxpool (max pooling operation), tanh (hyperbolic tangent
activation function), res_block (residual block), encod_block (encoder block), conv2d (two-
dimensional convolution layer), add (addition operation), conv_block (convolution block),
dense (fully connected layer), concat (concatenate layer), and sigmoid (sigmoid activation
function). Furthermore, reshape (L19) of Table 3 is a layer that reshapes input tensors into
the given shape. As the input in Table 3, 20 sequential thermal images (120 × 160 × 1)
and 20 sequential binary images (120 × 160 × 1) were used, as in Figure 3, and the output
image was one image (160 × 160 × 1).
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2 concat_1  0 input_layers_1–20 & in-
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4 encod_block_2 64 73,984 encod_block_1 
5 encod_block_3 64 73,984 encod_block_2 

Figure 3. Example of the structure of proposed IPGAN-2.

Table 3. Description of the generator of IPGAN-2.

Layer Number Layer Type Number of Filters Number of Parameters Layer Connection
(Connected to)

0 input_layers_1–20 0 input_1–20
1 input_layers_21–40 0 input_21–40

2 concat_1 0 input_layers_1–20 &
input_layers_21–40

3 encod_block_1 64 48,640 concat_1
4 encod_block_2 64 73,984 encod_block_1
5 encod_block_3 64 73,984 encod_block_2
6 res_block_1 64 73,920 encod_block_3
7 res_block_2 64 73,920 res_block_1
8 res_block_3 64 73,920 res_block_2
9 conv_block_1 128/64 147,840 res_block_3

10 res_block_4 64 73,920 conv_block_1
11 res_block_5 64 73,920 res_block_4
12 res_block_6 64 73,920 res_block_5
13 res_block_7 64 73,920 res_block_6
14 encod_block_4 64 73,984 res_block_7
15 encod_block_5 64 73,984 encod_block_4
16 encod_block_6 64 73,984 encod_block_5
17 conv2d_1 3200 1,846,400 encod_block_6
18 prelu_1 3200 3200
19 reshape 0 conv2d_1
20 conv2d_2 64 640 reshape
21 conv2d_3 64 36,928 conv2d_2

22 conv_block_2 128/64 97,152 concat_1
23 res_block_8 64 73,920 conv_block_2
24 res_block_9 64 73,920 res_block_8
25 res_block_10 64 73,920 res_block_9
26 conv_block_3 128/64 147,840 res_block_10
27 res_block_11 64 73,920 conv_block_3
28 res_block_12 64 73,920 res_block_11
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Table 3. Cont.

Layer Number Layer Type Number of Filters Number of Parameters Layer Connection
(Connected to)

29 res_block_13 64 73,920 res_block_12
30 res_block_14 64 73,920 res_block_13
31 concat_2 0 conv2d_3 & res_block_14
32 conv2d_4 256 147,712 concat_2
33 conv2d_5 1 2305 conv2d_4
34 tanh 0 conv2d_5

Total number of trainable parameters: 3,883,457

Table 4. Description of an encoder block of the generator.

Layer Number Layer Type Number of Filters Layer Connection
(Connected to)

1 conv2d_1 64 input
2 prelu_1 64 conv2d_1
3 conv2d_2 64 prelu_1
4 prelu_2 64 conv2d_2
5 maxpool prelu_2

Table 5. Description of a convolution block of the generator.

Layer Number Layer Type Number of Filters Layer Connection
(Connected to)

1 conv2d_1 128 input
2 prelu_1 128 conv2d_1
3 conv2d_2 64 prelu_1
4 prelu_2 64 conv2d_2

Table 6. Description of a residual block of the generator.

Layer Number Layer Type Number of Filters Layer Connection
(Connected to)

1 conv2d_1 64 input
2 prelu 64 conv2d_1
3 conv2d_2 64 prelu
4 add conv2d_2 & input

Table 7. Description of the discriminator of IPGAN-2.

Layer Number Layer Type Number of Filters Number of Parameters Layer Connection
(Connected to)

0 input layer 0 input
1 conv_block_1 32 896 input layer
2 conv_block_2 64 18,496 conv_block_1
3 conv_block_3 128 73,856 conv_block_2
4 conv_block_4 128 147,584 conv_block_3
5 conv_block_5 256 295,168 conv_block_4
6 conv_block_6 256 590,080 conv_block_5
7 dense 92,417 conv_block_6
8 sigmoid 0 dense

Total number of trainable parameters: 1,218,497
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Table 8. Description of a convolution block of the discriminator.

Layer Number Layer Type Layer Connection
(Connected to)

1 conv2d input
2 lrelu conv2d

3.3. Postprocessing

The postprocessing method shown in Figure 4 was used in this study. As shown in
Figure 3, the final output shown in Figure 4 is obtained by cropping and combining the
predicted regions outside the FOV from the first output image obtained using IPGAN-2
and the second output image obtained by horizontally flipping sequential input images
and using IPGAN-2. The reason for using the method in Figure 4, instead of performing
image prediction for both sides of the FOV of the current image, is explained in Section 4.2
based on experimental results.
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3.4. Differences between IPGAN and Proposed IPGAN-2

In this section, the difference between the proposed method and a previous method [14]
is explained in detail. These two methods have different architectures overall. In particular,
the region in the image being predicted is different, and each step is designed differently.
Table 9 shows the overall structure of the two methods in steps. Table 10 presents the
advantage and disadvantage of the two methods.

Table 9. Comparison of overall structure of previous method [14] and proposed method.

Steps Previous Method [14] (IPGAN) Proposed Method (IPGAN-2)

Input Original thermal image (85 × 170 × 1) Original thermal image (120 × 160 × 1)

Preprocessing
Conversion of original thermal image to

three-channel color thermal image with zero
padding

Image binarization by using background
subtraction and horizontal flipping

Network
input Three-channel color thermal image (170 × 170 × 3) Original thermal image (120 × 160 × 1) and binary

image (120 × 160 × 1)

Network
output Three-channel color thermal image (170 × 170 × 3) One-channel thermal image (160 × 160 × 1)
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Table 9. Cont.

Steps Previous Method [14] (IPGAN) Proposed Method (IPGAN-2)

Postprocessing Image cropping (crop a small part of predicted
region) and combining

Image cropping (crop the entire predicted region),
horizontal flipping, and combining

Output Three-channel color thermal image (105 × 170 × 3) One-channel thermal image (200 × 160 × 1)

Table 10. Comparison of advantage and disadvantage of previous method [14] and proposed method.

Factors Previous Method [14] (IPGAN) Proposed Method (IPGAN-2)

Predicted region Only left side Left and right sides

Size of predicted
region Smaller (input of 85 × 170 to output of 105 × 170) Larger (input of 120 × 160 to output of 200 × 160)

Error Gray noise occurs over predicted region No gray noise

Processing speed Higher Lower

3.5. Dataset and Experimental Setup

The experiment in this study was conducted using the marathon subdataset of the
BU-TIV benchmark open thermal dataset [15]. The marathon subdataset was created for
the purpose of multi-object tracking and includes various objects, such as pedestrians, cars,
motorcycles, and bicycles. This dataset also consists of four videos (image sequences) with
different sizes. Images in the dataset are provided in the image format of portable network
graphics (PNG). Annotations for the object detection for the four sequences are provided.
An FLIR SC800 camera (FLIR Systems, Inc., Wilsonville, OR, USA) was used to collect
the dataset. The pixel value of a thermal image ranges between 3000 and 7000 units of
uncalibrated temperature [15]. In this study, image sequences 1 and 2 of the marathon
sub-dataset were used, and 3999 images (size of 1024 × 512 × 1, and pixel depth of 16 bits)
were used. When training the proposed model, 3999 original images are cropped to create
19,995 images in a dataset (image size of 160× 160× 1, and pixel depth of 8 bits) to perform
training and testing. The region in which pedestrians are running (region of interest (ROI)
of the red boxes in Figure 5) in the original image was cropped. A ground-truth (GT) image
(green boxes) and input images (blue boxes) were generated, as shown in Figure 5, by
cropping the ROI into 160 × 160.

Our network is not aware of the scenes of testing cases. Various scenes have been
used in our experiments. In the below Figure 5d,e, example images used in training and
testing phases are presented. As shown in this figure, the images used in training phase
are completely different from those in testing phase, and they were not cropped from same
scene.

The experiment was conducted as two-fold cross validation. More specifically, half
the total data were used for training, while the other half were used for testing (10% of the
testing data were used as validation data, while the remaining 90% were used as testing
data). The two datasets were switched for performing training and testing once again, and
the average of the two testing accuracy values was set as the final accuracy.

Training and testing of the proposed algorithm were performed using a desktop
computer. The desktop computer was equipped with Intel core i7-6700 CPU@3.40GHz, a
Nvidia GeForce GTX TITAN X graphics processing unit (GPU) card [33], and random-access
memory (RAM) of 32 GB. The proposed model and algorithm were implemented with
OpenCV library (version 4.3.0) [34], Python (version 3.5.4) [35], and the Keras application
programming interface (API) (version 2.1.6-tf) with a TensorFlow backend engine (version
1.9.0) [36].
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4. Results

This section is divided into four subsections on training, testing, comparisons, and
processing time to explain the experimental results. In Section 4.1, the hyperparameters
and training loss used in the training step are explained. In Section 4.2, the results obtained
through the ablation study are compared. In Section 4.3, the results obtained using the
proposed method and the state-of-the-art methods are compared. In Section 4.4, additional
experiments using different datasets (Casia thermal image dataset C and BU-TIV marathon
thermal image dataset) for training and testing are conducted. Finally, in Section 4.5, the
processing time was measured for each component.

4.1. Training

The proposed IPGAN-2 was trained as follows. The batch size, training iteration,
and learning rate in IPGAN-2 were 1, 483,581, and 0.001, respectively. Moreover, binary
cross-entropy loss was used as generator loss and discriminator loss, and adaptive moment
estimation (Adam) [37] was used as an optimizer. More detailed information about the
search space and selected hyperparameter values is provided in Table 11. Hyperparameters
were selected based on the best accuracies of human segmentation explained in Section 4.3
using the training data. Forty sequential images (20 thermal images and 20 binary images)
of 120 × 160 × 1 pixels were used for all training and testing methods. Figure 6a shows
the training loss curves of IPGAN-2 per iteration, while Figure 6b shows the validation
loss curves of IPGAN-2 per iteration. All results converged as the iterations increased; in
particular, Figure 6b shows that IPGAN-2 was sufficiently trained without being overfitted
by the training data.

Table 11. Search space and selected values of hyperparameters.

Parameters

Weight Decay
(Weight

Regularization
L2)

Loss Kernel
Initializer

Bias
Initializer Optimizer Learning

Rate Beta_1 Beta_2 Epsilon Iterations Batch
Size

Search
Space [0.001, 0.01, 0.1]

[“binary
cross-entropy

loss”,
“mse”,“VGG-19

loss”]

“glorot
uniform” “zeros” [“SGD”,

“adam”]

[0.0001,
0.001,

0.01, 0.1]

[0.7,
0.8,
0.9]

[0.8,
0.9,

0.999]

[1 × 10−9,
1 × 10−8,
1 × 10−7]

[1~500
K] [1,4,8]

Selected
Value 0.01

“binary
cross-entropy

loss”

“glorot
uniform” “zeros” “adam” 0.001 0.9 0.999 1 × 10−8 483,581 1
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4.2. Testing (Ablation Study)

In this subsection, the results of several ablation studies using the proposed method
are explained. Identical datasets and six GAN structures were used for the experiment.
The accuracy of image prediction was measured in terms of the similarity between the
output image and the GT image. The accuracy of image prediction was measured using
three types of metric in Equations (1)–(3). In Equation (1), R and C represent the number of
rows (height) and columns (width) of the image matrix, respectively. In Equations (1) and
(3), Res and GT refer to result image and GT image, respectively. In Equation (2), PSNR is
the peak signal-to-noise ratio [38]. In the structural similarity index measure (SSIM) [39]
equation, mGT and SGT are the mean and standard deviation of the pixel values of a GT
image, respectively, mRes and SRes are the mean and standard deviation of the pixel values
of the result image, respectively, SResGT is the covariance of the two images, and St1 and
St2 represent positive constants to make the denominator nonzero.

MSE =

(√
∑R

i=1 ∑C
j=1(GT(j, i)− Res(j, i))2

)2

RC
(1)

PSNR = 10log10

(
2552

MSE

)
(2)

SSIM =
(2mResmGT + St1)(2SResGT + St2)

(mRes2 + mGT
2 + St1)(SRes2 + SGT

2 + St2)
(3)

In addition, the accuracy of human detection was measured based on true positive
rate (TPR) (#TP/(#TP+#FN)) and positive predictive value (PPV) (#TP/(#TP+#FP)) [40]
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and using accuracy (ACC) [40], F1 score (F1) [41], and intersection over union (IoU) [40],
which are expressed in Equations (4)–(6). Here, TP, FP, FN, and TN refer to true positive,
false positive, false negative, and true negative, respectively. Positive and negative signify
the pixels detected in the GT image and the pixels not detected in the GT image. TP refers
to a case where positive pixels were accurately detected, while TN refers to a case where
negative pixels were inaccurately detected. FP refers to a case where negative pixels were
falsely detected as positive pixels, while FN refers to a case where positive pixels were
falsely detected as negative pixels. Here, the symbol # indicates “the number of”.

ACC =
#TP + #TN

#TP + #TN + #FP + #FN
(4)

F1 = 2· PPV·TPR
PPV + TPR

(5)

IoU(X, Y) =
|X∩ Y|
|X∪ Y| =

#TP
#TP + #FP + #FN

(6)

Six methods were comparatively examined through ablation studies. In Figure 7, the
t-th image It was set as the input image (at the far left) among the 20 sequential input
thermal images.

In Figure 7a, the GT image (at the far right) included the images on both sides (left
and right of the It image) of the It image (left image). Specifically, the images on both sides
(40 × 160 × 1 and 40 × 160 ×1) of the It image (80 × 160 × 1) were predicted (pred2reg),
as shown in Figure 7a. After the images on both sides of the It image are predicted, the
regions predicted as the last are cropped to be combined with the current image It, as
shown in Figure 1. In this experiment, sequential original images (80 × 160 × 20) and
sequential binary images (80 × 160 × 20) were used for prediction. However, the output
image obtained thereby (160 × 160 × 1) differs significantly from the GT image as in the
output image Ot (middle image) in Figure 7a.

Unlike pred2reg in Figure 7b, the experiment was conducted to predict the entire Ot
image (160 × 160 × 1) (predWholeIm) from sequential input images (thermal image (80 ×
160 × 20) and binary image (80 × 160 × 20)).

In Figure 7c, after extracting feature maps from sequential binary images (80 × 160
× 20) and sequential thermal images (80 × 160 × 20) through a two-channel convolution
structure, the feature maps (160 × 160 × 64 and 160 × 160 × 64) obtained from sequential
binary images and original sequential images were combined along the depth axis (2-
chanPred) in the last convolution layer.

The following three methods were utilized as follows to improve the accuracy. In
Figure 7d, two images (40 × 160 × 1 and 40 × 160 × 1) on both sides of the current image
were predicted (singImPred) using one thermal image (80 × 160 × 1) and one binary
image (80 × 160 × 1) rather than sequential images. The output image (160 × 160 × 1)
obtained through singImPred had a clearer background than the images obtained through
previously mentioned methods but had a poorer performance in human prediction.

In Figure 7e, a method (seq&sing) was utilized where sequential images (thermal
images (80 × 160 × 20) and binary images (80 × 160 × 20)) were used to predict the
image on the left of the current image, while a current image (thermal image (80 × 160
× 1) and binary image (80 × 160 × 1)) was used to predict the image on the right of the
current image. A two-channel convolution structure was applied in the experiment, but
the predicted images on both sides were combined with the current image, as in pred2reg
in the last concatenate layer. In this method, the left predicted image (using sequential
images) has a higher result than the right predicted image (using a single image).

Figure 7f shows the result obtained through a method using a three-channel image
(pred3-chan [14]). The final result of this method has the removed part that was not
predicted well in the image generated through the GAN structure. For comparing the
output images with the GT image, as with other methods, Figure 7f shows the result before
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removing the parts that were not predicted well for the comparison. However, as explained
in pred3-chan [14], it is difficult to obtain a result similar to the GT because of gray noise.

Mathematics 2021, 9, 2379 14 of 30 
 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

 
(g) 

Figure 7. Examples of result images obtained by various methods: from left to right, input, output, and GT images obtained 
by (a) pred2reg, (b) predWholeIm, (c) 2-chanPred, (d) singImPred, (e) seq&sing, (f) pred3-chan [14], and (g) predLreg. 

The following three methods were utilized as follows to improve the accuracy. In 
Figure 7d, two images (40 × 160 × 1 and 40 × 160 × 1) on both sides of the current image 
were predicted (singImPred) using one thermal image (80 × 160 × 1) and one binary image 
(80 × 160 × 1) rather than sequential images. The output image (160 × 160 × 1) obtained 
through singImPred had a clearer background than the images obtained through previ-
ously mentioned methods but had a poorer performance in human prediction. 

In Figure 7e, a method (seq&sing) was utilized where sequential images (thermal 
images (80 × 160 × 20) and binary images (80 × 160 × 20)) were used to predict the image 
on the left of the current image, while a current image (thermal image (80 × 160 × 1) and 

Figure 7. Examples of result images obtained by various methods: from left to right, input, output, and GT images obtained
by (a) pred2reg, (b) predWholeIm, (c) 2-chanPred, (d) singImPred, (e) seq&sing, (f) pred3-chan [14], and (g) predLreg.

Therefore, only the left image (40 × 160 × 1) was predicted (predLreg) among the
sequential input images (thermal images (120 × 160 × 20) and binary images (120 × 160 ×
20)) in Figure 7g. When conducting this experiment, the feature maps (40 × 160 × 64) that
were extracted similarly to L31 in Figure 3 were combined with the feature maps (120 ×
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160 × 64) along the horizontal axis to obtain the feature maps (160 × 160 × 128), and the
final output image (160 × 160 × 1) is obtained.

In the next experiment, the PSNR and SSIM of the GT image and the output image
generated by each method were compared, as shown in Table 12. As Figure 7 and Table 12
show, predLreg had the highest PSNR and SSIM accuracy among the methods. Therefore,
this study used predLreg to generate the images on both sides of the current image
through flipping, cropping, and combining operations, as shown Figures 2 and 4. Figure 8a
shows the image generated by predLreg, while Figure 8b shows the image generated by
predLRreg (proposed method). Figure 9 shows the examples of various images generated
by predLRreg (proposed method).

Table 12. Comparisons of various image prediction methods.

Methods PSNR SSIM

pred2reg 19.450 0.8156
predWholeIm 14.501 0.6395

2-chanPred 15.261 0.6121
singImPred 19.214 0.8132

seq&sing 21.340 0.8413
pred3-chan [14] 24.927 0.8403

predLreg 26.592 0.9581
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Figure 9. Examples of result images obtained by predLRreg (proposed method): in (a–c), from left to right, original images,
GT images, and predicted (output) images.

In the next experiment, the results of detecting humans in the original input image
and GT image were compared with the result of detecting humans in the image predicted
by the proposed method for examining the efficiency of the proposed method. For a fair
experiment, an identical Mask R-CNN [42] was used for the two methods during human
seg-mentation. Figure 10 shows the result of human segmentation using Mask R-CNN as
mask images. As shown in Figure 10, the result of human segmentation in the GT image
and the result of human segmentation in the image predicted by the proposed method are
quite similar. The segmentation result in the predicted image is closer to the segmentation
result in the GT image than in the original input image. In Table 13, the detection accuracies
measured between the result images of object segmentation with original images (or-detect)
and the result images of object segmentation with GT images are shown. Furthermore,
the detection accuracies were measured and compared between the resulting images of
object segmentation with images predicted by the proposed method (pred-detect) and the
resulting images of object segmentation with GT images. As shown in Table 13, pred-detect
was more accurate than or-detect, indicating that the result is closer to the segmentation in
the GT image when the image predicted by the proposed method was used than when the
original input image was used.
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Table 13. Comparisons of segmentation accuracies with original images (or-detect) and with images
predicted by the proposed method (pred-detect).

Methods TPR PPV F1 ACC IoU

or-detect 0.601 0.613 0.606 0.71 0.483
pred-detect
(proposed) 0.887 0.847 0.866 0.914 0.730

4.3. Comparisons of Proposed Method with the State-of-the-Art Methods

In this subsection, the proposed method is compared with state-of-the-art methods.
When measuring accuracy, the output image obtained by the proposed method is compared
based on the similarity to the GT image. In Table 14, the conventional image prediction [26],
image region prediction [14], and inpainting [17,19,21] methods were compared with the
proposed IPGAN-2-based image prediction method. Figures 11–13 show the comparisons
of the images obtained by all the methods. For a fair performance evaluation, previous
methods [17,19,21], which typically use one image, were applied with sequential images
(thermal images (120 × 160 × 20) and binary images (120 × 160 × 20)), as in the proposed
method; accordingly, the input layers of these methods [17,19,21] were changed to the
layers 0, 1, and 2 of the proposed method shown in Table 3. To evaluate the performance of
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pred3-chan [14] against other methods fairly, the result before removing the parts that were
not predicted well was used for the comparison, as explained in Section 4.2—see Figure 7f.
Flipping, cropping, and combining were performed, as in Figure 2b, to predict the images
on both sides, and an image of 200 × 160 × 1 was generated for comparison. As shown in
Figures 11–13 and Table 14, the proposed method produced superior results to those of the
state-of-the-art methods. The proposed predLreg method in Table 12 generated only the
image to the left of the current image, while it generated left and right region images in
Table 14; thus, the PSNR and SSIM values of the proposed method in Table 14 differ from
the PSNR and SSIM values of the proposed predLreg in Table 12.

Table 14. Comparisons of accuracies of image prediction and human segmentation by the proposed method with those of
the state-of-the-art methods.

Methods
Image Prediction Mask R-CNN

PSNR SSIM TPR PPV F1 ACC IoU

Haziq et al. [26] 22.843 0.8917 0.801 0.654 0.720 0.904 0.521
Liu et al. [17] 20.557 0.8454 0.638 0.626 0.631 0.864 0.432
Shin et al. [19] 22.181 0.8781 0.687 0.631 0.657 0.866 0.502

Nazeri et al. [21] 22.112 0.8724 0.651 0.672 0.661 0.890 0.514
pred3-chan [14] 25.146 0.8711 0.792 0.714 0.753 0.901 0.536

Proposed method 26.018 0.9437 0.887 0.847 0.866 0.914 0.730
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Figure 13. Comparisons of original images, GT images, and the prediction results obtained by the state-of-the-art methods
and the proposed method: (a) original images, (b) GT images, and images predicted by (c) pred3-chan [14] and (d) the
proposed method.

For the subsequent experiment, the performance was compared with Mask R-CNN
human segmentation. The segmentation accuracy and output images are compared in
Table 14 and Figures 14–16. Identical Mask R-CNN [42] based human segmentation was
applied for all methods for a fair evaluation. As shown in Table 14 and Figures 14–16, the
human segmentation performance was superior when the images obtained by the proposed
method were used than when the images obtained by the state-of-the-art methods were
used.
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proposed method.
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4.4. Experiments Using Different Datasets (Casia Dataset C and BU-TIV Marathon Dataset) for
Training and Testing

In this section, additional experiments were conducted using Casia thermal image
dataset C [43] and BU-TIV marathon dataset [15]. These two databases were acquired
from different cameras, and they include different angle images with totally different
backgrounds and foregrounds. The Casia dataset C includes thermal videos captured in
outdoor environment using a thermal camera during nighttime. In addition, the Casia
dataset C was captured under four walking conditions, namely slow, normal, fast walking,
and normal walking with a bag. In the dataset, data of various humans including men and
women are included. The total number of subjects and image sequences in this dataset
are 153 and 1530, respectively. The pixel value of a thermal image ranges between 0 and
255. In this experiment, 2000 images (size of 320 × 240 × 1, and pixel depth of 8 bits)
were used. For experiments, 2000 images of Casia dataset C and 2000 images of BU-TIV
marathon dataset were used for training and testing. In addition, because the size of
humans (height = 115 and width = 45 pixels) in images of Casia dataset C is much greater
than that (height = 50 and width = 15 pixels) in images of BU-TIV marathon dataset, the
images of Casia dataset C and images of BU-TIV marathon dataset were resized to make
the size of humans in both datasets similar as shown in Figure 17. The experiments were
conducted by two-fold cross validation. More specifically, the Casia dataset C was used for
training, while the BU-TIV marathon dataset was used for testing in the fold-1 as shown
in Figure 17. Then, the two datasets were switched for performing training and testing
once again to perform two-fold cross validation. In Table 15, the results of fold-1 (train
data = Casia dataset C, test data = BU-TIV dataset), fold-2 (train data = BU-TIV dataset,
test data = Casia dataset C), and the average of fold-1 and fold-2 are presented. In addition,
image prediction and human segmentation results are presented in Figures 18 and 19, and
Figures 20 and 21, respectively. As shown in Table 15 and Figures 18–21, we confirm that
our method can be adopted to the case of using two different databases for training and
testing.
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Table 15. Accuracies of image prediction and human segmentation by the proposed method using
two different datasets.

Results
Image Prediction Mask R-CNN

PSNR SSIM TPR PPV F1 ACC IoU

Fold-1 24.984 0.9211 0.851 0.821 0.835 0.895 0.725
Fold-2 24.028 0.9064 0.835 0.802 0.818 0.889 0.705

Average 24.506 0.9137 0.843 0.811 0.826 0.892 0.715
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results using (b) original images and (c) GT images; and the images predicted by (d) the proposed
method.

Mathematics 2021, 9, 2379 26 of 30 
 

 

 
Figure 21. Example images by human segmentation from fold-2: (a) original images; segmentation 
results using (b) original images and (c) GT images; and the images predicted by (d) the proposed 
method. 

4.5. Processing Time 
The processing times of the proposed image prediction method and the human seg-

mentation method are shown in Table 16. Each component of the proposed method (as 
shown in Figure 2b) is shown in Table 16 as well. The processing time was measured in 
the environments described in Section 3.5. 

Table 16. Processing time of the proposed method per image (unit: ms). 

Methods Component Processing Time 

Image prediction 
IPGAN-2 (before flipping) 48.4 
IPGAN-2 (after flipping) 48.4 

Postprocessing 0.01 
Human segmentation Mask R-CNN 54.1 

Total 150.91 

As shown in Table 16, the processing time of the Mask R-CNN is higher than other 
components. The frame rate of the proposed image prediction method is approximately 
10.33 frames per second (fps) (1000/(48.4 + 48.4 + 0.01)). The total frame rate including both 
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4.5. Processing Time

The processing times of the proposed image prediction method and the human
segmentation method are shown in Table 16. Each component of the proposed method (as
shown in Figure 2b) is shown in Table 16 as well. The processing time was measured in the
environments described in Section 3.5.

Table 16. Processing time of the proposed method per image (unit: ms).

Methods Component Processing Time

Image prediction
IPGAN-2 (before flipping) 48.4
IPGAN-2 (after flipping) 48.4

Postprocessing 0.01
Human segmentation Mask R-CNN 54.1

Total 150.91

As shown in Table 16, the processing time of the Mask R-CNN is higher than other
components. The frame rate of the proposed image prediction method is approximately
10.33 frames per second (fps) (1000/(48.4 + 48.4 + 0.01)). The total frame rate including
both image prediction and the human segmentation method is approximately 6.63 fps
(1000/150.91). The time and space complexities of the proposed method are O(2n) and O(n)
in training phase, respectively. They are O(n) and O(1) in testing phase, respectively.

5. Discussion

As shown in Figures 11–13, the persons in the predicted region of an image may be
poorly segmented compared with the persons in the GT image. For example, it is difficult to
detect a human body part with the proposed method when the pixel values corresponding
to a human body part in the input image are similar to the pixel values corresponding to
the background. In addition, the low-resolution thermal images used in this study have
less spatial pattern information than the general visible light images, which may have
contributed to the error.

Proposed IPGAN-2 predicts images on the left side not because the movement of
humans is towards the left side. As shown in Figure 22a, IPGAN-2 predicts the left side
of the current image at t-0 when the movement is towards the left side. In addition,
as shown in Figure 22b, IPGAN-2 predicts the left side of the current image at t-0 after
flipping images when the movement is towards the right side. Finally, we combine the
two predicted regions with the current image at t-0. Thus, the prediction does not rely on
the movement direction. By predicting both left and right sides of current image, we can
increase the FOV of current image. In addition, the reason why we do not predict the left
and right-side regions outside FOV at the same time using a single IPGAN is owing to
experimental results as shown in Figure 7 in Section 4.2 (Ablation study). As shown in
Figure 7, the performance of predicting the left and right sides of the current image at the
same time (Figure 7a–d) is lower than predicting only one side of the image (Figure 7g).
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CAM) [44] images extracted from Conv2, Conv3, and Conv8, which are the layers in Mask
R-CNN, which uses the images generated by IPGAN-2 as input.
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Figure 23. Example images extracted from Mask R-CNN layers by using Grad-CAM.

As shown in Figure 23, the Grad-CAM images extracted from the convolution layer
(Conv2) of Mask R-CNN had almost no high activation regions. As convolution proceeded,
activation regions were observed in the legs and head of a person and in the edge region of
the front and back torso in the Grad-CAM images extracted from the convolution layer
(Conv3). Figure 23 confirms that activation regions were observed in a more global region,
including the torso, starting from the Conv8 layer, which signifies that more-accurate
human segmentation is possible in the output image.

In this study, we proposed a method to predict image region outside FOV to restore
a part of human body which has disappeared when a pedestrian leaves the camera FOV.
There are several reasons that we started this study. For example, in case of tracking a
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suspect in the CCTV camera system, our method helps to generate a body of the suspect
after he or she has left the FOV of camera. In addition, the proposed method helps to track
suspects continuously without losing them when a camera changes the view direction to a
suspect who left the FOV.

Moreover, we conducted various experiments (Table 12 and Figure 7) in our ablation
study to achieve good results. To validate the predicted images by the proposed method,
we conducted human segmentation using the predicted images (Tables 13 and 14, and
Figures 10 and 14–16). We measured the predicted images using SSIM and PSNR, and
measured segmentation results using TPR, PPV, ACC, F1 score, and IoU, which confirms
that the performance of our method is better than those of the state-of-the-art methods.

6. Conclusions

The IPGAN-2 method was proposed for image prediction for thermal images where
the occurrence of noise is minimized while the wide regions to the left and right sides of the
FOV in the current image are accurately generated. For improving the accuracy of image
prediction, binary images corresponding to sequential input thermal images were used
as input for IPGAN-2. For evaluating the performance of the proposed method, various
ablation studies using original one-channel thermal images and comparative experiments
using state-of-the-art methods were performed. The experimental results using an open
database showed that the proposed IPGAN-2-based method had higher image prediction
accuracy than other methods, including the state-of-the-art methods. The TPR, PPV, F1,
ACC, and IoU of human segmentation using the proposed method were 0.887, 0.847, 0.866,
0.914, and 0.730, respectively, which are better results than those of the state-of-the-art
methods. In the experimental results, the persons in the predicted region of an image may
be more poorly segmented than the persons in the GT image. This could be because the
pixel values corresponding to the human are similar to the pixel values corresponding
to the background, which hindered the distinction between the human body part and
background. Moreover, thermal images with less spatial pattern information and the
factors in low-resolution images obtained from long distance may be affected the error.

In future work, image prediction using thermal and visible light images combined
is planned to resolve such issues. For the proposed method, experiments were only
conducted in a fixed-camera setting and not in a moving-camera setting; therefore, further
experiments should be conducted to determine whether the proposed method is applicable
in a moving-camera setting. In addition, further research is planned on image prediction in
which the FOV of a visible light camera in a vehicle is expanded in four directions.
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