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Abstract: It is well known that Stochastic equations had many useful applications in describing
numerous events and problems of real world, and the nonlocal integral condition is important in
physics, finance and engineering. Here we are concerned with two problems of a coupled system
of random and stochastic nonlinear differential equations with two coupled systems of nonlinear
nonlocal random and stochastic integral conditions. The existence of solutions will be studied. The
sufficient condition for the uniqueness of the solution will be given. The continuous dependence of
the unique solution on the nonlocal conditions will be proved.
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1. Introduction

Let (Q), F, P) be a fixed probability space, where Q) is a sample space, f is a c-algebra
and P is a probability measure.

The aim of this article is to extend the results of A.M.A. El-Sayed [1,2] on the stochastic
fractional calculus operators defined on C([0, T], L,(€))) and the solution of stochastic
differential equations subject to nonlocal integral conditions which have been considered
in [3,4].

Moreover, we motivate the coupled system of integral equations in reflexive Banach
space by A.M.A. El-Sayed and H.H.G.Hashem [5] to the coupled systems with random
memory on the space of all second order stochastic process.

The continuous dependence of a unique solution has been studied on the random
initial data and the random function which ensures the stability of the solution.

Nonlocal problem of differential equation have been studied by many authors (see for
example [6-8]).

Let Z(t;w) = Z(t), t € [0,T], w € Q be a second order stochastic process, i.e.,
E(Z?(t)) < oo, t € [0, T].

Let C = C([0, T], L2(Q2)) be the space of all second order stochastic processes which
is mean square (m.s) continuous on [0, T]. The norm of Z € C([0,T],L(QY)) is given by

1Zllc = sup [Z(D)]2 1Z(#) [l2 = \/E(Z*(1)).

t€[0,T]

Let T > 1. In this paper we study the existence of solutions (x,y) € C([0, T], L»(Q2))
of the problem of the coupled system of random and stochastic differential equations
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O Ay, reoT), m
1) = fllx(@O)dW (), e 0] @

subject to each one of the two nonlinear nonlocal stochastic integral conditions

O+ [ sy )aWE) =0, v+ [ xsDds =0 O
and . .
x(0)+/0 Iy (s, () AW (s) = xo, y(0)+/0 (s, y(s))ds = yo @)

where xy and yp are two second order random variables.
Let X = C([0,T],L2(Q)) x C([0,T],L2(Q2)) be the class of all ordered pairs
(x,y), x,y € C with the norm

G y)llx = max{ [|xllc, lyllc} = max{ sup [lx(£)l}2, sup [ly(£)]]2}- ®)

te[0,T] t€[0,T]

Let ¢; : [0, T] — [0, T] be continuous functions such that ¢;(t) <t and consider the
following assumptions

Assumption 1. f;: [0,T] x Lp(Q)) — Ly(Q)), i=1,2 aremeasurableint € [0,T] for all
x € Ly(Q) and continuous in x € Ly(Q) forall t € [0, T]. There exist two bounded measurable
functions m; : [0, T| — R and two positive constants b; such that

1fit, )2 < [mi(8) + billx(B) 2, i=1,2. ©)
Assumption 2. h;: [0,T] x Ly(Q) — Lp(QY), i=1,2 are measurableint € [0,T] for all

x € Ly(Q) and continuous in x € Ly(Q) forall t € [0, T]. There exist two bounded measurable
functions k; : [0, T) — R and two positive constants c; such that

[hi(t, x)|l2 < [ki(8)] +cil[x()[l2, =12 @)
Assumption 3. M = max{supte[o’ﬂ |m1(t)|,supt€[0,T] |ma(t)|}, b = max{by, by }.
Assumption 4. K = max{supte[oﬂ |k1(t)|,supt€[0,T] |ka(£)]}, ¢ = max{cy, ca}.
Assumption 5. (b+¢)T < 1.
Now, integrating the two random and stochastic differential Equations (1) and (2)
(see [1,2,9-14]) and using the nonlocal conditions (3) and (4) the following Lemma can

be proven.

Lemma 1. The integral representations of the solutions of the nonlocal problems (1) and (2) with
conditions (3) and (1) and (2) with conditions (4) are given by

T t
X = x0— [ msyE)AWE) + [ Alsy@ei)ds ®
w0 = vo— [hals )it [l x(ga(6)ANG), ©
and
T t
X)) = o [ s x(E)AWE) + [ Ailsyn()ds, (10)

w0 = vo— [ halsy)ds+ [ flsx(@a()WG). ay
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respectively.

2. Solutions of the Problem (1)-(3)

Define the mapping (F(x,y))(t) = (Fiy, Fx)(t), t € [0, T] where (Fiy)(t), (Fax)(t)
are given by the following stochastic integral equations

En0) = x0— [T ye)awe) + [ filsyle)ds, 12)
Bx)®) = o [ hals, 16D+ [ ols,x(02(5))aWG). (13)

Consider the set Q such that

Q={xye C(0,T] L)), (x,y) € X: ||(x,y)llx = max{|[x(t)[l2 [ly()|l2} <7}

Now, we have the following two lemmas
Lemma2. F:Q — Q.

Proof. Lety € Q, |ly(t)]]2 < r1, then

I(Fy) ()12

IN

ol + | [ i,y DA+ 1 [ i y(gn(5))dsl
< ol +yf [ Iyl + [ UGy o) lads

< lxoll2 + \//OT(IM(S)I+61||y(5)||z)2d5+/Ot(lml(s)l + bily(s)l2)ds
< lxoll2 + (K4 1) VT + (M + br)T < ||x0]]2 + (K4 cr1)T + (M +bry)T = 1
where lIxol|2 + KT + MT
n= " Gror %

Letx € Q, |[|x(t)|]2 < 1o, then

A

i t
[(Fx)(B)]l2 < H}/ollz+||/0 hz(S»f(S))dSHerll/0 fa(s,x(¢2(s)))dW (s)]|2

< lolla+ [ oo, () ods + \/ [ 17206 x(g2(6))) s

n t
< ollz+ [ (ka(s)] +callx(s) [2)ds + V | (ma(0)] +ballxl12)2ds
< Nyollz + (K+cr) T+ (M+br)T < |lyoll2 + (K+cr) T+ (M +br)T =1y
where

_ llyoll2 + KT + MT
1—(b+¢c)T

Letr = max{ry, 2}, (x,y) € Q, then

) > 0.

IFuy)llx = I(Ry, Bx)lx
max{|[(Fy)lc, | (F2x)[lc} <.

This proves that F : Q — Q and the class of functions {F(x,y)} is uniformly bounded
onQ. O
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Lemma 3. The class of functions {F(x,y)} is equicontinuous on Q.

Proof. Letx,y € Q, t1,tp € [0,T] such that |t; —t;| < 4, then

[ A @) = [ Al y@n)isl;

IO
(M+bllyllc)(t2— 1) (14

[ (Fiy)(t2) — (Fiy)(t1)|l2

IN

IN

This proves the equicontinuity of the class {Fjy} and

[ED) ~ B = [ AEx@ENaNE) ~ [ fsx(@6)awe)]:
2
< ¢ [ 12t x(9a()) s
1
< (M+Dlxlle)y/ (B2 — tr). (15)
This proves the equicontinuity of the class {Fjx}.
Now
(F(x,y))(t2) = F(x,y))(h)) = ((Fy)(f2), (F2x)(f2)) = ((Fiy)(t), (Fax)(t1))
= ((Ay)(t2) = (Ay)(h)), (Fx)(R2) — (F2x)(11))),

then from (14) and (15), we can deduce the equicontinuity of the class {F(x,y)} on Q.
O
2.1. Existence Theorem

Now, we have the following existence theorem
Theorem 1. Let the Assumptions 1-5 be satisfied, then there exists at least one solution (x,y) € X
of the problem (1)—(3).
Proof. Firstly, from the results of Lemmas 2 and 3 and Arzela—Ascoli Theorem [9] we
deduce that the closure of FQ is a compact subset.

Let (x4, yx) € Q be such that

Linyseo(Xn,yn) = (x,y)  w.p.l.

where L.i.m denotes the limit in the mean square sense of the continuous second order
process ([1,2,9]).

Now,

Limmy seoF (X, yn) = (LiMpy—scoF1Yn, Limy_seFaXy)

= (L.i.m,Hoo{xo — '/O.T hl (s,yn(S))dW(S) + /Ot fl(s/yn (4)1 (s)))ds},
Limtiese{yo = [ hals,50()ds + [ als, 30 (g2(6))aW ()
— (xo— /0 " 105, Listtns oot (s) ) AW (s) + /O (5, Lt ooy (91 ()))ds

Yo — /017 hy (s, Linty eoxu(s))ds + /Ot fa(s, Limy—eoxy (¢2(s)))dW(s))
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[x1(t) — x2()[]2

= (o= [ AW + [ Al
vo— [ ol x(9))ds + [ fols,x(42(5))aW )
= (hy bhx) = F(oy).

Applying stochastic Lebesgue dominated convergence Theorem the operator F : Q —
Q is continuous.

Finally, applying Schauder Fixed Point Theorem [9], we can deduce that there exists
at least one solution (x,y) € Q of the problem (1)—(3) such that x,iy € C([0, T], Lo(Q2)). O

2.2. Uniqueness Theorem

Replace the assumptions (A1) and (A2) by (A*1) and (A*2), respectively, such that
(A*1) The functions f; : [0, T| x L(Q) — Ly(Q2), i=1,2are measurableint € [0, T| for
all x € Ly(Q)) and satisfy the Lipschitz condition with respect to the second argument

1 fi(t,u) = fi(t,0) |2 < bllu = o]2.

(A*2) The functions #; : [0, T] x Lo(Q)) — Lo(Q)), i=1,2are measurablein ¢ € [0, T| for
all x € Ly(Q)) and satisfy the Lipschitz condition with respect to the second argument

[[hi(t, 1) = hi(t, 0)[|2 < ¢l|u = o[|2,
Remark 1. Let the assumptions (A*1) and (A*2) be satisfied, then we can obtain

1fiCtw)ll2 = [ fi(8, 0) |2 < [Ifi(t, ) = fi(£, 0)[|2 < blullz,

1fi(t, )2 < Nlfi(t, 0) ]2 + bl[ull2 < M+ blluf)2

and
[hi(t, u)ll2 < hi(t,0) |2 +cllulla < K+ cflull2.

Theorem 2. Let the assumptions (A*1) — (A*2) and (A3) — (A5) be satisfied, then the solution
of problem (1)—(3) is unique.

Proof. Let (x1,y1) and (xp, y2) be two solutions of the problem (1)-(3), then

(xi(t),yi(t) = (x0 — /(;Th1(s,y(s))dw(s)+/Otf1(s,y(4>1(s)))ds,
Yo — /017 hz(S,x(S))ds + ./Otfz(s,x(qbz(s)))dW(s)), i=1,2 (16)

where

< [ B 26) — iGN 2+ | [ il = fils,v2))dsla

T
< \//0 2|ly2 — v1l|2ds + Tb|ly1 — y2llc < TVellyr — v2llc + Tbllya — vallc
< T +o)llyr —valle,
< T(b+c)max{||x1 — x2|lc, lya — v2llc}
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and

1)) ~a(0)2 < /(;7|h2(5/x2(5))—hz(srxl(s))|2d5+\/ [ ) — va()) s

< VTb||x1 — 22| c + cT]x2 — x1|c
< T(b+c)llx1 —x2lc,
< T(b+c)max{|x; — x2]lc, lyr — v2llc}-
Hence,
[(x1,y1) = (x2,y2)Ix = [[(x1—x2), (y1,¥2) [l x

= max{[|(x1 — x2)[lc, [I(y1,v2)llc}
T(b+ c) max{||lx1 — x2[[c, [ly2 — w1 llc}
T(b+o)ll(x1,y1) = (x2,y2) [ x-

IAIA

This implies that

(1 =T +)(x1,y1) — (x2,52)[x <0

and
[ (x1,y1) = (x2,¥2)|x =0,

then (x1,y1) = (x2,y2) and the solution of the problem (1)—-(3) is unique. [

2.3. Continuous Dependence

Theorem 3. Let the assumptions of Theorem 2 be satisfied. Then the solution (16) of the problem (1)—(3)
depends continuously on the two random data (xo, yo).

Proof. Let (£, 1) be the solution of the coupled system

w() = g0 [ I aENaWE) + [ fits 5(i(9)ds
fo— [ hals,£(6)ds + [ (s, £(2(6))Ws),

y(t)

such that ||(X(),y()) — (fo,}fo)”x < 01, then

[x—=2%llc < [lxo—Xollc+T(b+c)lly—7llc
< O+ Th+o)lly—7llc
< 01+ T(b+c)max{|lx — 2|[c, ly — 7llc}
ly—=7llc < llvo—vollc + T +c)|x—2%|c,
< 0+ T H+o)lx -2l
< 6+ T(b+c)max{[|x — £c, ly — Fllc}
Then
[(x,y) = (£,9)[Ix [(x =2y —9lx

= max{|lx— %[, lly - llc}
61+ T(b+ ¢) max{|[x — Zllc, Iy — Fllc}
51+ T +0)[(xy) = (&9)llx-

IN A
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[[x(t) = 2(£)]]2

ly(£)

-7

()12

IA

IN

IN

ININ

[VANVANRVANRPAN

This implies that

1(x,y) — (£9)]x < 1_T‘5(1b+) _

which completes the proof. [

Theorem 4. The solution (16) of the problem (1)—(3) depends continuously on the two random
functions hy and hy.

Proof. Let (%, 1) be the solutions of the coupled system
20 = xo— [HEIINE) + [ s 9n(6))ds
90 = vo— [ HGs, 20+ [ fals, 2gas))aw(s)

such that ||} (s,.) — h(s,.)|2 < 62, i=1,2,then

I 6, 9050) = (s, y )W) + [ (s, (5)) = fils, 96 ()1as]
VL 16, 9660) sy s + [ 15, y(91(6)) ~ (5,901 () s
[0 G5 9060) — iyl + 5, 5) — s y(5)) s

[ UG @1(5) = fils, 701 (5)) s

[ elyts) 9l + 622ds + [ blyts) — 965)ads

(cVT+bT) |y —9llc +6VT
T(b+c) max{||x — £|c, |y — llc} + 6T

Similarly we can obtain

I35, 566)) — aGs,x(6)Jds + [ (s, x(02(6))) — fo(s, 2025 AWG)

<cT+bf>||x—ch+azT
T(b+c)||x—%|c+ 6T
T(b+ ) max{|x — 2, |y — Fllc} + 6T
T(b+ ) max{ | — 2llc, |y — Fllc} + 6T,

Now

G y) = (2 9)llx = max{[lx—=2%lc, [ly —7llc
< T(b+c)max{([lx = ¢, ly — 7llc} + 6T
This implies that

A 6T
— < - @ =
I09) = @Dl < T

which completes the proof. [
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3. Solutions of the Problem (1), (2) and (4)

Define the mapping L(x,y) = (L1x, Lyy) where L1x, Lyy are given by the following
stochastic integral equations

T t
Lix(t) = %= [ (s x6)dW(s) + [ Al yea(e)ds, 17)
Ly() = wo— [ (s, o)+ [ falsx(ea(6))aW(s) as)
Lemma4. L:Q — Q.

Proof. Letx, y € Q, , then we obtain

Lx®llz < ol + 1 [ (s x AW 2+ 1| [ i yigr(5)isl
< ol +yf [ I x) I + [ 1Ay (o) ads
< ol +y/ [ RE+alx@l? [ (m)]+ by 1)
< lxoll2 + KVT+ MT + eV Tljxlc + bTlyllc)
< Jtolla+ llyollz + (K+M)T +2T(0 +c)
and
i t
IL2y®l < lvollz+ 1| [ ol y(s)dslall || fals, x(ga(s))aW(s) |2
< lvolla= [ ||h2(51y(5))||2d5+\/ [ 1206302060 3
< ol + ”(kz<s>|+c2|y<s>||z>ds+\/ [ a(0) + b2 2ds
< llvoll2 + KT +MVT +cTllyllc + bV Tlxlc
< foll2+ (K+M)T+ T(b+)|lyllc + T(0 +¢) xc
< [xoll2 + [volla+ (K+ M)T +2rT (b +-c).
This implies that
ILEIx = (L Lay)llx
= max{[|Lix(8) | Lay(®) c}
< lxoll2 + llyoll2 + (K+M)T +2rT(b +¢) = r
where

[1x0ll2 + llyoll2 + (K+ M)T
1-T({+c) ’

then the class {L(x,y)} is uniformly bounded and L(x,y) : Q — Q. O

Lemma 5. The class of function {L(x,y)(t)},t € [0, T| is equicontinuous.
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Proof. Letx, y € Q, ty,tp € [0, T] such that |t — t1]| < J, then

Lixte) = Lyl = 1 [ AGytoi s — [ s y(@ns))asle

/: 1f1(5,9(91(5)))llads
(M +bllyllc)(t2 — 1) "

IN

IN

and

Lax(t) Lol = | [ fals,x(ga(o))aW(s) = [ s x(ga(6)AWG)

< \/ [ Wt w3

< (M+blallc)y/ (2 1), @0
However,
L), y(12) — L) y(t) = (Lax(ta), Lay(t2)) — (Lax(h), Lay ()

= ((Lix(t2) = Lix(t)), (Lay(f2) — Loy(f1))),
then from (19) and (20), we deduce the equicontinuity of the class {L(x,y)(f)} on Q. O

3.1. Existence Theorem

Now, we have the following existence theorem

Theorem 5. Let the Assumptions (A1)—(Ab5) be satisfied, then there exists at least one solution
(x,y) € X of the problem (1), (2) and (4).

Proof. Let {(x,,yx)} € Q be such that

(xn,yn) = (x,y)  w.p.l.

Using Lemmas 1-3, then applying stochastic Lebesgue dominated convergence Theo-
rem [9], we can obtain

LinmyseoL(Xn,yn) = (Li.My—coliXn, Limy—scoLoyn)

= (Lime{xo— [ (s, 0 (NAWE) + [ ilsa(o1(6)))ds),
L so{o — [ (s y(s)ds + [ (s, xa(9a(s))aw(s)})
= o [ (s Limta(SDAWG) + [ i L s (91(5)))ds,
o= [ oo, Litnosstn () + [ o, L soorn(9a(s))Jaw(s))
= (o= [ (s x(E)aWE) + [ Al v

vo— [ ol y()ds + [ s xgas))aw(s))
= (Lix,Lyy) = L(x,y).

This proves that the operator L: Q — Q is continuous. O
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Then by the Arzela—Ascoli Theorem [9], the closure of LQ is a compact subset of
X, then applying Schauder Fixed Point Theorem [9], there exists at least one solution
(x,y) € X of the problem (1), (2) and (4) such that x,y € C([0, T], L2(Q))).

3.2. Uniqueness Theorem

Theorem 6. Let the assumptions (A*1)—(A*2) and (A3)—(AS5) be satisfied then the solution of
problem (1), (2) and (4) is unique.

Proof. Let (x1,y1) and (x2,y2) be two solutions of the problem (1), (2) and (4) on the form

(x(t),y(t) = (x0 — /OT hy (s, x(s))dW(s) + /Ot f1(s,y(¢1(s)))ds,
vo — /0'7 hz(S,y(s))ds+/Otf2(s,x(¢2(s)))dW(s)), 1)
then we can obtain

eVT|x1 = x2llc + BT |ly1 — vallc < cTllxy — x2llc + bT|ly1 — v2llc
(b+)T||x1 —x2llc + (b+¢)Tllyr — y2lic
(b4 )T max{||x1 — x2||c, |ly1 —y2llc}- (22)

llx1(t) — x2 ()2

VAN VANIVAN

Similarly, we can obtain

lyi(t) —y2(t)ll2 < (b+ )T max{|x1 — x2llc, [ly1 —v2llc}- (23)
Hence from (22) and (23)
[(x1,y1) — (2, y2)lx = [[(x1 —x2), (y1 — y2)lIx
< max{|x; —x2]lc, ly1 — y2llc}
< (b+c)Tmax{|x1 —xallc, [ly1 —v2llc}
This implies that
(1= (b+)T)[(x1,y1) — (x2,¥2)[[x < 0.
Then

[(x1,y1) = (x2,42)[|x =0

and (x1,y1) = (x2,2) which proves that the solution of the problem (1), (2) and (4) is
unique. [

3.3. Continuous Dependence

Theorem 7. The solution (16) of the problem (1)—(2) and (4) depends continuously on the two
random data (xo, o).

Proof. Let (%, 7) be the solution of the coupled system

T t
80 = fo— [ (s E)aWE) + [ A9 ()ds
90 = do— [hals g+ [ fls (92N G),
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1, y) = (

() = 2(8)]]2

%,

such that ||(xo, y0) — (%0, ¥0)||x < d3. Then we have
x(t) —%(t) = xo—x— /OT[hl(s,J?(s)) — hy(s,x(s))]dW(s)
b [ TGy~ ils 5(6a(5)) s

and

< lxo — Xollc + eVTllx = 2l|lc + bTly — 9l

< lxo = Xollc + cTllx — %|lc + bT|ly — 9llc

< |lxo — Xoll2 + cTmax{|[x — £[|c, [y — Fllc} + bTmax{||x — £|c, lly — Fllc}
< max{[|xo — %oll2, [lyo —Yoll2} + (b + c)Tmax{[|x — 2l|c, [ly —Fllc}-

By the same way we can obtain

ly(8) = 9()ll2 < max{{lxo — %oll2, [lyo = voll2} + (b+ ¢)Tmax{|lx — £llc, lly —llc}

and

PDlx = max{|[(x—2lc, (v —7lc}

IN

IN

_'_

IN

< max{|lxo — %oll2, [lyo = voll2} + (b+ ¢)Tmax{|x — £llc, ly —llc}
< 03+ (b + o) Tmax{|lx — 2l|c, ly = Fllc}

which gives our result

. 3
_ < =
1(x,y) = (£, 9)x < 1-T(b+c)

and completes the proof. [

Theorem 8. The solution (16) of the problem (1), (2) and (4) depends continuously on the two
random functions hy and hy.

Proof. Let (£, ) be the solutions of the coupled system of stochastic integral Equations (1), (2)
and (4) such that

20 = xo— [H2ANE) + [ Al 9915
90 = vo— [H9s+ [ fals 526N G).

Let [|hf(t,u(t)) — h(t,u(t))|l2 < és, i=1,2then

I [ B 56) ~ s xDAWE) + [ (s y(n(6)) — (s, 5(60(5))Jas]
VL 1G5, 269) — s x(6)) s+ [ 135501 (90) — s, 90 (5) s
[T 205) — o, ) 2+ 1 5 x(5)) — s ()l

L IAG Y@ ) = (s 561(5)) 245

[ Clles) — 20l + 00125+ [ blyts) — 965) s
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cVT||x — %||c + bT|y — 9llc +64VT)

cT||x = £[[c + 0T ||y — Jllc + é4T.

cT max{||x — %|[c, ly — Fllc} +bT max{|x —2[c, lly —Fllc} + 4T
(b+c)T max{[|x — %[, [ly —dllc} + daT.

Similarly we can obtain
1y =9llc < (0+)T max{|x = 2llc, [ly = Jllc} + 0T
and
1Cey) = (£, 9)llx = maxt{lx = 2llc, ly = gllc} < (0+0)T max{|x —2lc, [ly —Jllc}+ T
This implies that

.. T _
Iy) =& Dx < T =€

which completes the proof. [

Example 1. Consider the coupled system

dr o _a(t)+y(t)
" = sarmr 0!
_ tx(t)
dy(t) = dem, te (0,1] (24)
subject to
Xp = OT%dW@), ]/0:/017 :(j)%ds (25)
where
1At y()]l2 < %[Iﬂ(t)l +llyll2], 1208 x(8)) |2 < 2”x(1t)||2
and , ;
eyl < P00, g, (e < 2012,

Easily, the coupled system (24) with nonlocal integral conditions (25) satisfies all the Assump-
tions 1-5 of Theorem 1. with b = %, c= %, then there exists at least one solution of the system
(24) on [0,1].

4. Conclusions

Here, we proved the existence of solutions of a coupled system of random and
stochastic nonlinear differential equations with coupled nonlocal random and stochastic
nonlinear integral conditions. The sufficient conditions for the uniqueness of the solution
have been given. The continuous dependence of the unique solution has been studied.
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