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Abstract: In order to fulfill the stringent Ultra-Reliable Low Latency Communication (URLLC)
requirements towards Fifth Generation (5G) mobile networks, early-Hybrid Automatic Repeat
reQuest (e-HARQ) schemes have been introduced, aimed at providing faster feedback and thus
earlier retransmission. The performance of e-HARQ prediction strongly depends on the classification
mechanism, data length, threshold value. In this paper, we propose an analytical model that
incorporates e-HARQ and Hybrid Automatic Repeat reQuest (HARQ) functionalities in terms of
two phases in discrete time. The model implies a fast and accurate way to get the main performance
measures, and apply optimization analysis to find the optimal values used in predictor’s classification.
We employ realistic data for transition probabilities obtained by means of 5G link-level simulations
and conduct extensive experimental analysis. The results show that at false positive probability
of 10−1, the e-HARQ prediction with the found optimal parameters can achieve around 20% of
gain over HARQ at False Negative (FN) of 10−1 and around 7.5% at FN of 10−3 in terms of a mean
spending time before successful delivery.

Keywords: Markov chain model; stationary distribution; performance measures; 5G mobile commu-
nication; HARQ; early-HARQ

1. Introduction

The Fifth Generation (5G) mobile networks hold enormous potential for innovations
across vertical industries given its promised multi-Gbps speed, 1 ms latency, and massive
connectivity. Among the three important use cases of 5G systems are: enhanced Mobile
BroadBand (eMBB), massive Machine Type Communications (mMTC), and mission critical
MTC (cMTC) [1], which include applications with Ultra-Reliable Low Latency Communi-
cation (URLLC) requirements with a target error rate of less than 10−5 and 1 ms end-to-end
latency [2]. The cMTC exemplary scenarios that can only be enabled by URLLC [1]: are
factory automation through network controlled systems, autonomous roads, platooning,
haptic communications and many others. Despite the huge potential, according to the most
recent 5G standard (3GPP Release-16 [3]) low latency and machine-type communication
tasks are still in progress, which implies latency efficient and reliable protocols toward
URLLC to be a relevant research topic. The researchers in [4] have performed a full-fledged,
end-to-end measurement study on one of the first commercial 5G networks, focusing on
network coverage, end-to end throughput and delay, according to which there is still a
room for improvement, as the radio access network latency reduction between 4G and 5G
networks is negligible: 2.19± 0.36 ms (5G) vs. 2.6± 0.24 ms (4G). Among the techniques
standardized in 3GPP Release-15 aimed at achieving the strict requirements of reliability
and latency are 5G flexible numerology, downlink pre-emption and uplink configured
grant transmission [5,6]. Release 16 has brought a couple of new enhancements in physical
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layer design for URLLC, including Physical Downlink Control Channel (PDCCH) monitor-
ing capability enhancements, new compact downlink control information format, Hybrid
Automatic Repeat reQuest (HARQ) acknowledgement enhancement within a slot, and
others [3]. There is plenty of research work that approaches the URLLC communications by
enhancing the User Equipment (UE) feedback HARQ mechanism [7], which is a physical
level protocol that sends ACK respond to the transmitter in case of successful decode of
a packet and NACK in case of an error [8]. Its main limitation is Round TripTime (RTT),
which is known to be a time interval between two transmissions. A plenty of research
has been done on RTT reduction [9–12]. In [9], researchers suggest reducing the latency
by performing short data transmissions that take one Orthogonal Frequency Division
Multiplexing (OFDM) symbol period, which in its turn have imposed higher power and
processing requirements on both the receiver and the transmitter. Another approach ap-
proved in Rel. 16 comprises autonomous transmission of redundant data required to meet
the reliability target [10]. However, it might degrade the spectral efficiency by sending
unnecessary retransmissions due to the processing and feedback delays. In [11] the optimal
and sub-optimal resource allocations are derived for URLLC considering the reliabilities
of both data and control channels. The authors, in [12], develop a scheme, which enables
a better protection of the NACK signal and is based on the asymmetric feedback signal
detection allowing up to one retransmission.

An early HARQ (e-HARQ) prediction—is another approach that has gained much
attention recently due to its RTT reduction capabilities since it allows providing the feed-
back on the decodability of the received signal ahead of the end of the actual transmission
process. The prediction is commonly performed by estimating the Bit Error Rate (BER)
computed from the Log-Likelihood Ratios (LLRs) of bits with further hard thresholding
as classification algorithms [13–15]. The researchers in [13] propose a method for on-line
estimation of the BER during a turbo decoding process, in which LLRs are modeled as a
mixture of two Gaussian random variables, after which the estimators for the mean and
variance of these distributions are derived. In [14,15], prediction schemes in appliance
with turbo decoder are presented and investigated from the point of false prediction rates.
In [16], the authors introduce the prediction algorithm, which exploits the substructures
of the Low-Density Parity-Check (LDPC) codes to start feedback calculation already on
partially received codewords, and therefore, provides an excellent opportunity to send
ACK/NACK report before the full reception of the codeword. The BER estimations are
corrected by including the results of a few LDPC-based decoding operations performed on
the partial codewords. In our previous work in [17], we address this problem by propos-
ing an analytical model that studies e-HARQ prediction computed on half of the actual
codeword and present comparative analysis of various performance measures. However,
we did not investigate the role of a threshold parameter, which is known to be of critical
importance for the given e-HARQ schemes. Moreover, by analyzing only the case in which
the prediction is performed on half of the codeword, we could not get full picture of the
given approach. Other research papers, such as [18,19], investigate ACK/NACK prediction
schemes based on channel state estimation.

The contribution of this paper is twofold. First, we propose a new two-phase an-
alytical model in discrete time, which evaluates the behavior of a e-HARQ prediction
performed for any partially received codeword in a 5G transmission. The model allows
obtaining the main performance measures, including the misprediction errors. Second,
we formalize the optimization problem to find the optimal values used in a predictor’s
classification, including a threshold value, a packet transmission length, and a length of
the codeword used for prediction. By performing the substantial comparative analysis
for various transmission and prediction lengths, we show the maximum gain that can be
achieved in terms of performance measures by using e-HARQ prediction in comparison
with the traditional HARQ approach. To the best of our knowledge, this is the first time an
analytical model that covers parallel processing of e-HARQ and HARQ mechanisms has
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been proposed. Note that the given model can be applied also to other e-HARQ prediction
schemes besides the LDPC-based one.

The paper is organized as follows: in Section 2 we firstly detail e-HARQ and HARQ
mechanisms, introduce the basic model assumptions, and then present a system model
with an incorporated e-HARQ and HARQ schemes, derive its balance equations and
performance measures. Section 3 presents numerical results, including validation of the
model and comparative analysis of schemes for various simulation assumptions. Moreover,
we provide results of the optimization analysis, and the best achievable gains that can
be found in terms of main performance measures in comparison with traditional HARQ
approach without prediction. Finally, Section 4 concludes the paper.

2. System Model
2.1. e-HARQ and HARQ Schemes

An e-HARQ prediction was introduced in order to reduce RTT in stringent URLLC
transmissions. The general aim of an e-HARQ scheme is to provide an ACK/NACK feed-
back on the decodability of the received signal ahead of the end of the actual transmission
process. Apparently, the performance of the prediction-based scheme directly depends on
the selection of the algorithm that provides the feedback. In [16], the authors introduced the
prediction algorithm, which exploits the substructures of the LDPC codes to start feedback
calculation already on partially received codewords, and therefore, provides an excellent
opportunity to send ACK/NACK report before the full reception of the codeword. These
subcodes are formed by selecting a subset of rows and columns from the parity-check ma-
trix. Let us study the main differences between the HARQ scheme and e-HARQ approach
that exploits various LDPC codes lengths, shown in Figure 1.

(a) Prediction based on 3 OFDM symbols, d = 0

(b) Prediction based on 4 OFDM symbols, d = 2

Figure 1. Time diagram comparison between LDPC-based e-HARQ and HARQ schemes.
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Here, we consider an example of a packet transmission length N equal to 6 OFDM
symbols. Let us assume n0 to be a number of propagation time units between the gNodeB
(or gNB) and the UE, where a time unit aka microslot corresponds to the duration of an
OFDM symbol. The e-HARQ scheme starts prediction process as soon as n1 OFDM symbols
are received at the UE and generates feedback respond in n2 microslots. Consequently,
the gNB will get it in 2n0 + n1 + n2 time units from the beginning of the transmission,
and then the first retransmission may start. To preserve the general terms, we suppose
that actual transmission length is n3 OFDM symbols with the corresponding processing
of n4 microslots. So the retransmission based on HARQ scheme can be performed in
2n0 + n3 + n4 microslots, as shown in Figure 1.

The HARQ timeline is dominated by the processing time, which may scale with
the Transmission Time interval (TTI) length [20], and the propagation time, which is
independent of the TTI length. The given scalability principle is taken into consideration
by equating n1 = n2 and n3 = n4. We suppose propagation time n0 = 0, keeping in
mind URLLC as a use case with UEs closely located to gNB. Furthermore, we assume
various LDPC subcode lengths, e.g., in Figure 1a n1 + n2 = n3, which means that at time
moment n3 we already have a e-HARQ FeedBack (eFB) message at gNB, and may initialize
the retransmission process. In Figure 1b prediction is based on 4 OFDM symbols, which
corresponds to n1 + n2 = n3 + d, where 0 ≤ d < N is a time offset, which is measured in
OFDM symbols. By incrementing d the accuracy of the e-HARQ predictor obviously rises
at the cost of a smaller number of possible retransmissions. Note that e-HARQ prediction
can be performed on very small subcodes, even less than a half of the transmission length.
However, due to the high e-HARQ prediction error, it is out of scope of this work.

2.2. Model Description

Let us consider a downlink 5G network scenario, in which a UE firstly predicts
a feedback respond based on the partially received from the gNB codeword using the
e-HARQ scheme at the first phase, and then process it with a traditional HARQ scheme
at the second phase. We assume packets to be of the same transmission length, equal to
N OFDM symbols. Taking into account all retransmissions required for the successful
delivery, the packet has to be transmitted to the UE in TN microslots, otherwise the packet
is assumed to be lost.

The functioning of the system is given in discrete time with the length n equal to 1
OFDM symbol. In comparison with our previous work [17], where we studied only one
codeword length used for prediction(Figure 1a) and performed analytical analysis on a time
slot level equal to an actual transmission length; here, we have to operate on a microslot
level of 1 OFDM symbol in order to achieve a fair comparison of the general systems with
various N, d values, which substantially complicates the logic of mathematical expressions.
We suppose that all the changes in the system occur at time moments nh, h = 1, 2, . . .

A packet arrives in the system with the probability a, 0 < a ≤ 1. If the eFB, generated
by the e-HARQ predictor at the first phase, is ACK, then the packet moves to the second
phase with the probability b1(l), where l is a current number of deliveries of the given
packet. Otherwise, when the eFB is NACK, the packet is to be retransmitted with the
probability b1(l). However, the processing of the previous negatively acknowledged
packet based on the e-HARQ predictor is still being done at the second phase with a
deterministic probability equal to 1. By doing this, we achieve parallel operation of
e-HARQ and HARQ, but keep priority on the HARQ decision in order to avoid unnecessary
retransmissions generated by the e-HARQ misprediction. The found regular HARQ
FeedBack (rFB) at the second phase allows terminating the delivery process in case of
ACK with the probability bi(l) or continuing the retransmission process in case of NACK
with the probability bi(l), i = 2, 3. Here and further, a, b := {a, a + 1, . . . , b} with b > a
is an interval of natural numbers between a and b. We clarify the difference between
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b2(l) and b3(l) that can be expressed in terms of the feedback Random Variables (RVs)
eFB, rFB ∈ {ACK, NACK} as,

b2(l) := P(rFBl = ACK|eFBl = ACK), (1)

b3(l) := P(rFBl = ACK|eFBl = NACK). (2)

By setting the dependence between the feedback generated at the first phase and
HARQ’s decision at the second phase in terms of b2(l) and b3(l), we achieve a system
model that can be used for analysis of existing e-HARQ prediction schemes.

If the packet reaches its delay constraint in terms of a maximum number of microslots
TN or a maximum number of transmissions Tc = b TN

N c, it is assumed to be lost. It should
be noted that a new packet may arrive only when the previous packet has been success-
fully transmitted or at an empty system. Figure 2 presents the structure of the proposed
analytical model.

Figure 2. Structure of the model with two phases, corresponding to e-HARQ and HARQ, respectively.
Here i = 2, 3.

The functioning of the system is described by the homogeneous Markov chain ξn at
time moments nh, h = 1, 2 . . . with the state space X = X∗m ∪ Xt, where X∗m defines the set
of major states, at which the active events in the model take place and which will be further
noted with the star, as

X∗m = {(0, 0, 0, 0)∗, (1, 1, 1, t)∗, (s, l, v, t)∗ : s ∈ {1, 2, 3},

l = dv
2
e+ u(s, v), v− 1, v = 2, Tc, t ≤ TN}, (3)

where v is a time slot number, and

u(s, v) =

{
1, if {s = 1} ∩ {v = 2n, n = 2, 3, . . .}.
0, otherwise.

(4)

t(l, v) =

{
vN + 2d(l − d v

2 e), if v = 2n, n = 1, 2, . . ..
vN + d(2(l − d v

2 e) + 1), otherwise.
(5)

However, since we are considering the model in microslots of the length n equal to a
duration of 1 OFDM symbol, we have to define a set of transition states Xt, which allow
reaching the major states

Xt = {{(s− 1, l − 1, v− 1, t− j) : s = 1}, {γ(l, v)(s, l, v− 1,

t− i) : s ∈ {2, 3}}, {δ(l, v)(s + 2, l − 1, v− 1, t− j) : s ∈ {2, 3}},
(s, l, v, t) ∈ X∗m, i = 1, N − d− 1, j = 1, N + d− 1}. (6)

Here,

γ(l, v) =

{
1, if {l < v− 1} ∪ {v = 2}.
0, otherwise.

(7)
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δ(l, v) =

{
1, if {l > d v

2 e, v = 2n} ∪ {v = 2n + 1}, n = 1, 2, . . ..
0, otherwise.

(8)

It can be seen in (3) and (6) that we utilize two parameters for time slot definition: v as
a time slot number, which is measured in packet’s transmission lengths, and t—a microslot
number measured in OFDM symbols. We have to keep track of both of these parameters in
order to compose a proper state space with the correct number of transmissions. Otherwise,
by leaving out e.g., a time slot number v we may end up in the scenario where the states with
the same number of microslots but varying number of transmissions will be erroneously
presented as identical state. Moreover, the given system state definition allows clearer
differentiation between the major states of the system.

The processing at the phases modeled by the parameter s can be considered in a binary
case for better understanding, which is presented for the major state space set X∗m in Table 1.
Here, the position of one in a binary representation means the activity of the given phase.

Table 1. Description of the phase states.

s Description States Path

0 Empty system(0,0)

1 The partial codeword is being processed at phase 1 0(N + d− 1)
(1,0)

2 The packet is processed at phase 2 due to ACK at phase 1 2(N − d− 1),
(0,1) 4(N + d− 1)

3 The packet is being retransm. At phase 1 because of NACK,
and previous negatively acknowledged packet is being

processed at phase 2

3(N − d− 1)
(1,1) 5(N + d− 1)

The phase states description in Table 1 refers only to major states, in which the actual
change in the system takes place. However, the state path clarifies, which and how many
transition states should we go through to reach the major ones: e.g., in order to get to s = 1,
the packet has to go through N + d− 1 transition 0- states. We draw a graph shown in
Figure 3 that clearly demonstrates a whole picture of transition probabilities between the
major phase states.

Figure 3. The graph of transition probabilities, taking into account only the major states.
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The case b1(l) = 1 corresponds to regular HARQ operation, since no retransmissions
based on e-HARQ prediction take place.

2.3. Balance Equations

If a, 0 < a ≤ 1 the Markov chain ξn is aperiodic, and there exists a stationary probabil-
ity distribution [ s, l, v, t] , (s, l, v, t) ∈ X which is found from the balance equations:

a[0, 0, 0, 0]∗ = a(
3

∑
s=2

∑
(s,l,v,t)∈X∗m\Xend

bs(l)[s, l, v, t]∗ + ∑
(s,l,v,t)∈Xend

[s, l, v, t]∗), (9)

[0, 0, 0, 1]∗ = a([0, 0, 0, 0] +
3

∑
s=2

∑
(s,l,v,t)∈X∗m\Xend

bs(l)[s, l, v, t]∗+

∑
(s,l,v,t)∈Xend

[s, l, v, t]∗), (10)

[1, 1, 1, t]∗ = [0, 0, 0, t− 1] = . . . = [0, 0, 0, 1], (11)

[1, l, v, t]∗ = [0, l − 1, v− 1, t− 1] = [0, l − 1, v− 1, t− 2] = . . .

= [0, l − 1, v− 1, t− (N + d− 1)] = b2(l − 1)

[2, l − 1, v− 1, t− (N + d)]∗, v = 3, Tc, (12)

[s, l, v, t]∗ = γ(l, v)[s, l, v− 1, t− 1] + δ(l, v)[s + 2, l − 1, v− 1, t− 1], (13)

where s = 2, 3 and

[2, l, v− 1, t− 1] = [2, l, v− 1, t− 2] = . . . = [2, l, v− 1, t−
(N − d− 1)] = b1(l)[1, l, v− 1, t− (N − d)]∗, (14)

[3, l, v− 1, t− 1] = [3, l, v− 1, t− 2] = . . . = [3, l, v− 1, t−
(N − d− 1)] = b1(l)[1, l, v− 1, t− (N − d)]∗, (15)

[4, l − 1, v− 1, t− 1] = [4, l − 1, v− 1, t− 2] = . . .

= [4, l − 1, v− 1, t− (N + d− 1)] = b1(l)b3(l − 1)

δ(l, v)[3, l − 1, v− 1, t− (N + d)]∗, (16)

and

[5, l − 1, v− 1, t− 1] = [5, l − 1, v− 1, t− 2] = . . .

= [5, l − 1, v− 1, t− (N + d− 1)] = b1(l)b3(l − 1)

δ(l, v)[3, l − 1, v− 1, t− (N + d)]∗, (17)

where (s, l, v, t) ∈ X.

Xend = Xend(1) ∪ Xend(2) ∪ Xend(3) ⊂ X∗m, (18)

presents a set of termination system states, from which we have to leave the system due to
the reaching the TN limit, where

Xend(1) = {µ(t(l, v + 1)− TN) · (1, l, v, t(l, v))∗}, (19)
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Xend(2) = {µ(t(l + 1, v + 1)− TN) · (2, l, v, t(l, v))∗}, (20)

Xend(3) = {µ(t(l + 1, v + 1)− TN) · (3, l, v, t(l, v))∗}, (21)

µ(x) =

{
1, if x > 0.
0, otherwise.

(22)

The normalizing equation is defined as

∑
(s,l,v,t)∈X

[ s, l, v, t] = 1. (23)

One of the typical challenges of the systems that model technical systems in discrete
time is to properly define the state space. In its turn, the cardinality of the state space has
a direct impact on the feasibility of finding the stationary probability distribution. The
cardinality for the given model’s state space is equal to | X |=| X∗m | + | Xt |, where
| X∗m |—is an overall number of all the major states, and is defined as

| X∗m |=| [0, 0, 0, 0] + [1, 1, 1, t(1, 1)]+

b TN
N c

∑
v=3

v−1

∑
l=d v

2 e+u(1,v)
(1− µ(t(l, v + 1)− TN)) ∗ [1, l, v, t(l, v)]+

3

∑
s=2

b TN
N c

∑
v=2

v−1

∑
l=d v

2 e
(1− µ(t(l + 1, v + 1)− TN))[s, l, v, t(l, v)] |, (24)

and | Xt |—is an overall number of all the transition states, and is computed as

| Xt |=| ∑
(1,l,v,t)∈X∗m

N+d−1

∑
j=1

[0, l − 1, v− 1, t− j]+

3

∑
s=2

∑
(s,l,v,t)∈X∗m

N−d−1

∑
j=1

γ(l, v)[s, l, v− 1, t− i]+

3

∑
s=2

∑
(s,l,v,t)∈X∗m

N+d−1

∑
j=1

δ(l, v)[s + 2, l − 1, v− 1, t− j] | . (25)

For example, for N = 4, d = 1 and TN = 28 the cardinality set is equal to 122 states,
out of which 26 belong to the major ones, and 96 states to the transition ones.

2.4. Performance Measures

The stationary probability distribution [ s, l, v, t] , (s, l, v, t) ∈ X is computed from the
balance equations along with the normalizing condition by solving a set of linear equations.
In order to derive the main performance measures, we firstly define Xquit as the set of
states, in which a packet can quit the system either successfully or unsuccessfully. Hence,
it is defined as

Xquit := {(s, l, v, t)∗ : s ∈ {2, 3}, l = dv
2
e, v− 1, v = 2, Tc,

t ≤ TN} ∪ {(1, l, Tc, t) : l = dTc

2
e+ u(1, Tc), Tc − 1, t ≤ TN}. (26)

Then a blocking probability, which is known to be a probability of a packet not being
serviced during the predefined period TN , is given as

π = ∑
x∈Xquit

Pquit(x)(1− B(x)), (27)
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where B(x), x ∈ Xquit is defined as

B(x) :=


0, if sx = 1.
b2(lx), if sx = 2 and x ∈ Xend(2).
b3(lx), if sx = 3 and x ∈ Xend(3).
1, otherwise.

(28)

Pquit : Xquit → [0, 1]—is a conditional probability that a packet no matter how, suc-
cessfully or not, quits the system at state x, x ∈ Xquit:

Pquit(x) :=
bquit(x)[x]

∑x∈Xquit
bquit(x)[x]

, (29)

where

bquit(x) :=


b2(lx), if sx = 2 and x /∈ Xend.
b3(lx), if sx = 3 and x /∈ Xend.
1, otherwise.

(30)

The mean number of deliveries is calculated analogously

M = ∑
x∈Xquit

Pquit(x)L(x), (31)

where L(x) the number of transmissions at state x is presented as

L(x) :=

{
lx − 1 if sx = 1.
lx if sx = 2 or sx = 3.

(32)

In its turn, the mean spending time of a packet in the system, which has been success-
fully transmitted, is calculated as

T = ∑
x∈Xquit

Psuccess(x)vx , (33)

where Psuccess(x) : Xquit → [0, 1] is defined as Pquit(x) with bquit being replaced by bsuccess:

bsuccess(x) :=


b2(lx), if sx = 2.
b3(lx), if sx = 3.
0, otherwise.

(34)

The probability of the system being idle is:

P0 = [0, 0, 0, 0]. (35)

The e-HARQ prediction schemes are characterized by two types of errors: False Nega-
tive (FN) errors (e-HARQ predicts NACK, whereas HARQ sends ACK), and False Positive
(FP) ones (e-HARQ predicts ACK, whereas HARQ sends NACK respond). FN decisions
lead to redundant transmissions, which may result in spectral efficiency degradation but
have no impact on latency and Block Error Rate (BLER). Hence, FN errors can be tolerated
up to a certain limit. In its turn, FP errors indicate predictor’s failure. As was already
mentioned, common e-HARQ predictors use a threshold value θ to classify between ACK
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and NACK. Obviously, the selection of θ has a direct relation to performance of the e-HARQ
mechanism. The FN probability of an e-HARQ predictor can be found as

PFN =
Tc

∑
v=2

v−1

∑
l=d v

2 e
b3(l)[ 3, l, v, t] , (36)

whereas the FP probability of an e-HARQ predictor is computed as

PFP =
Tc

∑
v=2

v−1

∑
l=d v

2 e
b2(l)[ 2, l, v, t] . (37)

Figure 4 demonstrates a block diagram of a studied communication system on a
high-level perspective, including e-HARQ prediction, HARQ and configuration of the
e-HARQ prediction based on the proposed analytical model. As input parameters, the
model gets the transition probabilities bi, i = 1, 3 estimated from the e-HARQ prediction
and HARQ mechanisms, and tunes the parameters of e-HARQ prediction by solving the
optimization problem further described in Section 3. For the purpose of consistency, we
have estimated the complexity of the model’s stationary distribution computation, which
is of the order O(NTclogTc). The given complexity change corresponds to the worst-case
scenario, when the analytical model together with e-HARQ is not able to reduce the amount
of retransmissions based on the found optimal parameters. However, it has to be noted
that e-HARQ configuration based on the proposed analytical model can be performed only
once prior to the actual transmission, which obviously does not bring complexity changes
to the actual transmission process demonstrated in the structure diagram above.

Figure 4. Block diagram of a considered communication system on a high-level perspective.

3. Experimental Analysis
3.1. Link-Level Simulation Setup

We perform experimental analysis with the transition probabilities, i.e., b1(l), b2(l)
and b3(l) extracted from 5G-compliant Link-Level Simulations (LLS). The simulation
parameters are summarized in Table 2. A packet of 500 bits have been encoded using 5G-
compliant LDPC codes and mapped to an 1.08 MHz OFDM transmission using a 64-QAM
modulation. The encoded signal has been sent over a TDL-C fading channel and processed
at the receiver using frequency domain MMSE and an LDPC min-sum decoder. We use a
logistic regressions (LR) predictor as an e-HARQ mechanism, where the log-odds of a binary
output variable are modelled as a linear combination of the classifier’s input variable [21].
At smaller b1(l) LR predictor operates more conservatively with sending ACKs whereas at
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high b1(l) it results in the increase of FP probability. Monte-Carlo simulations with 1.7 M
iterations have been performed to estimate the probabilities, as described below. We varied
the SNR between 5 dB and 12 dB and considered various subcode lengths between 1/2
and 5/6. The transition probabilities have been approximated as

b2(l) = P(rFBl = ACK|eFBl = ACK, rFBl−1 = NACK)

≈ 1− P(rFBl = NACK|eFBl = ACK)

P(rFBl−1 = NACK|eFBl−1 = ACK)
, (38)

b3(l) = P(rFBl = ACK|eFBl = NACK, rFBl−1 = NACK)

≈ 1− P(rFBl = NACK|eFBl = NACK)

P(rFBl−1 = NACK|eFBl−1 = NACK)
. (39)

The b1(l) values have been initialized to the corresponding decoding probabilities for
θ = 0 defined as

b1(l) := P(rFBl = ACK|rFBl−1 = NACK), (40)

and have been increased by a step size of 0.1 for each l, respectively. Furthermore, the
transition probabilities b1(l) have been capped at 1. Therefore, resulting to b1(l) = 1 for all
l values at threshold θ = 9.

Figure 5 demonstrates an example of transition probabilities extracted from 5G-
compliant link-level simulations with SNR = 10 dB and a packet transmission length
of 14 OFDM symbols, which we further utilize to check the accuracy of the analytical
model in Section 3.2. The plots show the curves for the first transmission only and en-
compass behavior for all subcode lengths: d = 0, 12 used for e-HARQ prediction. The
threshold values θ correspond to the monotonous increase from 0 to 1 in terms of b1, where
0 corresponds to permanent NACK generated by e-HARQ prediction, and 1—no prediction
at all. When performing prediction based on a larger subcode length, i.e., d = 12, we can
see that b1 rises, starting from 0.5 due to its higher accuracy and the given quality of the
channel.

Figure 5. Transition probabilities extracted from the 5G-compliant link-level simulations.
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Table 2. LLS assumptions for training and test set generation.

Transport block size (NBits) 500

Transmission bandwidth 1.08 MHz (6 RBs)

Channel Code Rate-1/5 LDPC [22]

Modulation order and 64-QAM,
algorithm Approx. LLR

Power allocation Constant Eb/N0

Waveform 3GPP OFDM, normal
cyclic-prefix, 15 kHz
spacing

Channel type 1 Tx 1 Rx, TDL-C
100 ns, 7 GHz, 3 km/h

Equalizer Freq. domain MMSE

SNR 5.0 dB:12.0 dB

Decoder type Min-Sum (50 iter.)

Predictor type Logistic regressions [23]
(5 iter.)

3.2. Validation of the Model

We start experimental analysis by verifying the accuracy of the proposed analytical
model. Since the matrix of transition probabilities due to the big cardinality of the state
space is quite complicated for clear verification, we have conducted an event-based imi-
tation analysis, in which we have simulated multiple times the packet transmission flow
through the states of the model until the probability distribution converges. The given
imitation model allows obtaining the probability distribution along with the performance
measures based on the collected statistical data. We utilize the transition probabilities
demonstrated in Figure 5 and do not differentiate them in terms of l number of deliveries.
The arrival rate is considered to be 0.2 for a transmission length of 14 OFDM symbols given
the fact that modelling is done on a microslot level, which corresponds to the use cases
that experience a transmission flow of packets. The mean spending time measured in time
slots for a set of threshold values θ and all possible d for both analytical and imitation
models is shown in Figure 6. The imitation of the given generalized model with a microslot
processing is very computationally intensive and requires much more computational efforts
until the system converges compared to the given analytical modelling, where the required
performance measures are computed right away. Due to this, we have provided only a few
experimental points for comparative analysis between two types of modelling; however, it
is enough to verify the correctness of the matrix of transition probabilities.
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Figure 6. Analytical and imitation models comparison in terms of mean spending time.

3.3. Analysis of Model’s Tendencies

We have conducted an extensive comparative analysis of the given analytical model
for various SNR values, transmission lengths N, subcode lengths with time shift d and
threshold values θ. For the experiments in this subsection, we have fixed SNR = 7.0 dB. The
maximum transmission time in all the experiments TN = 84 microslots, or 6 ms, so each of
the transmission length scenarios may achieve its own maximum number of transmissions
Tc = bTN/Nc. Figures 7 and 8 demonstrate probability of a system being idle and mean
spending time for family of curves with various transmission lengths. The legend is con-
sisted of two parameters: N(indicated by color), and d (indicated by marker), respectively,
which is defined for a specific curve at the plot. The probability of a system being idle is
one of the main characteristics that shows how fast the packet can be transmitted and the
system goes back in idle state until the next packet arrives. The higher is the probability,
the more efficiently the system copes with the packet transmission. In Figure 7 we can see
that the system with the smallest transmission length and fastest feedback exchange d = 0
shows the best behavior with a slight degradation when increasing d. In general, the given
tendency can be visualized for all transmission lengths, which converges to the scenario
without e-HARQ prediction (Θ = 9). In Figure 8 we can see the mean time spending
of packet measured in microslots. Indeed, smaller transmission lengths encompasses a
higher number of possible transmissions in the given time interval, which results in a faster
successful delivery process given the quality of the channel. It is interesting to mention
that at small SNRs, the systems with transmission length N and d = 0 outperforms the
ones with N − 1 and maximum d. This tendency fades away with the improvement of
network conditions, e.g., at SNR = 10 dB the curves show the similar behavior, however do
not intersect.
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Figure 7. Probability of a system being idle for families of curves with two parameters: N (indicated
by color), and d (indicated by marker).

Figure 9 gives us a clear view on prediction errors, such as false negative and false
positive ones for d = 0. Larger transmission lengths obviously come along with higher
FN probabilities in comparison with small N-systems at low θ values, whereas the false
positive probabilities have an opposite behavior with smaller lengths deliveries, char-
acterized by the highest prediction error at bigger θ. The given performance measures
show us the tendencies that we exploit further when finding optimized parameters for
e-HARQ prediction.

Figure 8. Mean spending time for families of curves with two parameters: N (indicated by color),
and d (indicated by marker).
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Figure 9. e-HARQ prediction errors: false negative probability and false positive probability from
left to right, respectively.

3.4. Optimization Analysis

One of the main goals of the given generalized analytical model is to get a quick
estimate of the performance measures in order to select a threshold value for e-HARQ
prediction operation. Keeping in mind the stringent URLLC latency requirements, we
might favor systems with the smallest transmission and subcode lengths given the ten-
dencies above, however, we have to take into account false e-HARQ predictions. As was
mentioned above, false-positive mispredictions increase the total BLER, whereas false-
negative errors mainly cause unnecessary retransmissions, and hence degrade the spectral
efficiency. Therefore, to find an optimal threshold parameter, the following cost function
has to be minimized:

min
θ

(w1PFN(θ) + w2T∗(θ)), (41)

where w1 and w2 are weight factors, w1 + w2 = 1 and T∗ = T
TN

—is a normalized mean
spending time until successful delivery.

Figure 10 shows dependence between the min cost function and the selected weight
factor w1 with a corresponding threshold value θ from left to right, respectively. It demon-
strates in general higher min cost at lower w1, which can be explained by the fact, that
the normalized mean transmission time is significantly larger PFN . So we see a reasonable
monotonous decline of the min cost function for a family of curves N, d when increment-
ing the weight w1 of PFN(θ). This is consistent with expectations in the sense that this
decline comes along with the rise of the threshold parameter θ as shown in Figure 10
(right), which leads to an unfavorable behavior in terms of the main performance mea-
sures (Figures 7 and 8). Therefore, given the target network characteristics, the weighted
factor can be tuned; and, as can be seen in Figure 11, which shows cost functions with
different weights and SNR values, it might be reasonable to take bigger weight value w1,
e.g., w = [0.8, 0.2] in Figure 11a in worse network conditions to combat with higher FN
probability. We also visualize a shift of local minimum to the left for lower weight w1
values over a set of SNRs. The cost function in Figure 11d has a strict minimum at θ = 1
due to quite a rapid decline of FN probability to zero, and further shifts the minimum fully
to the right at θ = 0 in better network conditions. It is worth mentioning that with the
increase of subcode length, the cost function also rises.
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Since we do not know what the actual cost function is, which is usually determined
by the physical constraints, we try to find out here the way the system behaves under a
range of cost functions. It should be noted that instead of a normalized mean spending
time, other performance measures, e.g., blocking probability, could be included into the
cost function evaluation. However, for the given initialization parameters, the blocking
probability has shown insignificant variation over the whole range of θ, and therefore is not
of practical interest. We further compare the performance measures and find the maximum
gain achieved in comparison with the traditional HARQ approach given the constrained
FN and FP probabilities, by formalizing and solving the given optimization problem:

max
N,d,θ

(G(T(N, d, θ), THARQ(N, d, θ))), (42)

with the constraints PFN(N, d, θ) < FNmax and PFP(N, d, θ) < FPmax. Here,

G(x, y) =
| x− y |

y
∗ 100%, (43)

and FNmax, FPmax—are the maximum possible values of false negative and false positive
probabilities, correspondingly. This approach allows us selecting optimal values N, d, θ
for operation in a flexible 5G environment.The optimization problem is solved using
direct search.

Figure 12 demonstrates the maximum achievable gain in percentage in terms of a
mean spending time over the traditional HARQ approach for optimized parameters N, d, θ.
It shows the gain curves for a number of FN limits and SNR equal to 12 dB. It is worth
stressing that the higher is the FNmax probability, the more exponential is the rise of the
gain curve over FPmax. It can be seen that by constraining the FP probability to 0.15, we
can achieve 20% of gain at FN = 0.1 and around 11% at FN = 0.001 in terms of a mean
number of microslots required for successful delivery. Table 3 shows the gain in terms of a
probability of a system being idle for a number of SNRs and FNmax values given a number
of constrained FPmax values. In general, we see here a qualitatively consistent picture. By
relaxing the FNmax constraint, the gain rises for all the cases of the constrained FPmax.

Figure 10. Min cost function versus weight factor, and corresponding θ for SNR = 8, [N, d] from left
to right, respectively.
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(a) SNR = 6 dB (b) SNR = 7 dB

(c) SNR = 8 dB (d) SNR = 10 dB

Figure 11. Cost functions for various N (indicated by color), d (indicated by marker): (a) w = [0.8, 0.2],
(b) w = [0.7, 0.3], (c) w = [0.6, 0.4], (d) w = [0.5, 0.5].

It is worth mentioning that at small FNmax values, e.g., FNmax = 10−4 the highest
gain equal to 12.36% is achieved in network scenario of 10 dB, and in general rises in better
SNRs up to a certain limit, after which it tends to lower down, which can be explained by
the higher accuracy of the predictor and less erroneous transmission process. The latter
behavior can be also visualized when relaxing the conditions of FNmax. Also, the better
channel conditions are, the faster the gain curve reaches its maximum. All in all, these
results clearly demonstrate the positive gain of the e-HARQ prediction operation over the
whole range of the FN and FP probabilities. In this paper we investigated a downlink
network scenario with only one UE in terms of analytical modelling. In a general case, we
assume that the gNB schedules the resources among the UEs without collisions, which
brings us to consideration that the collective gain scales up given the number of users.

Table 3. Gain in % in terms of a probability of a system being idle.

FPmax = 0.05 FPmax = 0.1 FPmax = 0.2
FNmax FNmax FNmax

SNR 10−4 10−3 10−2 10−1 10−4 10−3 10−2 10−1 10−4 10−3 10−2 10−1

5 1.32 4.41 5.23 6.17 1.60 5.62 8.17 40.80 2.48 9.52 28.51 40.80
6 1.12 2.51 5.68 6.86 1.97 3.58 7.8 39.6 3.23 9.3 26.3 39.67
7 1.27 3.12 5.72 6.76 1.98 4.65 15.04 39.09 4.75 9.89 23.48 39.09
8 0.65 2.43 4.62 5.81 2.45 5.2 21.58 37.43 5.77 8.41 26.43 37.43
9 0.55 1.67 3.38 6.02 2.87 8.78 18.07 32.33 6.4 18.70 23.70 32.33
10 0.3 1.47 2.87 2.87 3.3 7.51 21.3 27.37 12.36 16.46 21.3 27.37
11 0.71 1.42 2.08 9.85 4.73 8.10 18.14 22.78 9.84 13.63 18.14 22.78
12 0.68 2.29 7.62 7.62 5.32 7.15 15.51 19.53 8.35 11.40 15.51 19.53
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Figure 12. Mean spending time gain [%].

4. Discussion

In this paper, we have proposed an analytical model that can be used to evaluate the
behavior of an e-HARQ prediction based on LDPC subcodes of various lengths and other
LLR-based predictors used in 5G transmissions. The model covers parallel processes of
e-HARQ and HARQ, and clearly demonstrates the benefit of the combined e-HARQ and
HARQ mechanism in comparison with the traditional HARQ in terms of main performance
measures, e.g., by constraining the FP and FN probabilities to 10−1, we can achieve around
20% and 7.5% of gain at FN = 10−3 in terms of a mean spending time until successful
delivery. It also provides an efficient and fast tool to analyze the way the system behaves
under a range of cost functions aimed at finding optimal parameters for an e-HARQ
prediction operation. The given analytical model in compliance with the optimization
analysis can be efficiently used by network designers to get a quick estimate of the threshold
value used for classification when designing an e-HARQ mechanism without the need
to spend considerable time for simulation studies or expensive experimental setup. This
work does not take into account scheduling effects due to the presence of multiple users in
the network, which is currently under investigation.
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