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Abstract

:

In this paper, we study the single machine vector scheduling problem (SMVS) with general penalties, in which each job is characterized by a d-dimensional vector and can be accepted and processed on the machine or rejected. The objective is to minimize the sum of the maximum load over all dimensions of the total vector of all accepted jobs and the rejection penalty of the rejected jobs, which is determined by a set function. We perform the following work in this paper. First, we prove that the lower bound for SMVS with general penalties is   α ( n )  , where   α ( n )   is any positive polynomial function of n. Then, we consider a special case in which both the diminishing-return ratio of the set function and the minimum load over all dimensions of any job are larger than zero, and we design an approximation algorithm based on the projected subgradient method. Second, we consider another special case in which the penalty set function is submodular. We propose a noncombinatorial   e  e − 1   -approximation algorithm and a combinatorial   min { r , d }  -approximation algorithm, where r is the maximum ratio of the maximum load to the minimum load on the d-dimensional vector.
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1. Introduction


Parallel machine scheduling has had a long history since the pioneering work of Graham in [1]. Given n jobs    J 1  ,  J 2  … ,  J n   , m parallel machines    M 1  ,  M 2  , … ,  M m    and that for each job   J j  , any machine could process it with the same time   p j  , each job should be processed on one of the machines, and the objective is to minimize the makespan, which is the maximum processing time over all machines. Graham [1] proved that parallel machine scheduling is strongly   N P  -hard and designed a classical list scheduling (LS) algorithm that achieved a worst-case guarantee of 2. Hochbaum and Shmoys [2] designed a polynomial time approximation scheme (PTAS), which was improved to an efficient polynomial time approximation scheme (EPTAS) designed by Alon et al. [3]. For this problem, the best algorithm for is the EPTAS designed by Jansen et al. [4].



However, in many practical make-to-order production systems, due to limited production capacity or tight delivery requirements, a manufacturer may only accept some jobs and rejects the others, scheduling the accepted jobs to the machines for processing. With this motivation, parallel machine scheduling with rejection was proposed by Bartal et al. [5], where a job   J j   can be rejected and a rejection penalty   w j   is paid. The objective of parallel machine scheduling with rejection is to minimize the makespan plus the total rejection penalty. Bartal et al. [5] proposed a 2-approximation algorithm with running time   O ( n log n )   and a polynomial time approximation scheme (PTAS). Then, Ou et al. [6] proposed a   ( 3 / 2 + ε )  -approximation algorithm with running time   O ( n log n + n / ε )  , where  ε  is a small given positive constant. This result was further improved by Ou and Zhong [7] who designed a   ( 4 / 3 + ε )  -approximation algorithm with running time   O ( m  n 2  /  ε 2  )  . With a number of parallel machines of 1, Shabtay [8] considered four different problem variations. Zhang et al. [9] considered single machine scheduling with release dates and rejection. In [9], they proved that this problem is   N P  -hard and presented a fully polynomial time approximation scheme (FPTAS). Recently, He et al. [10] and Ou et al. [11] independently designed an improved approximation algorithm with a running time of   O ( n log n )  . More related results can be found in the surveys [12,13,14,15,16,17,18].



The vector scheduling problem proposed by Chekuri and Khanna [19], which has been studied for a long time, is a generalization of parallel machine scheduling, where each job   J j   is associated with a d-dimensional vector    p j  =  (  p j 1  ,  p j 2  , … ,  p j d  )   . The problem aims to schedule n d-dimensional jobs on m machines and the objective is to minimize the maximum load over all dimensions and all machines. With d as an arbitrary number, Chekuri and Khanna [19] presented a lower bound showing that there is no algorithm with a constant factor approximation for the vector scheduling problem and presented an   O (  ln 2  d )  -approximation algorithm. Later, Meyerson et al. [20] proposed a better algorithm with an   O ( log d )  -approximation, which was further improved to an   O ( log d / log log d )  -approximation by Im et al. [21]. With d as a constant, Chekuri and Khanna [19] presented a PTAS, which was improved to an EPTAS designed by Bansal et al. [22]. More related results can be found in the surveys [19,21,23].



Li and Cui [24] considered a single machine vector scheduling problem (SMVS) with rejection that aims to minimize the maximum load over all dimensions plus the sum of the penalties of the rejected jobs. They proved that this problem is   N P  -hard and designed a combinatorial d-approximation algorithm and   e  e − 1   -approximation algorithm based on randomized rounding. Then, Dai and Li [25] studied vector scheduling problem with rejection on two machines and designed a combinatorial 3-approximation algorithm and   2.54  -approximation algorithm based on randomized rounding.



In recent years, nonlinear combinatorial optimization has become increasingly utilized. One of the important fields in this area is the set function optimization and the corresponding research is in application-driving, such as machine learning and data mining [26,27,28,29,30]. In particular, the set function is submodular if the function has decreasing marginal returns. Submodular functions are used in various fields, such as operations research, economics, engineering, computer science, and management science [31,32,33]. In particular, the rejection penalties can be considered to be the loss of the manufacturer’s prestige; in economics, it is common that the penalty is increasingly small as the number of rejected jobs increases. This means that the penalty function is a submodular function, where the submodular function is a special set function, which has decreasing marginal returns. Combination optimizations with submodular penalties have been proposed and studied, and recently, Zhang et al. [34] proposed a 3-approximation algorithm for precedence-constrained scheduling with submodular rejection on parallel machines. Liu et al. [35] proposed an   O (  n  )  -approximation combinatorial algorithm for the submodular load balancing problem with submodular penalties. Liu and Li [36] proposed a   ( 2 −  1 m  )  -approximation combinatorial algorithm for parallel machine scheduling with submodular penalties. Liu and Li [14] proposed a 2-approximation algorithm for single machine scheduling problem with release dates and submodular rejection penalties.



However, in the real world, complicated interpersonal relationships lead to the rejection set function not being submodular. Thus, in this paper, we consider single machine vector scheduling (SMVS) with general penalties, which is a generalized case of SMVS with rejection, where the rejection penalty is determined by normalized and nondecreasing set functions. As shown in Table 1, for SMVS with general penalties, we first present a lower bound showing that there is no   α ( n )   approximation, where   α ( n )   is any positive polynomial function of n. Then, we consider a special case in which    p j i  > 0   for any dimension i of any job   J j   and the diminishing-return ratio of the penalty set function   γ > 0  , and we design a combinatorial approximation algorithm that can output a solution in which the objective value is no more than    1 γ   Z ∗  +  ( 1 −  1 r  )  · L + ε  , where   Z ∗   is the optimal value of this problem and   r = + ∞   if    min i   p j i  = 0  ; otherwise,   r =  max j     max i   p j i     min i   p j i     ,   L =  max i   ∑  j : j ∈ [ n ]    p j i    is the maximum load of the ground set J and   ε > 0   is a given parameter. Then, we consider another special case in which the penalty set function is submodular, and we propose a noncombinatorial   e  e − 1   -approximation algorithm and a combinatorial   min { r , d }  -approximation algorithm. If the rejection set function is submodular and   d = 1  , then the SMVS with general penalties is exactly the single machine scheduling problem with submodular rejection penalties. If the rejection set function is linear, then the SMVS with general penalties is exactly the SMVS with rejection. If the penalty of any nonempty job set is ∞, then the SMVS with general penalties is exactly single machine vector scheduling. If the rejection set function is linear and   d = 1  , then the SMVS with general penalties is exactly single machine scheduling with rejection.



The difficulty in the SMVS with general penalties is how to use the characteristics of the rejection penalty set function and the load to minimize the objective value of the feasible solution, where the load is determined by the relevant d-dimensional vectors. Since both the rejection penalty set function and the load are nonlinear, the output solution, generated by the standard techniques of either single machine scheduling problem with submodular penalties or single machine vector scheduling with rejection, may either accept many more jobs or reject many more jobs than needed. In this paper, according to the characteristics of the set function and the load, we find a balanced relationship between the set function and the load to design the approximation algorithm.



The remainder of this paper is structured as follows: In Section 2, we provide basic definitions and a formal problem statement. In Section 3, we first prove the hardness result for SMVS with general penalties. Next, we consider a special case of SMVS with general penalties and propose an approximation algorithm. In Section 4, we address the submodular case and propose a noncombinatorial approximation algorithm and a combinatorial approximation algorithm. We provide a brief conclusion in Section 5.




2. Preliminaries


Let   J = {  J 1  ,  J 2  , … ,      J n   }    be a given set of n jobs, and let   w  ( · )  :  2 J  →  R  ≥ 0     be a real-valued set function defined on all subsets of J. A set function   w ( · )   is called nondecreasing if


  w ( S ) ≤ w ( T ) ,   ∀ S ⊆ T ⊆ J .  








A set function   w ( · )   is called normalized if


  w ( Ø ) = 0 .  








In particular, if


  w ( S ) + w ( T ) ≥ w ( S ∪ T ) + w ( S ∩ T ) , ∀ S , T ⊆ J ,  








then set function   w ( · )   is submodular; if


  w ( S ) + w ( T ) = w ( S ∪ T ) + w ( S ∩ T ) , ∀ S , T ⊆ J ,  








then set function   w ( · )   is modular.



Let


  w  (  J j  | S )  = w  ( S ∪  {  J j  }  )  − w  ( S )   








be the marginal gain of   w ( · )   with respect to   J j   and S. If set function   w ( · )   is nondecreasing, then   w (  J j  | S ) ≥ 0  ,   ∀ S ⊆ J \ {  J j  }  . For any   S ⊆ T   and    J j  ∈ J \ T  , if   w ( · )   is submodular, then   w  (  J j  | S )  ≤ w  (  J j  | T )   ; if   w ( · )   is modular, then   w  (  J j  | S )  = w  (  J j  | T )  = w  (  J j  | Ø )  = w  (  {  J j  }  )   .



Single machine vector scheduling (SMVS) with general penalties is defined as follows: We are given a single machine and a set of n jobs   J = {  J 1  ,  J 2  , … ,     J n   }   . Each job    J j  ∈ J   is associated with a d-dimensional vector    p j  =  (  p j 1  ,  p j 2  , … ,  p j d  )   , where    p j i  ≥ 0   is the amount of resource i needed by job   J j  . The penalty set function   w  ( · )  :  2 J  →  R  ≥ 0     is normalized and nondecreasing. A pair   ( A , R )   is called a feasible schedule if   A ∪ R = J   and   A ∩ R = Ø  , where A is the set of jobs that are accepted and processed on the machine and R is the set of rejected jobs. The objective value of a feasible schedule   ( A , R )   is defined as   l ( A ) + w ( R )  , where


     l  ( A )  =  max i   ∑  j :  J j  ∈ A    p j i      



(1)




is the maximum load of set   A ⊆ J  . The objective of SMVS with general penalties is to find a feasible schedule with minimum objective value.



Instead of taking an explicit description of the function   w ( · )  , we consider it an oracle. In other words, for any subset   S ⊆ J  ,   w ( S )   can be computed in polynomial time, where the “polynomial” is with regard to the size n.




3. SMVS with General Penalties


In this section, we first prove that set function minimization is a special case of SMVS with general penalties and propose a lower bound showing that there is no   α ( n )  -approximation, where   α ( n )   is any positive polynomial function of n. Next, we address a special case in which    p j i  > 0   for any   i ∈ [ d ]   and any    J j  ∈ J   and the diminishing-return ratio of the set function   γ > 0   and design an approximation algorithm.



3.1. Hardness Result


Before proving that set function minimization is a special case of SMVS with general penalties, we introduce some characteristics of set functions.



Lemma 1

([37]). For any set function   f ( · )   defined on all subsets of V,   f ( · )   can be expressed as the difference between two normalized nondecreasing submodular functions   g ( · )   and   h ( · )  ; i.e.,   f ( S ) = g ( S ) − h ( S )   for any   S ⊆ V  .





Based on Lemma 1, we have the following:



Lemma 2.

For any set function   f ( · )   defined on all subsets of V,   f ( · )   can be expressed as the difference between one normalized nondecreasing set function   q ( · )   and one normalized nondecreasing modular function   m ( · )  ; i.e.,   f ( S ) = q ( S ) − m ( S )   for any   S ⊆ V  .





Proof. 

By Lemma 1, we can construct two nondecreasing submodular functions   g ( · )   and   h ( · )   defined on all subsets of V satisfying   f ( S ) = g ( S ) − h ( S )   for any   S ⊆ V  .



Then, we define the set function   m ( · )   as follows:


     m  ( S )  =      0 ,   if   S = Ø ,        ∑  v : v ∈ S   max  { 0 ,  max  T ⊆ V \ { v }    ( g  ( v | T )  − h  ( v | T )  )  }  ,   if   Ø ≠ S ⊆ V .          








Thus, for any   S ⊆ V \ { v }  , we have


     m ( v | S )    =    m  ( S ∪  { v }  )  − m  ( S )  = max { 0 ,  max  T ⊆ V \ { v }    ( g  ( v | T )  − h  ( v | T )  )  }       =    m ( { v } ) ≥ 0 .     








This implies that   m ( · )   is a normalized nondecreasing modular function. Moreover, let   q ( · )   be the set function satisfying   q ( S ) = g ( S ) − h ( S ) + m ( S )   for any   S ⊆ V  . Thus, we have


  q ( Ø ) = g ( Ø ) − h ( Ø ) + m ( Ø ) = 0  








and, for any set T and any   v ∈ V \ T  ,


  q ( v | T ) = q ( T ∪ { v } ) − q ( T ) = g ( v | T ) − h ( v | T ) + m ( { v } ) ≥ 0 ,  








where the inequality follows from   m  (  { v }  )  = max { 0 ,  max  T ⊆ V \ { v }    ( g  ( v | T )  − h  ( v | T )  )  }  , i.e.,   q ( · )   is a normalized nondecreasing set function. Therefore, the lemma holds. □





For completeness, we provide the formal statement for set function minimization and its hardness result.



Definition 1

(Set Function Minimization). Given an instance   ( V , f ( · ) )  , where V is the ground set and   f  ( · )  :  2 V  →  R  ≥ 0     is a set function defined on all subsets of V, set function minimization aims to find a set   S ⊆ V   with   f ( S ) ≤ f ( T )   for any   T ⊆ V  .





Theorem 1

([37]). Let n   ( = | V | )   be the size of the instance of a set function minimization, and   α ( n ) > 0   be any positive polynomial function of n. Unless   P = N P  , there cannot exist any   α ( n )  -approximation algorithm for set function minimization.





Then, we obtain the following theorem by proving that the set function minimization can be reduced to a special case of SMVS with general penalties:



Theorem 2.

Unless   P = N P  , there cannot exist any   α ( n )  -approximation algorithm for SMVS with general penalties, where n is the number of jobs and   α ( n ) > 0   is any positive polynomial function of n.





Proof. 

Given any instance   ( V , f ( · ) )   of set function minimization, where   V = {  v 1  , … ,  v n  }  , by Lemma 2,   f ( · )   can be expressed as one normalized nondecreasing set function   q ( · )   and one normalized nondecreasing modular function   m ( · )   satisfying   f ( S ) = q ( S ) − m ( S )   for any   S ⊆ V  .



We construct a corresponding instance   α ( V , f ( · ) )   of SMVS with general penalties and a 1-dimensional vector, where the job set   J = {  J 1  , … ,  J n  }  . For any subset   S ⊆ J  , let


      S V  =  {  v j  |  J j  ∈ J }  .     



(2)




Furthermore, the penalty set function   w ( · )   satisfies


  w  ( S )  = q  (  S V  )  ,  ∀ S ⊆ J ,  








and each job    J j  ∈ J   is associated with a 1-dimensional vector


   p j 1  = m  (  {  v j  }  )  .  








For convenience, let


  M = m  ( V )  =  ∑  j :  j j  ∈ J    p j 1   








be the value of the ground set V on modular function   m ( · )  , where   m  (  S V  )  =  ∑  j :  J j  ∈ S   m  (  {  J j  }  )  =  ∑  j :  J j  ∈ S    p j 1   .



Given a feasible solution   S V   of instance   ( V , f ( · ) )  , by equality (2), we can construct a schedule   ( A , R )   of instance   α ( V , f ( · ) )   where   A = J \ S   and   R = S  . The objective value Z of   ( A , R )   is


  Z =  ∑  j :  J j  ∈ A    p j 1  + w  ( R )  =  ∑  j :  J j  ∈ J \ S    p j 1  + q  ( S )  = m  ( V )  − m  (  S V  )  + q  (  S V  )  = f  (  S V  )  + M .  











Given a schedule   ( A , R )   for instance   α ( J )  , by equality (2), we can construct a feasible solution    S V  =  R V    of instance   ( V , f ( · ) )  . Thus, we have


  f  (  S V  )  = q  (  S V  )  − m  (  S V  )  = w  ( R )  −  ∑  j :  J j  ∈ R    p j 1  = w  ( R )  +  ∑  j :  J j  ∈ J \ R    p j 1  −  ∑  j :  J j  ∈ J    p j 1  = Z − M ,  








where Z is the objective value of   ( A , R )   and   A = J \ R  .



These statements imply that the above two problems are equivalent. By Theorem 1, the theorem holds. □






3.2. Approximation Algorithm for a Special Case


In the following part of this subsection, we assume that    p j i  > 0   for any   i ∈ [ d ]   and    J j  ∈ J   and that the diminishing-return ratio of the set function   γ > 0  . Using the projected subgradient method (PSM), we can find an approximation schedule   ( A , R )   of SMVS with general penalties where its objective value is no more than    1 γ   Z ∗  +  ( 1 −  1 r  )  · L + ε  , where   Z ∗   is the optimal value of SMVS with general penalties,


     r =  max   J j  ∈ J      max i   p j i     min i   p j i        



(3)




is the maximum ratio of the maximum load to the minimum load on the d-dimensional vector,


  L =  max i   ∑  j :  J j  ∈ J    p j i   








and   ε > 0   is a given parameter.



The PSM proposed by Halabi and Jegelka [26] is an approximation algorithm for minimization of the difference between set function    f 1   ( · )    and set function    f 2   ( · )   . The key idea of the PSM is to approximate the difference between these two functions as a submodular function, using the Lovász extension to provide (approximate) subgradients. In particular, when    f 1   ( · )    is an  α -weakly DR-submodular function and    f 2   ( · )    is a  β -weakly DR-supermodular function, the PSM is the optimal approximation algorithm [26] satisfying the following theorem, where the definitions of both weakly DR-submodular and weakly DR-supermodular are described in Definition 2.



Theorem 3

([26]). Given   ε > 0   and two nondecreasing set functions   f 1   and    f 2  :  2 J  →  R  ≥ 0   ,      f 1   ( · )    is an α-weakly DR-submodular function and    f 2   ( · )    is a β-weakly DR-supermodular function. To minimize of the difference between the functions    f 1   ( · )    and    f 2   ( · )   , the PSM achieves a set S satisfying


   f 1   ( S )  −  f 2   ( S )  ≤    f 1   (  S ∗  )   α  − β ·  f 2   (  S ∗  )  + ε ,  








where   S ∗   is an optimal solution of this problem.





Before introducing the definition of weakly DR-submodular/supermodular, we recall the definitions of diminishing return (DR, for short). The diminishing return, proposed by Lehmann et al. [38], is a characteristic of submodular function; i.e., for any submodular function   f ( · )  ,


  f  (  J j  | S )  ≥ f  (  J j  | T )  ,  ∀ S ⊆ T ⊆ J   and    J j  ∉ T .  








The diminishing return is generalized to the set function, called the diminishing-return ratio [28,39]. If   α ∈ ( 0 , 1 ]   is the diminishing-return ratio of a set function   f ( · )  , then for any   S ⊆ T ⊆ J   and    J j  ∉ T  , we have


     f  (  J j  | S )  ≥ α · f  (  J j  | T )  .     



(4)




In addition,  α  is known as weakly DR-submodular in [26].



Definition 2

(Weakly DR-submodular and weakly DR-supermodular). A set function   f  ( · )  :  2 J  →  R  ≥ 0     is an α-weakly DR-submodular function, with   α > 0  , if inequality (4) follows for any   S ⊆ T   and    J j  ∉ T  . Similarly, a set function   f  ( · )  :  2 J  →  R  ≥ 0     is a β-weakly DR-supermodular function, with   β > 0  , if for all   S ⊆ T   and    J j  ∉ T  ,


  f  (  J j  | T )  ≥ β · f  (  J j  | S )  .  













To find an approximation schedule of SMVS with general penalties, we construct an auxiliary set function   d  ( · )  :  2 J  →  R  ≥ 0     as follows: For any   S ⊆ J  , let


     d  ( S )  =  max i   ∑  j :  J j  ∈ J    p j i  −  max i   ∑  j :  J j  ∈ J \ S    p j i  = L − l  ( J \ S )  ,     



(5)




where


  L = l  ( J )  =  max i   ∑  j :  J j  ∈ J    p j i   








is the maximum load of the ground set J and


  l  ( S )  =  max i   ∑  j :  J j  ∈ S    p j i  ,  ∀ S ⊆ J  








is the same as the definition in (1). Thus, we have the following:



Lemma 3.

The set function   d ( · )   is a normalized nondecreasing   1 r  -weakly DR-supermodular.





Proof. 

Let


   i S  = arg  max i   ∑  j :  J j  ∈ J \ S    p j i  ,  ∀ S ⊆ J  








be the resource number with maximum load for set   J \ S  .



By the definition of   d ( · )  , for any    J j  ∈ J   and any   T ⊆ J \ {  J j  }  , we have


     d (  J j  | T )    =    d  ( T ∪  {  J j  }  )  − d  ( T )        =    L − l  ( J \  ( T ∪  {  J j  }  )  )  − L + l  ( J \ T )        =    −  ∑  k :  J k  ∈ J \  ( T ∪  {  J j  }  )     p  k   i  T ∪ {  J j  }    +  ∑  k :  J k  ∈ J \ T    p  k   i T         ≤    −  ∑  k :  J k  ∈ J \  ( T ∪  {  J j  }  )     p  k   i T   +  ∑  k :  J k  ∈ J \ T    p  k   i T   =  p j  i T         ≤     max i   p j i  ,     








and


     d (  J j  | T )    =    −  ∑  k :  J k  ∈ J \  ( T ∪  {  J j  }  )     p  k   i  T ∪ {  J j  }    +  ∑  k :  J k  ∈ J \ T    p  k   i T         ≥    −  ∑  k :  J k  ∈ J \  ( T ∪  {  J j  }  )     p  k   i  T ∪ {  J j  }    +  ∑  k :  J k  ∈ J \ T    p  k   i  T ∪ {  J j  }    =  p j  i  T ∪ {  J j  }          ≥     min i   p j i  .     



(6)




Therefore, for any    J j  ∈ J   and any   T ⊆ J \ {  J j  }  , we have


   min i   p j i  ≤ d  (  J j  | T )  ≤  max i   p j i  .  








Since    p j i  > 0   for any   i ∈ [ d ]   and    J j  ∈ J  , we have


  d  (  J j  | T )  ≥  min i   p j i  ≥    min i   p j i     max i   p j i    d  (  J j  | S )  ≥  1 r  · d  (  J j  | S )  ,  








where the last inequality follows from inequality (3). This implies that function   d ( · )   is a   1 r  -weakly DR-supermodular function. By   d ( Ø ) = L − l ( J \ Ø ) = 0   and   d  (  J j  | T )  ≥  min i   p j i  > 0  , function   d ( · )   is normalized and nondecreasing. Thus, function   d ( · )   is a normalized nondecreasing   1 r  -weakly DR-supermodular function. □





For SMVS with general penalties, we design an approximation algorithm by the PSM and the detailed algorithm is described below.



Let Z be the objective value of   ( A , R )   generated by Algorithm 1 and let   Z ∗   be the optimal value of SMVS with general penalties.








	Algorithm 1: AASC



	
	1

	
Construct the auxiliary set function   d ( · )   defined in (5).




	2

	
Using the PSM, find the subset S for minimization of the difference between the functions   d ( · )   and   w ( · )  .




	3

	
Let A = J\S and R = S. Output the feasible schedule (A,R)












Theorem 4.



   Z ≤  1 γ  ·  Z ∗  +  ( 1 −  1 r  )  · L + ε .   













Proof. 

Let   (  A ∗  ,  R ∗  )   be the optimal solution of SMVS with general penalties, and its objective value is


     Z ∗    =     max i   ∑  j :  J j  ∈  A ∗     p j i  + w  (  R ∗  )  = l  (  A ∗  )  + w  (  R ∗  )        =    −  ( L − l  (  A ∗  )  )  + w  (  R ∗  )  + L       =    w  (  R ∗  )  − d  (  R ∗  )  + L .     








This implies that


     w  (  R ∗  )  − d  (  R ∗  )  =  Z ∗  − L .     








Let   S ∗   be the optimal solution of the minimization of the difference between the function   w ( · )   and   d ( · )  . Thus, we have


     w  (  S ∗  )  − d  (  S ∗  )  ≤ w  (  R ∗  )  − d  (  R ∗  )  =  Z ∗  − L .     



(7)







By the assumption   γ > 0  ,   w ( · )   is a normalized nondecreasing  γ -weakly DR-submodular function. By Lemma 3,   d ( · )   is a normalized nondecreasing   1 r  -weakly DR-supermodular function. These and Theorem 3 imply that


     w  ( S )  − d  ( S )  ≤   w (  S ∗  )  γ  −  1 r  · d  (  S ∗  )  + ε ,     



(8)




where   ε > 0   is a given parameter.



Since   A = J \ S   and   R = S  , the objective value of   ( A , R )   is


    Z   =     max i   ∑  j :  J j  ∈ A    p j i  + w  ( R )  = l  ( A )  + w  ( R )        =    − ( L − l ( A ) ) + w ( R ) + L = w ( S ) − d ( S ) + L       ≤     1 γ  w  (  S ∗  )  −  1 r  · d  (  S ∗  )  + ε + L       =     1 γ  ·  ( w  (  S ∗  )  − d  (  S ∗  )  )  +  (  1 γ  −  1 r  )  ·  ( L − l  ( J \  S ∗  )  )  + L + ε       ≤     1 γ  ·  ( w  (  R ∗  )  − d  (  R ∗  )  )  +  ( 1 +  1 γ  −  1 r  )  · L + ε       =     1 γ  ·  (  Z ∗  − L )  +  ( 1 +  1 γ  −  1 r  )  · L + ε       =     1 γ  ·  Z ∗  +  ( 1 −  1 r  )  · L + ε .     








where the first inequality follows from inequality (8), the second inequality follows from inequality (7) and   l ( S ) ≥ 0   for any   S ⊆ J  . □







4. SMVS with Submodular Penalties


In this section, we consider SMVS with submodular penalties in which the general penalty set function   w ( · )   is limited to submodular. We introduce two types of binary variables:


      z S  =      1 ,   if   S   is  the  rejected  set  ;       0 ,   otherwise  ,          








and


      x j  =      1 ,   if    J j    is  the  job  processed  on  the  machine  ;       0 ,   otherwise  .          











Let A be the set of accepted and processed jobs and the load of resource i of A is


   l i   ( A )  =  ∑  j :  J j  ∈ A    p j i  =  ∑  j :  J j  ∈ J    p j i   x j  .  











Thus, we can formulate SMVS with submodular penalties as a natural integer program and relax the integrality constraints to obtain a linear program.


           min l  ( A )  +  ∑  R : R ⊆ J   w  ( R )   z R        s . t .         l i   ( A )  =  ∑  j :  J j  ∈ J    p j i   x j  ≤ l  ( A )  ,  i ∈  [ d ]  =  { 1 , 2 , … , d }  ,            x j  +  ∑  R :  J j  ∈ R    z R  ≥ 1 ,  ∀  J j  ∈ J ,            x j  ,  z R  ∈  [ 0 , 1 ]  ,  ∀  J j  ∈ J , R ⊆ J .     



(9)




The second constraint in (9) states that every job    J j  ∈ J   must either be processed on the machine or be rejected.



Using the Lovász extensions, linear program (9) is equivalent to a convex program that can be solved in polynomial time by the ellipsoid method, and let   (  x ^  ,  z ^  )   be the optimal solution of the convex program, where    x ^  =   {   x ^  j  }   j :  J j  ∈ J     and    z ^  =   {   z ^  R  }   R : R ⊆ J    . Inspired by the general rounding framework in Li et al. [40], given a constant   α ∈ ( 0 , 1 )  , a threshold  β  is a random number from the uniform distribution over   [ 0 , α ]  . Then, we can construct a feasible pair   (  A ^  ,  R ^  )  , where    A ^  =  {  J j  ∈ J |   x ^  j  > 1 − β }    is the accepted set and    R ^  = J \  A ^    is the rejected set.



Similar to the proof of Lemma 2.2 in Li et al. [40], we have the following:



Lemma 4.

The expected rejection penalty of the pair   (  A ^  ,  R ^  )   is no more than


    1 α   ∑  R : R ⊆ J   w  ( R )    z ^  R  .   













The following claim is immediate.



Lemma 5.

The expected cost of the pair   (  A ^  ,  R ^  )   is no more than


    e  e − 1    Z ∗  ,   








where   Z ∗   is the optimal value for SMVS with submodular penalties.





Proof. 

For any job    J j  ∈ J  , if     x ^  j  > 1 − β  ,   J j   is accepted and processed by the machine; otherwise,   J j   is rejected. Let    l i   (  A ^  )  =  ∑  j :  J j  ∈  A ^     p  j  i    be the load of resource i in the pair   (  A ^  ,  R ^  )  . Therefore, for every resource   i = 1 , 2 , … , d  , we have


     E (  l i   (  A ^  )  )    =    E  (  ∑  j :  J j  ∈  A ^     p  j  i  · 1 )  + E  (  ∑  j :  J j  ∈  R ^     p  j  i  · 0 )        ≤    E  (  ∑  j :  J j  ∈  A ^     p  j  i     x ^  j   1 − β   )  + E  (  ∑  j :  J j  ∈  R ^     p  j  i  ·    x ^  j   1 − β   )        =     ∑  j :  J j  ∈ J    p  j  i    x ^  j  E  (  1  1 − β   )  =   l i  ^  ·  ∫  0  α   1  1 − β    1  α − 0   d β       =     1 α  ln  (  1  1 − α   )    l i  ^  ,     








where the inequality follows from by     x ^  j  > 1 − β   and     l i  ^  =  ∑  j :  J j  ∈ J    p  j  i    x ^  j    is the load of resource i in the solution   (  x ^  ,  z ^  )  .



This statement and Lemma 4 imply that the expected cost of the pair   (  A ^  ,  R ^  )   is


       E  (  max i   l i   (  A ^  )  )  + E  (  (  R ^  )  )        ≤     1 α  ln  (  1  1 − α   )   max i    l i  ^  +  1 α   ∑  R : R ⊆ J   w  ( R )    z ^  R        ≤    max  {  1 α  ln  (  1  1 − α   )  ,  1 α  }   (  max i    l i  ^  +  ∑  R : R ⊆ J   w  ( R )    z ^  R  )        ≤     e  e − 1    Z ∗  ,     








where the last inequality follows from the fact that   (  x ^  ,  z ^  )   is the optimal solution of the convex program and   α = 1 −  1 e   . □





Now, we present a noncombinatorial   e  e − 1   -approximation algorithm for SMVS with submodular penalties. Without loss of generality, assume that     z ^  1  ≤   z ^  2  ≤ ⋯ ≤   z ^  n   . For any   i ∈ { 0 , 1 , … , n }  , we construct a feasible schedule   (  A i  ,  R i  )  , where    R i  =  {  J j  ∈ J | j < i }    is the rejected subset and    A i  = J \  R i    is the accepted set. We select from these schedules the one with the smallest overall objective value. By Lemma 5, we have the following:



Theorem 5.

There is a noncombinatorial   e  e − 1   -approximation algorithm for SMVS with submodular penalties.





Since this algorithm needs to solve some convex programs, it is a noncombinatorial. It is hard to implement and has a high time complexity. Therefore, we also present a combinatorial approximation algorithm for this problem.



As above, let


     r =  max   J j  ∈ J      max i   p j i     min i   p j i        








be the maximum ratio of the maximum load to the minimum load on the d-dimensional vector. In particular, we set   r = + ∞   if    min i   p j i  = 0  .



Construct an auxiliary processed time   p j   for each job    J j  ∈ J  , where


      p j  =        min i   p j i  ,  r ≤ d ;         ∑  i = 1  d   p j i  ,   otherwise  .          



(10)




We introduce an auxiliary “dual” variable   y j   for each job    J j  ∈ J   to determine which job   J j   is accepted or rejected. Let F be the frozen set. Initially,   F = Ø   and variable    y j  = 0   for each job    J j  ∈ J  . The variables    {  y j  }   j :  J j  ∈ J \ F    increase simultaneously until either some set or some job becomes tight, where a set S is tight if    ∑  j :  J j  ∈ S    y j  = w  ( S )    and a job   J j   is tight if    y j  =  p j   . If a set becomes tight, it is added to the rejected set R and the frozen set F. Otherwise, the tight job is added to the frozen set F. For jobs that have been added to the frozen set F, their variables are frozen, and the process is iterated until all points are frozen. Let   A = J \ R   be the accepted set and output the pair   ( A , R )  . The detailed algorithm is described below.



Lemma 6.

Algorithm 2 can be implemented in polynomial time.





Proof. 

Considering line 3 of Algorithm 2, for any   F ⊆ J  , we have   | J \ F | ≤ n  . This implies that the value of   Δ 1   can be found in linear time.



Then, for any   F ⊆ J  , we analyze the computing time of   Δ 2  . Let   y  ( S )  =  ∑  j :  J j  ∈ S ∩ F    ( −  y j  )    and   k ( S ) = | S \ F |   for any subset   S ∩ F ≠ Ø  ; it is easy to verify that   y ( · )   and   k ( · )   are modular functions. Since   w ( · )   is a submodular function,   w ( S ) + y ( S )   is also a submodular function. Therefore, for any   F ⊆ J  , the value of


     Δ 2    =     min  S : S ⊆ J , S ∩ F ≠ Ø     w  ( S )  −  ∑  j :  J j  ∈ S ∩ F    y j    | S \ F |         =     min  S : S ⊆ J , S ∩ F ≠ Ø     w ( S ) + y ( S )   k ( S )   ,     








can be computed in polynomial time using the combinatorial algorithm proposed by Fleischer and Iwata [41] for the ratio of a submodular to a modular function minimization problem.



Therefore,   Δ 1   and   Δ 2   for any while loop can be computed in polynomial time. This means that each iteration of the while loop can be computed in polynomial time. For each iteration of the while loop, if    Δ 1  ≤  Δ 2   , the set F adds one job, otherwise, the set F adds at least one job. This means, the number of the while loops is at most n. Thus, Algorithm 2 can be implemented in polynomial time. □







	Algorithm 2: CSMSP



	 [image: Mathematics 09 01965 i001]






For any job    J j  ∈ J  , the variable   y j   increases from 0 until job   J j   is added to the frozen set. If job   J j   is added to the frozen set by    Δ 1  ≤  Δ 2    in line 5, the variable   y j   is fixed to   p j  . Thus, we have


      y j  ≤  p j  , ∀  J j  ∈ J ;     



(11)




otherwise, the variable   y j   is fixed by some set   T ⊆ J   in line 7, while the variable of all jobs in T is fixed. Thus, we have


      ∑  j :  J j  ∈ S    y j  ≤ w  ( S )  , ∀ S ⊆ J .     



(12)







In particular, for any job    J j  ∈ A = J \ R   and any set   S ∩ {  J j  } ≠ Ø  , we have    ∑  j :  J j  ∈ S    y j  < w  ( S )   ; otherwise, job   J j   is added to the rejected set R in line 7. This implies that job   J j   is added to the frozen set in line 5 and


      y j  =  p j  ,  ∀  J j  ∈ A .     



(13)







By inequalities (11) and (12) and equality (13), we have the following:



Lemma 7.

The rejected job set R produced by Algorithm 1 satisfies


      w  ( R )  =  ∑  j :  J j  ∈ R    y j  ,      













Proof. 

Considering any two different subsets   S 1   and   S 2   generated in line 7, we have


     w  (  S 1  )  =  ∑   J j  ∈  S 1     y j  ,   and   w  (  S 2  )  =  ∑  j :  J j  ∈  S 2     y j  .     








Therefore, we have


      ∑  j :  J j  ∈  S 1  ∪  S 2     y j     =     ∑  j :  J j  ∈  S 1     y j  +  ∑  j :  J j  ∈  S 2     y j  −  ∑  j :  J j  ∈  S 1  ∩  S 2     y j        =    w  (  S 1  )  + w  (  S 2  )  −  ∑  j :  J j  ∈  S 1  ∩  S 2     y j        ≥    w  (  S 1  ∪  S 2  )  + w  (  S 1  ∩  S 2  )  −  ∑  j :  J j  ∈  S 1  ∩  S 2     y j        ≥    w (  S 1  ∪  S 2  ) ,     








where the first inequality follows from the submodularity of   w ( · )   and the second inequality follows from inequality (12). By inequality (12), we have    ∑  j :  J j  ∈  S 1  ∪  S 2     y j  ≤ w  (  S 1  ∪  S 2  )  .   These imply that


   ∑  j :  J j  ∈  S 1  ∪  S 2     y j  = w  (  S 1  ∪  S 2  )  .  








Since   R =  ⋃  S ∈ S   S  , the lemma follows. □





Let   Z =  max i   ∑  j :  J j  ∈ A    p j i  + w  ( R )    be the objective value of   ( A , R )   generated by Algorithm 2, and let   Z ∗   be the optimal value for SMVS with submodular penalties.



Theorem 6.

  Z ≤ min  { r , d }  ·  Z ∗   , where   r =  max   J j  ∈ J      max i   p j i     min i   p j i     .





Proof. 

Let   (  A ∗  ,  R ∗  )   be the optimal solution of SMVS with submodular penalties, and its objective value is


     Z ∗    =     max i   ∑  j :  J j  ∈  A ∗     p j i  + w  (  R ∗  )  .     








By Lemma 7, we have


     w ( R )    =     ∑  j :  J j  ∈ R    y j  =  ∑  j :  J j  ∈ R ∩  A ∗     y j  +  ∑  j :  J j  ∈ R ∩  R ∗     y j        ≤     ∑  j :  J j  ∈ R ∩  A ∗     p j  +  ∑  j :  J j  ∈ R ∩  R ∗     y j  ,     








where the inequality follows from inequality (11). By equality (13), we have


      ∑  j :  J j  ∈ A    p j     =     ∑  j :  J j  ∈ A ∩  A ∗     p j  +  ∑  j :  J j  ∈ A ∩  R ∗     p j        =     ∑  j :  J j  ∈ A ∩  A ∗     p j  +  ∑  j :  J j  ∈ A ∩  R ∗     y j  .     








Thus, we have


      ∑  j :  J j  ∈ A    p j  + w  ( R )  ≤  ∑  j :  J j  ∈  A ∗     p j  +  ∑  j :  J j  ∈  R ∗     y j  .     



(14)







Case 1.  r < d  , we have    p j  =  min i   p j i  .   The objective value of   ( A , R )   is


    Z   =     max i   ∑  j :  J j  ∈ A    p j i  + w  ( R )  ≤  max i   ∑  j :  J j  ∈ A   r ·  min  i ′    p j  i ′   + w  ( R )        =    r ·  ∑  j :  J j  ∈ A    p j  + w  ( R )  ≤ r ·  (  ∑  j :  J j  ∈ A    p j  + w  ( R )  )        ≤    r ·  (  ∑  j :  J j  ∈  A ∗     p j  +  ∑  j :  J j  ∈  R ∗     y j  )  ≤ r ·  (  ∑  j :  J j  ∈  A ∗     min  i ′    p j  i ′   + w  (  R ∗  )  )        ≤    r ·  (  max i   ∑  j :  J j  ∈  A ∗     p j i  + w  (  R ∗  )  )  = r ·  Z ∗        =    min  { r , d }  ·  Z ∗  ,     








where the first inequality follows from the definition of   r =  max   J j  ∈ J      max i   p j i     min i   p j i     ; the second inequality follows from   r ≥ 1  , and the penalty is nonnegative; the third inequality follows from inequality (14); the fourth inequality follows from inequality (12) and the last inequality follows from    p j i  ≥  min  i ′    p j  i ′    .



Case 2.  d ≤ r  , we have    p j  =  ∑  i = 1  d   p j i  .   The objective value of   ( A , R )   is


    Z   =     max i   ∑  j :  J j  ∈ A    p j i  + w  ( R )  ≤  ∑  i = 1  d   ∑  j :  J j  ∈ A    p j i  + w  ( R )        =     ∑  j :  J j  ∈ A    p j  + w  ( R )  ≤  ∑  j :  J j  ∈  A ∗     p j  +  ∑  j :  J j  ∈  R ∗     y j        =     ∑  j :  J j  ∈  A ∗     ∑  i = 1  d   p j i  +  ∑  j :  J j  ∈  R ∗     y j  ≤  ∑  j :  J j  ∈  A ∗     ∑  i = 1  d   p j i  + w  (  R ∗  )        ≤    d ·  max i   ∑  j :  J j  ∈  A ∗     p j i  + w  (  R ∗  )  ≤ d ·  Z ∗        =    min  { r , d }  ·  Z ∗  ,     








where the second inequality follows from inequality (14), the third inequality follows from inequality (12) and the last inequality follows from   d ≥ 1  .



Therefore, the theorem holds. □






5. Conclusions


In this paper, we investigate the problem of SMVS with general penalties and SMVS with submodular penalties.



For SMVS with general penalties, we first present a lower bound showing that there is no   α ( n )  -approximation algorithm. Then, using PSM, we design an approximation algorithm for the case under   γ > 0   and    p j i  > 0   for any    J j  ∈ J   and   i ∈ [ d ]  . This algorithm can find a schedule   ( A , R )   satisfying   Z ≤  1 γ  ·  Z ∗  +  ( 1 −  1 r  )  · L + ε ,   where Z and   Z ∗   are the objective value of   ( A , R )   and optimal value,  γ  is the diminishing-return ratio of the set function   w ( · )  ,   r =  max   J j  ∈ J      max i   p j i     min i   p j i     ,   L =  max i   ∑   J j  ∈ J    p j i    and   ε > 0   is a given parameter.



For SMVS with submodular penalties, we first design a noncombinatorial   e  e − 1   - approximation algorithm, and then, a combinatorial   min { r , d }  -approximation algorithm is proposed, where   r =  max   J j  ∈ J      max i   p j i     min i   p j i      and, most of the time,   d = min { r , d }  .



For SMVS with linear penalties, there exists an EPTAS to solve it. For SMVS with submodular penalties, there is the question whether it is possible to design an EPTAS or better algorithm. Furthermore, finding a better lower bound is an interesting direction. In the real world, our assumption for SMVS with general penalties is not reasonable. Thus, it is important to design approximate algorithms for cases under more reasonable assumptions.



Moreover, when there are multiple machines rather than a single machine, algorithms under this setting could be further developed.
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Table 1. The results in this paper.






Table 1. The results in this paper.





	
Case

	
Setting

	
Our result






	
SMVS with

general penalties

	
rejected set function is

normalized and nondecreasing

	
lower bound is   α ( n )  




	
   p j i  > 0   for any dimension i of any job   J j  

and the diminishing-return ratio   γ > 0  

	
   1 γ   Z ∗  +  ( 1 −  1 r  )  · L + ε  

(combinatorial algorithm)




	
rejected set function

is submodular

	
  e  e − 1    (noncombinatorial algorithm)

  min { r , d }   (combinatorial algorithm)
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