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Abstract: Schistosomiasis is a parasitic disease caused by the schistosoma worm. A snail can act as
the intermediate host for the parasite. Snail-population control is considered to be an effective way to
control schistosomiasis spread. In this paper, we discuss the schistosomiasis model incorporating a
snail predator as a biological control agent. We prove that the solutions of the model are non-negative
and bounded. The existence condition of equilibrium points is investigated. We determine the
basic reproduction number when the predator goes to extinction and when the predator survives.
The local stability condition of disease-free equilibrium point is proved using linearization, and the
Lienard–Chipart and Routh–Hurwitz criteria. We use center-manifold theory to prove the local
stability condition of the endemic equilibrium points. Furthermore, we constructed a Lyapunov
function to investigate the global stability condition of the disease-free equilibrium points. To support
the analytical results, we presented some numerical simulation results. Our findings suggest that
a snail predator as a biological control agent can reduce schistosomiasis prevalence. Moreover, the
snail-predator birth rate plays an essential role in controlling schistosomiasis spread.

Keywords: schistosomiasis model; snail predator; biological control agent; stability analysis; basic
reproduction number

1. Introduction

Schistosomiasis is a parasitic disease caused by schistosoma-worm infection [1]. The
parasite has a complicated life cycle. Some types of snail can act as intermediate hosts,
while humans and mammals such as cows, pigs, and mice can serve as reservoir hosts [2].
Consequently, the parasite can infect mammals as a human substitute to complete its life
cycle. This is one of the several factors that make schistosomiasis very difficult to eradicate.
Controlling the snail population is the most effective way to control the spread of schistoso-
miasis. Some researchers recommended the use of molluscicides to manage the snail host
population [1,3,4]. However, molluscicides have some negative environmental effects [5].
Another method that can be used to manage the snail population is an intervention with
snail predators or competitors [6–8]. Sokolow et al. [7] stated that releasing river prawn,
which is a snail predator, into a water contact site can reduce the snail population and
schistosomiasis transmission.

Mathematical modeling is used to study the dynamics of the spread of the disease.
The first mathematical model that is related to schistosomiasis is discussed in [9]. Schisto-
somiasis models considering parasite density in the environment are discussed in [10–14].
The authors divided the parasite into two compartments, i.e., miracidiae and cercariae,
which can infect snails and humans or mammals, respectively. In 2009, Chiyaka et al. [10]
investigated the host–parasite dynamics of schistosomiasis. They proposed a schistosomi-
asis model that consists of six first-order differential equations. They found that control
interventions that target transmission to humans are more effective than control strategies
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that aim the transmission to snails are. Gao et al. [11] developed a schistosomiasis model
to investigate some control strategies, i.e., health education, cercaria control, snail control,
and drug treatment. They found that killing snails is the most effective method to manage
schistosomiasis spread. Nur et al. [13] proposed a schistosomiasis model incorporating
health education and molluscicide intervention. They found that the most effective way to
control schistosomiasis prevalence is molluscicide intervention. Moreover, schistosomiasis
cannot be eradicated if the only intervention is health education [13]. Diaby et al. [15]
proposed a schistosomiasis model with biological control, i.e., competitor-resistant snails.
They found that competitor-resistant snails can be used to manage the spread of schisto-
somiasis. Okamoto et al. [16,17] proposed mathematical models of vectorborne diseases.
They found that biological control agents that can be used to control vectorborne diseases
are natural predators, natural competitors, or parasites of the vector. Schistosomiasis is a
waterborne disease. Hence, we study the dynamics of the spread of schistosomiasis when
a snail predator is used as a biological control agent of snails. Different from the model
discussed in [10–13,15–17], we propose a schistosomiasis model with a biological control
agent of snails, namely, a snail predator.

2. Mathematical Preliminaries

In this section, we present a theorem that can be used to investigate the existence of
backward and forward bifurcation. The theorem is very useful, especially in epidemic
models. Theorem 1 can be used to investigate the local stability condition of endemic
equilibrium [10,11,18]. The proof of Theorem 1 can be found in [19].

Theorem 1. (Castillo-Chavez and Song [19]) Consider the following general system of ordinary
differential equations with a parameter ω.

d~x
dt = f (~x, ω), f : Rn ×R→ Rn, f ∈ C2(Rn ×R), (1)

where 0 is an equilibrium for System (1), such that f (0, ω) ≡ 0 for all ω. Assume

A1: JM = Dx f (0, 0) =
(

∂ fi
∂xj

(0, 0)
)

is the linearization matrix of (1) around equilibrium 0, and
ω is evaluated at 0. Zero is a simple eigenvalue of JM0, and the other eigenvalues of JM have
a negative real part.

A2: Matrix JM has a right eigenvector ~v and a left eigenvector ~w corresponding to the zero
eigenvalue. Let fk be the kth component of f and

A =
n
∑

k,i,j=1
wkvivj

∂2 fk(0,0)
∂xi∂xj

,

B =
n
∑

k,i=1
wkvi

∂2 fk(0,0)
∂xi∂ω .

The dynamics of System (1) around 0 is totally determined by the signs of A and B.

(i) A > 0, B > 0. When ω < 0 with |ω| � 1, 0 is asymptotically stable, and there is a
positive unstable equilibrium. When ω > 0 with |ω| � 1, 0 is unstable, and there is a
negative asymptotically stable equilibrium;

(ii) A < 0, B < 0. When ω < 0 with |ω| � 1, 0 is unstable. When ω > 0 with |ω| � 1,
0 is asymptotically stable, and there is a positive unstable equilibrium;

(iii) A > 0, B < 0. When ω < 0 with |ω| � 1, 0 is unstable, and there is a negative
asymptotically stable equilibrium. When ω > 0 with |ω| � 1, 0 is stable and a positive
unstable equilibrium appears;

(iv) A < 0, B > 0. When ω changes from negative to positive, 0 changes its stability from
stable to unstable. Correspondingly, a negative unstable equilibrium becomes positive
and asymptotically stable.
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On the basis of Theorem 1, forward bifurcation occurs at ω = 0 if A < 0 and B > 0.
Moreover, backward bifurcation occurs at ω = 0 if A > 0 and B > 0.

3. Model Formulation and Basic Properties
3.1. Model Formulation

On the basis of the life cycle of schistosoma worms [2,20,21], it is clear that there
is a latent period. Hence, the human population is divided into three compartments,
i.e., susceptible humans (Sh), exposed humans (Eh), and infectious humans (Ih). In this
model, we assumed that there was no latent period in snail population. Thus, the snail
population was only divided into two compartments, i.e., susceptible snails (Sv) and
infectious snails (Iv). We only consider two stages of schistosoma-worm development,
i.e., the cercaria and miracidia stages. Therefore, the parasite is divided into two com-
partments, i.e., miracidiae (M) and cercariae (C). On the basis of the epidemiology of
schistosomiasis [20–22], miracidiae can infect snails and cercariae can infect humans. It
was assumed that there was only one type of snail predator in the environment, and the
intermediate host (snail) was the only food for the predator. A reduction in parasites in
the environment due to direct interaction with humans and snails was neglected because
infectious humans can excrete large amounts of eggs that can hatch and release miracidiae,
while infectious snails can excrete large amounts of cercariae [20]. We assumed that there
was no recovery for infectious snails and no disease-related death in the snail and human
populations. The transition and interaction between compartments are shown in Figure 1.
The description of all parameters is given in Table 1.

Figure 1. Compartment diagram.
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Table 1. Description of model parameters.

Parameter Description

Πh Recruitment rate of humans
φe Effectiveness of education in reducing contact between humans and cercariae
φ Education coverage

βch Cercaria infection rate on susceptible humans
γis Recovery rate of infectious humans
µh Natural death rate of humans

1/γei Latent period
Πv Recruitment rate of snails
βmv Miracidia infection rate on susceptible snails
µv Natural death rate of snails
µr Molluscicide-related death rate of snails
ξ Predation rate
τ Conversion rate
σ Cercaria production rate
α Parasite-egg hatch rate
hh Number of eggs per gram of stool
gh Average weight of human stool per day
µp Natural death rate of snail predators
µc Natural death rate of cercariae
µm Natural death rate of miracidiae

On the basis of Figure 1, we constructed a schistosomiasis model as follows:

dSh
dt = Πh − (1− φeφ)βchCSh + γis Ih − µhSh,

dEh
dt = (1− φeφ)βchCSh − (γei + µh)Eh,

dIh
dt = γeiEh − (γis + µh)Ih,

dSv
dt = Πv − βmv MSv − (µv + µr)Sv − ξPSv,

dIv
dt = βmv MSv − (µv + µr)Iv − ξPIv,

dC
dt = σIv − µcC,
dM
dt = αhhgh Ih − µm M,

dP
dt = τP(Sv + Iv)− µpP,

(2)

where φ ∈ [0, 1), φe ∈ [0, 1) and the other parameters are positive.

3.2. Invariant Region

In this subsection, we prove that the solutions of System (2) with non-negative initial
value are non-negative and bounded.

Theorem 2. Solutions of System (2) are non-negative for all non-negative initial conditions.

Proof. We prove this theorem by using a similar method as that used in [18,23]. From
System (2), we have
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dSh
dt

∣∣∣
Sh=0,Eh≥0,Ih≥0,Sv≥0,Iv≥0,C≥0,M≥0,P≥0

= Πh + γis Ih > 0,
dEh
dt

∣∣∣
Eh=0,Sh≥0,Ih≥0,Sv≥0,Iv≥0,C≥0,M≥0,P≥0

= (1− φeφ)βchCSh ≥ 0,
dIh
dt

∣∣∣
Ih=0,Sh≥0,Eh≥0,Sv≥0,Iv≥0,C≥0,M≥0,P≥0

= γeiEh ≥ 0,

dSv
dt

∣∣∣
Sv=0,Sh≥0,Eh≥0,Ih≥0,Iv≥0,C≥0,M≥0,P≥0

= Πv > 0,

dIv
dt

∣∣∣
Iv=0,Sh≥0,Eh≥0,Ih≥0,Sv≥0,C≥0,M≥0,P≥0

= βmv MSv ≥ 0,

dC
dt

∣∣∣
C=0,Sh≥0,Eh≥0,Ih≥0,Sv≥0,Iv≥0,M≥0,P≥0

= σIv ≥ 0,

dM
dt

∣∣∣
M=0,Sh≥0,Eh≥0,Ih≥0,Sv≥0,Iv≥0,C≥0,P≥0

= αhhgh Ih ≥ 0,

dP
dt

∣∣∣
P=0,Sh≥0,Eh≥0,Ih≥0,Sv≥0,Iv≥0,C≥0,M≥0

= 0.

On the basis of Lemma 2 in [24], R8
+0 is an invariant region of System (2). Hence,

the solutions of System (2) with initial values in R8
+0 remain in R8

+0. This completes
the proof.

Theorem 3. Solutions of System (2) with non-negative initial value are bounded.

Proof. On the basis of the assumptions that are used when formulating the model, we have
Nh = Sh + Eh + Ih and Nv = Sv + Iv. Here, Nh and Nv are the total number of humans and
total number of snails, respectively. On the basis of System (2), we have

dNh
dt = Πh − µhNh,

dNv
dt = Πv − (µv + µr)Nv − ξPNv,
dP
dt = τNvP− µpP.

(3)

First, we prove that Nh is bounded. It is clear that the solution of dNh
dt = Πh − µhNh is

Nh(t) =
Πh
µh

+

(
Nh(0)−

Πh
µh

)
e−µht.

It easy to see that 0 ≤ Nh(t) ≤ Πh
µh

for t ≥ 0 if 0 ≤ Nh(0) ≤ Πh
µh

. Hence, Nh is bounded.

lim
t→∞

Nh(t) = Πh
µh

. Now, let W = Nv + P. We prove that W is bounded. The last two

equations of (3) give

dW
dt = dNv

dt + dP
dt

= (Πv − (µv + µr)Nv − ξPNv) +
(
τNvP− µpP

)
≤ Πv − (ξ − τ)PNv − µ(Nv + P)
≤ Πv − µW,

(4)

where ξ ≥ τ and µ = min{(µv + µr), µp}. On the basis of Gronwall’s lemma, we obtain
W = Nv + P ≤ Πv

µ . Thus, Nv and P are bounded. Now, we can show that C and M are

bounded. We proved that Nh ≤ Πh
µh

, which implies that Ih ≤ Πh
µh

. Moreover, we have

Nv + P ≤ Πv
µ , which means that Iv ≤ Πv

µ . Hence, from System (2), we have

dC
dt = σIv − µcC
≤ σ Πv

µ − µcC,
dM
dt = αhhgh Ih − µm M
≤ αhhgh

Πh
µh
− µm M.

(5)
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According to Gronwall’s lemma, we obtain C ≤ σΠv
µµc

and M ≤ αhhghΠh
µhµm

. Thus, the
solutions of System (2) are bounded.

Therefore, System (2) is well-posed with invariant region Θ+

Θ+ = {(Sh ,Eh ,Ih ,Sv ,Iv ,C,M,P)∈R8
+0 :Nh≤

Πh
µh

;Nv+P≤Πv
µ ;C≤ σΠv

µµc ;M≤ αhh ghΠh
µhµm }

3.3. Equilibrium Points and Basic Reproduction Number

System (2) has four equilibrium points.

• Disease-free equilibrium point Ea
0.

Ea
0 = (Sa∗

h , Ea∗
h , Ia∗

h , Sa∗
v , Ia∗

v , Ca∗, Ma∗, Pa∗) =

(
Πh
µh

, 0, 0,
Πv

µv + µr
, 0, 0, 0, 0

)
.

Ea
0 always exists in R8

+0.

• Endemic equilibrium point Ea
1.

Ea
1 = (Sa∗∗

h , Ea∗∗
h , Ia∗∗

h , Sa∗∗
v , Ia∗∗

v , Ca∗∗, Ma∗∗, 0),

where

Sa∗∗
h = Πh(µh+γis)(µh+γei)µc

((µh+γei)(µh+γis)−γeiγis)(1−φeφ)βchσIa∗∗
v +µh(µh+γis)(µh+γei)µc

,

Ea∗∗
h = Πh(µh+γis)(1−φeφ)βchσIa∗∗

v
((µh+γei)(µh+γis)−γeiγis)(1−φeφ)βchσIa∗∗

v +µh(µh+γis)(µh+γei)µc
,

Ia∗∗
h = Πhγei(1−φeφ)βchσIa∗∗

v
((µh+γei)(µh+γis)−γeiγis)(1−φeφ)βchσIa∗∗

v +µh(µh+γis)(µh+γei)µc
,

Sa∗∗
v = Πv

µv+µr
− Ia∗∗

v ,

Ia∗∗
v = (Ra

e−1)µh(µh+γei)(µh+γis)µcµm(µv+µr)
βmvΠhγei(1−φeφ)αhhgh βchσ+((µh+γei)(µh+γis)−γeiγis)µm(1−φeφ)βchσ(µv+µr)

,

Ca∗∗ = σIa∗∗
v

µc
,

Ma∗∗ = αhhghΠhγei(1−φeφ)βchσIa∗∗
v

µm(((µh+γei)(µh+γis)−γeiγis)(1−φeφ)βchσIa∗∗
v +µh(µh+γis)(µh+γei)µc)

,

Ra
e = ΠhΠvγei(1−φeφ)βchσαhhgh βmv

µh(µh+γei)(µh+γis)µcµm(µv+µr)2 .

It is clear that Ea
1 exists in R8

+0 if Ra
e > 1.

• Disease-free equilibrium point Eb
0.

Eb
0 = (Sb∗

h , Eb∗
h , Ib∗

h , Sb∗
v , Ib∗

v , Cb∗, Mb∗, Pb∗) =

(
Πh
µh

, 0, 0,
µp

τ
, 0, 0, 0,

Πvτ − (µv + µr)µp

ξµp

)
,

Eb
0 exists in R8

+0 if Πvτ
(µv+µr)µp

> 1.

• Endemic equilibrium point Eb
1.

Eb
1 = (Sb∗∗

h , Eb∗∗
h , Ib∗∗

h , Sb∗∗
v , Ib∗∗

v , Cb∗∗, Mb∗∗, Pb∗∗),
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where

Sb∗∗
h = Πh(µh+γis)(µh+γei)µc

((µh+γei)(µh+γis)−γeiγis)(1−φeφ)βchσIb∗∗
v +µh(µh+γis)(µh+γei)µc

,

Eb∗∗
h = Πh(µh+γis)(1−φeφ)βchσIb∗∗

v
((µh+γei)(µh+γis)−γeiγis)(1−φeφ)βchσIb∗∗

v +µh(µh+γis)(µh+γei)µc
,

Ib∗∗
h = Πhγei(1−φeφ)βchσIb∗∗

v
((µh+γei)(µh+γis)−γeiγis)(1−φeφ)βchσIb∗∗

v +µh(µh+γis)(µh+γei)µc
,

Sb∗∗
v =

µp
τ − Ib∗∗

v ,

Ib∗∗
v = (Rb

e−1)µh(µh+γei)(µh+γis)µcµm((µv+µr)+ξPb∗∗)
βmvΠhγei(1−φeφ)αhhgh βchσ+((µh+γei)(µh+γis)−γeiγis)µm(1−φeφ)βchσ((µv+µr)+ξPb∗∗)

,

Cb∗∗ = σIb∗∗
v

µc
,

Mb∗∗ = αhhghΠhγei(1−φeφ)βchσIb∗∗
v

µm(((µh+γei)(µh+γis)−γeiγis)(1−φeφ)βchσIb∗∗
v +µh(µh+γis)(µh+γei)µc)

,

Pb∗∗ =
Πvτ−(µv+µr)µp

ξµp

Rb
e =

Πhµpγei(1−φeφ)βchσαhhgh βmv

µh(µh+γei)(µh+γis)µcµmτ(µv+µr+ξPb∗∗)
.

It is clear that Eb
1 exists in R8

+0 if Rb
e > 1 and Πvτ

(µv+µr)µp
> 1.

The basic reproduction numbers are determined by using a next-generation matrix [25].
Here, we regard Eh, Ih, Iv, C, and M as the infected compartments. Thus, we have

F =


(1− φeφ)βchCSh

0
βmv MSv

0
0

 , V =


(γei + µh)Eh

(γis + µh)Ih − γeiEh
(µv + µr + ξP)Iv

µcC− σIv
µm M− αhhgh Ih

.

F and V represent the new infection terms and transition terms, respectively. The Jacobian
matrices of F and V at arbitrary equilibrium point (S∗h , 0, 0, S∗v , 0, 0, 0, P∗) are, respectively,
given by

F =


0 0 0 βch(1− φeφ)S∗h 0
0 0 0 0 0
0 0 0 0 βmvS∗v
0 0 0 0 0
0 0 0 0 0

,

and

V =


µh + γei 0 0 0 0
−γei µh + γis 0 0 0

0 0 µv + µr + ξP∗ 0 0
0 0 −σ µc 0
0 −αhhgh 0 0 µm

.
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The basic reproduction number is the spectral radius of FV−1.

FV−1 =


0 0 βch(1−φeφ)S∗h σ

µc((µv+µr)+ξP∗)
βch(1−φeφ)S∗h

µc
0

0 0 0 0 0
βmvS∗v αhh ghγei

(µh+γei)(µh+γis)µm

βmvS∗v αhh gh
(µh+γis)µm

0 0 βmvS∗v
µm

0 0 0 0 0
0 0 0 0 0

. (6)

The characteristic polynomial of (6) is

P(λ) = λ3
(

λ2 −
(1− φeφ)βchS∗hσβmv§∗vαhhghγei

((µv + µr) + ξP∗)µcµm(µh + γei)(µh + γis)

)
.

Thus, the spectral radius of FV−1 is

ρ(FV−1) =

√
(1− φeφ)βchS∗hσβmvS∗vαhhghγei

((µv + µr) + ξP∗)µcµm(µh + γei)(µh + γis)
. (7)

By substituting Ea
0 into (7), we obtain the basic reproduction number when the predator

becomes extinct.

Ra
0 =

√
(1− φeφ)βchΠhσβmvΠvαhhghγei

µh(µv + µr)2µcµm(µh + γei)(µh + γis)
.

Ra
0 > 0 and Ra

e = (Ra
0)

2. In agreement with the existence condition of Ea
1, if Ra

0 > 1
then Ea

1 exists in R8
+0. It is easy to see that Ra

0 is completely independent from parameters
that are related to the snail predator. This makes sense because Ea

0 and Ea
1 describe the

condition when the predator becomes extinct.
After substituting Eb

0 into (7), we obtain the basic reproduction number when the
predator survives, namely,

Rb
0 =

√
(1−φeφ)βchΠhσβmvµpαhhghγei

µh((µv+µr)+ξPb∗)µcµm(µh+γei)(µh+γis)τ

=
√

(1−φeφ)βchΠhσβmvµpαhhghγei

µh

(
(µv+µr)+ξ

(
Πvτ−(µv+µr)µp

ξµp

))
µcµm(µh+γei)(µh+γis)τ

=

√
(1−φeφ)βchΠhσβmvµ2

pαhhghγei
µhΠvµcµm(µh+γei)(µh+γis)τ2 .

Rb
0 > 0 and Rb

e = (Rb
0)

2. In line with the existence condition of Eb
1, if Rb

0 > 1 and
Πvτ

(µv+µr)µp
> 1, then Eb

1 exists in R8
+0. Rb

0 is independent to ξ. Furthermore, it is clear that

Rb
0 decreases as τ increases. The higher the natural death rate of the snail predator is, the

higher Rb
0 is.

4. Stability Analysis

In this section, we investigate the stability condition of all equilibrium points. The
Jacobian matrix of System (2) at Ea

0 is
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J(Ea
0)=



−µh 0 γis 0 0 −(1−φeφ)βchSa∗
h 0 0

0 −(γei+µh) 0 0 0 (1−φeφ)βchSa∗
h 0 0

0 γei −(γis+µh) 0 0 0 0 0
0 0 0 −(µv+µr) 0 0 −βmvSa∗

v −ξSa∗
v

0 0 0 0 −(µv+µr) 0 βmvSa∗
v 0

0 0 0 0 σ −µc 0 0
0 0 αhhgh 0 0 0 −µm 0
0 0 0 0 0 0 0 τSa∗

v − µp


(8)

The eigenvalues of (8) are zeroes of L(λ)

L(λ) = [(λ+D1)(λ+D2)(λ+D3)(λ+D4)(λ+D5)−γeiαhhgh(1−φeφ)βchSa∗
h σβmvSa∗

v ]
×(λ + µh)(λ + (µv + µr))(λ− (τSa∗

v − µp))
= [L1(λ)](λ + µh)(λ + (µv + µr))(λ− (τSa∗

v − µp)),
(9)

where

L1(λ) = λ5 + l1λ4 + l2λ3 + l3λ2 + l4λ + l5,

l1 =
5
∑

g=1
Dg,

l2 =
5
∑

1≤g<h
DgDh,

l3 =
5
∑

1≤g<h<i
DgDhDi,

l4 =
5
∑

1≤g<...<j
DgDhDiDj,

l5 = (µh + γei)(µh + γis)(µv + µr)µcµm − γeiαhhgh(1− φeφ)βchSa∗
h σβmvSa∗

v
=

(
1− (Ra

0)
2)(µh + γei)(µh + γis)(µv + µr)µcµm,

(10)

D1 = µh +γei > 0,D2 = µh +γis > 0,D3 = µv +µr > 0,D4 = µc > 0, and D5 = µm > 0. Clearly,
li for i = 1, 2, 3, 4, 5 are elementary symmetric functions [26]. It is obvious that (8) has two
negative eigenvalues, i.e., λ1 = −µh and λ2 = −(µv + µr). Moreover, λ3 = τSa∗

v − µp < 0
if τSa∗

v
µp

= τΠv
µp(µv+µr)

< 1. The other eigenvalues are zeroes of L1(λ). It is easy to see that

li > 0 for i = 1, 2, . . . , 5 if Ra
0 < 1. If Ra

0 = 1 then l5 = 0. Hence, if τSa∗
v

µp
= τΠv

µp(µv+µr)
< 1 and

Ra
0 = 1 then one eigenvalue of J(Ea

0) is zero. Following [27,28], we use a Routh–Hurwitz
array shown in Table 2 to determine the Hurwitz determinant.

Table 2. Routh–Hurwitz array associated with characteristic polynomial L1(λ).

Column 1 Column 2 Column 3 Column 4

λ5 1 l2 l4 0
λ4 ∆1 = l1 l3 l5 0
λ3 r(2,1) =

l1l2−l3
l1

r(2,2) =
l1l4−l5

l1
0 0

λ2 r(3,1) =
r(2,1) l3−l1r(2,2)

r(2,1)
l5 0 0

λ1 r(4,1) =
r(2,2)r(3,1)−l5r(2,1)

r(3,1)
0 0 0

λ0 r(5,1) = l5 0 0 0

The Hurwitz determinant of order-i (∆i) is given by ∆i = r(i,1)∆i−1 for i = 2, 3, 4, 5.
Hence we obtain
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∆1 = l1,
∆2 =

(
l1l2−l3

l1

)
∆1

= l1l2 − l3,
∆3 =

(
l3(l1l2−l3)−l1(l1l4−l5)

l1l2−l3

)
∆2

= l3(l1l2 − l3)− l1(l1l4 − l5),

∆4 =
(

l4[(l1l2−l3)l3−l1(l1l4−l5)]−l5[l2(l2l1−l3)−(l1l4−l5)]
l3(l1l2−l3)−l1(l1l4−l5)

)
∆3

= l4[(l1l2 − l3)l3 − l1(l1l4 − l5)]− l5[l2(l2l1 − l3)− (l1l4 − l5)],
∆5 = l5∆4

= l5(l4[(l1l2 − l3)l3 − l1(l1l4 − l5)]− l5[l2(l2l1 − l3)− (l1l4 − l5)]).

We prove this theorem by using the Liénard–Chipart criterion [29]. According to the
criterion, all roots of L1(λ) have a negative real part if l1, ∆2, l3, ∆4, l5 > 0. It is clear that
li > 0 always holds for i = 1, 3. Furthermore, l5 > 0 if Ra

0 < 1. Now, we only need to check
∆2 and ∆4. First, we set

Ra
0 =

√
Ra

01
Ra

02
,

where
Ra

01 = γeiαhhgh(1− φeφ)βchSa∗
h σβmvSa∗

v
Ra

02 = D1D2D3D4D5.

It is clear that Ra
01 > 0 and Ra

02 > 0. Therefore, Ra
0 < 1 implies Ra

01 < Ra
02. We now

investigate ∆2 and ∆4.

∆2 = l1l2 − l3
= D1(D2 + D3 + D4 + D5)(D1 + D2 + D3 + D4 + D5)

+D2(D2 + D3 + D4 + D5)(D3 + D4 + D5)
+(D3 + D4 + D5)(D4 + D5) + D4(D4D5 + D5D5),

∆4 = l4[(l1l2 − l3)l3 − l1(l1l4 − l5)]− l5[l2(l2l1 − l3)− (l1l4 − l5)]
= Ξ + 12Ra

01Ra
02 − Ra

01Ra
01

= Ξ + Ra
0112Ra

02 − Ra
01Ra

01
= Ξ + Ra

01
(
12Ra

02 − Ra
01
)
.

Since Di > 0 for i = 1, 2, 3, 4, 5, it is clear that ∆2 > 0. We also proved that Ξ >
0 (see Appendix A). Thus, ∆4 > 0 if Ra

0 < 1. Therefore, on the basis of the Liénard–
Chipart criterion [29], all zeroes of L1(λ) have a negative real part if Ra

0 < 1. Hence, all
eigenvalues of J(Ea

0) have a negative real part if Ra
0 < 1 and τΠv

µp(µv+µr)
< 1. Therefore, Ea

0 is

asymptotically stable if Ra
0 < 1 and τΠv

µp(µv+µr)
< 1. If Ra

0 > 1, then there is one sign change

in the sequence of L1(λ) coefficients. On the basis of Descartes’ sign rule [26], there is
exactly one positive real root if Ra

0 > 1. Hence, Ea
0 is unstable if Ra

0 > 1.

Theorem 4. Disease-free equilibrium point Ea
0 is asymptotically stable if Ra

0 < 1 and τΠv
µp(µv+µr)

< 1. If

Ra
0 > 1 or τΠv

µp(µv+µr)
> 1 then Ea

0 is unstable.

Now, we present the local stability condition of Ea
1.

Theorem 5. Endemic equilibrium point Ea
1 is asymptotically stable if Ra

0 > 1 (near 1) and
τΠv

µp(µv+µr)
< 1.

Proof. We use Theorem 1 to prove this theorem. Consider βch as bifurcation parameter.
We determine the bifurcation point when Ra

0 = 1. The bifurcation point that is obtained

is β∗ch = µh(µv+µr)2µcµm(µh+γei)(µh+γis)
(1−φeφ)ΠhσβmvΠvαhhghγei

. When βch = β∗ch, the characteristic polynomial
(9) becomes
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L(λ) = [L1(λ)](λ + µh)(λ + (µv + µr))(λ− (τSa∗
v − µp))λ, (11)

where
L1(λ) = λ4 + l1λ3 + l2λ2 + l3λ + l4. (12)

It is clear that characteristic polynomial (11) has simple zero root (λ1 = 0) and two
negative roots, i.e., λ2 = −µh and λ3 = −(µv + µr). Moreover, λ4 = τSa∗

v − µp < 0
if τSa∗

v
µp

= τΠv
µp(µv+µr)

< 1. Using the Routh–Hurwitz array in Tabel 3, we determine the
conditions that guarantee that the other roots of (11) have a negative real part.

Table 3. Routh–Hurwitz array associated with characteristic polynomial (12).

Column 1 Column 2 Column 3 Column 4

λ4 1 l2 l4 0
λ3 l1 l3 0 0
λ2 r1 = l1l2−l3

l1
l4 0 0

λ1 r2 = r1l3−l1l4
r1

0 0 0
λ0 l4 0 0 0

l1, r1, r2, l4 > 0 (see Appendix B). Hence, on the basis of the Routh–Hurwitz crite-
rion [27], all roots of (12) have a negative real part. These results imply that, if τΠv

µp(µv+µr)
< 1,

then J
(
Ea

0, β∗ch
)

has one zero eigenvalue, and the other eigenvalues have a negative real
part. Thus, Assumption A1 in Theorem 1 is satisfied if τΠv

µp(µv+µr)
< 1. The right eigenvector

of J
(
Ea

0, β∗ch
)

corresponding to a zero eigenvalue is

~va =



va
1

va
2

va
3

va
4

va
5

va
6

va
7

va
8


=



(γisγei−(µh+γei)(µh+γis))(1−φeφ)β∗chSa∗
h va

6
µh(µh+γei)(µh+γis)
(1−φeφ)β∗chSa∗

h va
6

µh+γei
γei(1−φeφ)β∗chSa∗

h va
6

(µh+γis)(µh+γei)
−βmvSa∗

v αhhghγei(1−φeφ)β∗chSa∗
h va

6
(µh+γis)(µh+γei)(µv+µr)µm

βmvSa∗
v αhhghγei(1−φeφ)β∗chSa∗

h va
6

(µh+γis)(µh+γei)(µv+µr)µm

va
6

αhhghγei(1−φeφ)β∗chSa∗
h va

6
(µh+γis)(µh+γei)µm

0


,

where va
6 is arbitrarily positive. It is clear that va

1 < 0 and va
4 < 0. The left eigenvector of

J
(
Ea

0, β∗ch
)
, corresponding to a zero eigenvalue is

~waT
=



wa
1

wa
2

wa
3

w4
wa

5
wa

6
wa

7
wa

8


=



0
γeiαhhghσβmvSa∗

v wa
6

(µh+γis)(µh+γei)(µv+µr)µm
αhhghσβmvSa∗

v wa
6

(µh+γis)(µv+µr)µm

0
σwa

6
µv+µr

wa
6

βmvSa∗
v σwa

6
µm(µv+µr)

0


,
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where wa
6 is determined, such that ~wa.~va = 1. It is straightforward to show that wa

6 > 0. Let

x1 = Sh , x2 = Eh , x3 = Ih , x4 = Sv,
x5 = Iv , x6 = C , x7 = M , x8 = P,
f1 = dSh

dt , f2 = dEh
dt , f3 = dIh

dt , f4 = dSv
dt ,

f5 = dIv
dt , f6 = dC

dt , f7 = dM
dt , f8 = dP

dt .

Now, we compute A and B that are defined in Theorem 1. It is clear that the only
nonzero terms of A and B are

wa
2va

1va
6

∂2 f2
(
Ea

0, β∗ch
)

∂x1∂x6
=

(
γeiαhhghσβmvSa∗

v wa
6

(µh + γis)(µh + γei)(µv + µr)µm

)
×
(
(γisγei − (µh + γei)(µh + γis))(1− φeφ)β∗chSa∗

h va
6

µh(µh + γei)(µh + γis)

)
va

6β∗ch < 0,

wa
2va

6va
1

∂2 f2
(
Ea

0, β∗ch
)

∂x6∂x1
=

(
γeiαhhghσβmvSa∗

v wa
6

(µh + γis)(µh + γei)(µv + µr)µm

)
× va

6

(
(γisγei − (µh + γei)(µh + γis))(1− φeφ)β∗chSa∗

h va
6

µh

)
β∗ch < 0,

wa
5va

4va
7

∂2 f5
(
Ea

0, β∗ch
)

∂x4∂x7
=

(
σwa

6
µv + µr

)(−βmvSa∗
v αhhghγei(1− φeφ)β∗chSa∗

h va
6

(µh + γis)(µh + γei)(µv + µr)µm

)
×
(

αhhghγei(1− φeφ)β∗chSa∗
h va

6
(µh + γis)(µh + γei)µm

)
βmv < 0,

wa
5va

7va
4

∂2 f5
(
Ea

0, β∗ch
)

∂x7∂x4
=

(
σwa

6
µv + µr

)(−βmvSa∗
v αhhghγei(1− φeφ)β∗chSa∗

h va
6

(µh + γis)(µh + γei)(µv + µr)µm

)
×
(

αhhghγei(1− φeφ)β∗chSa∗
h va

6
(µh + γis)(µh + γei)µm

)
βmv < 0,

wa
2va

6
∂2 f2

(
Ea

0, β∗ch
)

∂x6∂βch
=

(
γeiαhhghσβmvSa∗

v wa
6

(µh + γis)(µh + γei)(µv + µr)µm

)
va

6
Πh
µh

> 0.

Hence, we obtain

A = wa
2va

1va
6

∂2 f2(Ea
0,β∗ch)

∂x1∂x6
+wa

2va
6va

1
∂2 f2(Ea

0,β∗ch)
∂x6∂x1

+wa
5va

4va
7

∂2 f5(Ea
0,β∗ch)

∂x4∂x7
+wa

5va
7va

4
∂2 f5(Ea

0,β∗ch)
∂x7∂x4

<0,

B = wa
2va

6
∂2 f2(Ea

0 ,β∗ch)
∂x6∂βch

> 0.

According to Theorem 1, forward bifurcation occurs at Ra
0 = 1. Consequently, endemic

equilibrium point Ea
1, which exists when Ra

0 > 1, is asymptotically stable if Ra
0 > 1 (near 1)

and τΠv
µp(µv+µr)

< 1.

Theorem 6. Disease-free equilibrium point Ea
0 is globally asymptotically stable if Ra

0 ≤ 1 and
τΠv

µp(µv+µr)
< 1.
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Proof. Consider the following Lyapunov function:

Z =z1

(
Sh−Sa∗

h −Sa∗
h ln

Sh
Sa∗

h

)
+z2Eh+z3 Ih+z4

(
Sv−Sa∗

v −Sa∗
v ln Sv

Sa∗
v

)
+z5 Iv+z6P+z7C+z8 M,

where
z1 = z2 = βmvSa∗

v αhhghγei
µm(µh+γei)(µh+γis)

, z3 = βmvSa∗
v αhhgh

µm(µh+γis)
, z4 = z5 = 1,

z6 = ξ
τ , z7 = µv+µr

σ , z8 = βmvSa∗
v

µm
.

The derivative of Z with respect to t is

dZ
dt = z1

(
1− Sa∗

h
Sh

)
dSh
dt + z2

dEh
dt + z3

dIh
dt + z4

(
1− Sa∗

v
Sv

)
dSv
dt + z5

dIv
dt + z6

dP
dt + z7

dC
dt + z8

dM
dt

= −z1µh
Sh

(
Sh − Sa∗

h
)2

+ z1γis
Sh

Ih
(
Sh − Sa∗

h
)
− z4(µh+µr)

Sv
(Sv − Sa∗

v )2

+
(

τSa∗
v

µp
− 1
)

ξµp
τ P +

(
(Ra

0)
2 − 1

) (µv+µr)µc
σ C.

Sh ≤ Sa∗
h always holds. It is obvious that dZ

dt ≤ 0 if Ra
0 ≤ 1 and τSa∗

v
µp

= τΠv
µp(µv+µr)

< 1.
dZ
dt = 0 if and only if Sv = Sa∗

v , P = 0, C = 0, Sh = Sa∗
h , Ih = 0, and Iv = 0. Hence, the largest

invariant set in
{
(Sh, Eh, Ih, Sv, Iv, C, M, P)| dZ

dt = 0
}

is a singleton set
{

Ea
0
}

. Thus [30], Ea
0

is globally asymptotically stable if Ra
0 ≤ 1 and τSa∗

v
µp

< 1.

Now, we determine the local stability condition of Eb
0. The Jacobian matrix of System

(2) at Eb
0 is

J(Eb
0)=



−µh 0 γis 0 0 −(1−φeφ)βchSb∗
h 0 0

0 −(γei+µh) 0 0 0 (1−φeφ)βchSb∗
h 0 0

0 γei −(γis+µh) 0 0 0 0 0
0 0 0 −(µv+µr+ξPb∗) 0 0 −βmvSb∗

v −ξSb∗
v

0 0 0 0 −(µv+µr+ξPb∗) 0 βmvSb∗
v 0

0 0 0 0 σ −µc 0 0
0 0 αhhgh 0 0 0 −µm 0
0 0 0 τPb∗ τPb∗ 0 0 0


(13)

The eigenvalues of (13) are the solutions of H(λ) = 0.

H(λ) = (λ + µh)H1(λ), (14)

where

H1(λ) = λ7 + h1λ6 + h2λ5 + h3λ4 + h4λ3 + h5λ2 + h6λ + h7,
h1 = (µv + µr + ξPb∗) + q1,
h2 = τPb∗ξSb∗

v + (µv + µr + ξPb∗)q1 + q2,
h3 = τPb∗ξSb∗

v q1 + (µv + µr + ξPb∗)q2 + q3,
h4 = τPb∗ξSb∗

v q2 + (µv + µr + ξPb∗)q3 + q4,
h5 = τPb∗ξSb∗

v q3 + (µv + µr + ξPb∗)q4 + (µh + γei)(µh + γis)µcµm(µv + µr + ξPb∗)

−γeiαhhgh(1− φeφ)βchSb∗
h σβmvSb∗

v
= τPb∗ξSb∗

v q3 + (µv + µr + ξPb∗)q4

+
(

1− (Rb
0)

2
)
(µv + µr + ξPb∗)(µh + γei)(µh + γis)µcµm,
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h6 = τPb∗ξSb∗
v q4 + (µv + µr + ξPb∗)(µh + γei)(µh + γis)µcµm(µv + µr + ξPb∗)

−(µv + µr + ξPb∗)γeiαhhgh(1− φeφ)βchSb∗
h σβmvSb∗

v

= τPb∗ξSb∗
v q4 +

(
1− (Rb

0)
2
)
(µv + µr + ξPb∗)2(µh + γei)(µh + γis)µcµm,

h7 = τPb∗ξSb∗
v (µv + µr + ξPb∗)(µh + γei)(µh + γis)µcµm

−γeiαhhgh(1− φeφ)βchSb∗
h τPb∗ξSb∗

v σβmvSb∗
v

=
(

1− (Rb
0)

2
)
(µv + µr + ξPb∗)(µh + γei)(µh + γis)µcµmτPb∗ξSb∗

v ,

q1 =
5
∑

g=1
Dg,

q2 =
5
∑

1≤g<h
DgDh,

q3 =
5
∑

1≤g<h<i
DgDhDi,

q4 =
5
∑

1≤g<...<j
DgDhDiDj.

D1 = µh + γei, D2 = µh + γis, D3 = µv + µr + ξPb∗, D4 = µc, and D5 = µm. It is clear
that (13) has one negative eigenvalue, i.e., λ1 = −µh. The other eigenvalues are zeros
of H1(λ). If Rb

0 = 1, then h7 = 0. Hence, if Rb
0 = 1, one eigenvalue of J(Eb

0) is zero. In
the following, we apply a Routh–Hurwitz array shown in Table 4 to investigate the local
stability condition of Eb

0.

Table 4. Routh–Hurwitz array associated to characteristic polynomial H1(λ).

Column 1 Column 2 Column 3 Column 4 Column 5

λ7 1 h2 h4 h6 0
λ6 h1 h3 h5 h7 0
λ5 k1 = h1h2−h3

h1
k2 = h1h4−h5

h1
k3 = h6h1−h7

h1
0 0

λ4 k4 = k1h3−h1k2
k1

k5 = k1h5−h1k3
k1

h7 0 0

λ3 k6 = k2k4−k1k5
k4

k7 = k3k4−k1h7
k4

0 0 0

λ2 k8 = k5k6−k4k7
k6

h7 0 0 0

λ1 k9 = k7k8−k6h7
k8

0 0 0 0
λ0 h7 0 0 0 0

It is clear that h1 > 0. On the basis of the Routh–Hurwitz criterion [27,28], all roots
of H1(λ) have a negative real part if the other entries in Column 1 are also positive. k1
is always positive. It is obvious that h7 > 0 if Rb

0 < 1. Hence, all roots of H(λ) have a
negative real part, which implies that Eb

0 is asymptotically stable if k4 > 0, k6 > 0, k8 > 0,
k9 > 0, and Rb

0 < 1. Notice that h7 < 0 if Rb
0 > 1. Hence, Eb

0 is unstable if Rb
0 > 1.

Theorem 7. Disease-free equilibrium point Eb
0 is asymptotically stable if k4 > 0, k6 > 0, k8 > 0,

k9 > 0, and Rb
0 < 1. If Rb

0 > 1, then Eb
0 is unstable.

Now, we investigate the local stability condition of Eb
1. We use the method that is

presented in [19] to study the stability condition of Eb
1. Consider βmv as a bifurcation

parameter. We determine the bifurcation point that is equivalent to Rb
0 = 1. We ob-

tain β∗mv = µh(µv+µr+ξPb∗)µcµm(µh+γei)(µh+γis)τ
(1−φeφ)βchΠhσµpαhhghγei

. If βmv = β∗mv, characteristic polynomial
(14) becomes
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H(λ) = λ(λ + µh)H1(λ), (15)

where
H1(λ) = λ6 + h′1λ5 + h′2λ4 + h′3λ3 + h′4λ2 + h′5λ + h′6, (16)

and
h′1 = (µv + µr + ξPb∗) + q1,
h′2 = τPb∗ξSb∗

v + (µv + µr + ξPb∗)q1 + q2,
h′3 = τPb∗ξSb∗

v q1 + (µv + µr + ξPb∗)q2 + q3,
h′4 = τPb∗ξSb∗

v q2 + (µv + µr + ξPb∗)q3 + q4,
h′5 = τPb∗ξSb∗

v q3 + (µv + µr + ξPb∗)q4,
h′6 = τPb∗ξSb∗

v q4.

It is clear that characteristic polynomial (15) has one zero root and one negative root,
i.e., λ1 = 0 and λ2 = −µh. Using the Routh–Hurwitz array in Table 5, we determine the
conditions that guarantee that the other roots of (15) have a negative real part.

Table 5. Routh–Hurwitz array associated to characteristic polynomial (16).

Column 1 Column 2 Column 3 Column 4 Column 5

λ6 1 h′2 h′4 h′6 0
λ5 h′1 h′3 h′5 0 0

λ4 kz1 =
h′1h′2−h′3

h′1
kz2 =

h′1h′4−h′5
h′1

h′6 0 0

λ3 kz3 =
kz1h′3−h′1kz2

kz1
kz4 =

kz1h′5−h1h′6
kz1

0 0 0

λ2 kz5 = kz2kz3−kz1kz4
kz3

h′6 0 0 0

λ1 kz6 =
kz4kz5−kz3h′6

kz5
0 0 0 0

λ0 h′6 0 0 0 0

On the basis of the Routh–Hurwitz criterion [27], all roots of (16) have a negative
real part if h′1, kz1, kz3, kz5, kz6, h′6 > 0. We recognize that h′1, kz1, h′6 > 0. These results

imply that if kz3, kz5, kz6 > 0, then J
(

Eb
0, β∗mv

)
has one zero eigenvalue, and the other

eigenvalues have a negative real part. Hence, Assumption A1 in Theorem 1 is satisfied if
kz3, kz5, kz6 > 0. The right eigenvector of J

(
Eb

0, β∗mv

)
corresponding to zero eigenvalue is

~vb =



vb
1

vb
2

vb
3

vb
4

vb
5

vb
6

vb
7

vb
8


=



(γisγei−(µh+γei)(µh+γis))(1−φeφ)βchSb∗
h σβ∗mvSb∗

v vb
7

µh(µh+γei)(µh+γis)µc(µv+µr+ξPb∗)
(1−φeφ)βchSb∗

h σβ∗mvSb∗
v vb

7
(µh+γei)µc(µv+µr+ξP∗)

γei(1−φeφ)βchSb∗
h σβ∗mvSb∗

v vb
7

(µh+γis)(µh+γei)µc(µv+µr+ξPb∗)
−β∗mvSb∗

v vb
7

(µv+µr+ξPb∗)
β∗mvSb∗

v vb
7

(µv+µr+ξPb∗)
σβ∗mvSb∗

v vb
7

µc(µv+µr+ξPb∗)

vb
7

0



,
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where vb
7 is arbitrarily positive. It is clear that vb

1 < 0 and vb
4 < 0. The left eigenvector of

J
(

Eb
0, β∗mv

)
corresponding to a zero eigenvalue is

~wb
T
=



wb
1

wb
2

wb
3

wb
4

wb
5

wb
6

wb
7

wb
8


=



0
γeiαhhgh β∗mvSb∗

v wb
5

(µh+γis)(µh+γei)µm
αhhgh β∗mvSb∗

v wb
5

(µh+γis)µm

0
wb

5
(1−φeφ)βchSb∗

h γeiαhhgh β∗mvSb∗
v wb

5
µc(µh+γis)(µh+γei)µm

β∗mvSb∗
v wb

5
µm

0


,

where wb
5 is calculated, such that ~wb.~vb = 1. It is straightforward to show that wb

5 > 0. Now,
we set

x1 = Sh , x2 = Eh , x3 = Ih , x4 = Sv,
x5 = Iv , x6 = C , x7 = M , x8 = P,
f1 = dSh

dt , f2 = dEh
dt , f3 = dIh

dt , f4 = dSv
dt ,

f5 = dIv
dt , f6 = dC

dt , f7 = dM
dt , f8 = dP

dt .

Thus, the only nonzero terms of A and B that are described in Theorem 1 are

wb
2vb

1vb
6

∂2 f2

(
Eb

0, β∗mv

)
∂x1∂x6

=

(
γeiαhhghβ∗mvSb∗

v wb
5

(µh + γis)(µh + γei)µm

)

×
(
(γisγei − (µh + γei)(µh + γis))(1− φeφ)βchSb∗

h σβ∗mvSb∗
v vb

7
µh(µh + γei)(µh + γis)µc(µv + µr + ξPb∗)

)

×
(

σβ∗mvSb∗
v vb

7
µc(µv + µr + ξPb∗)

)
βch < 0,

wb
2vb

6vb
1

∂2 f2

(
Eb

0, β∗mv

)
∂x6∂x1

=

(
γeiαhhghβ∗mvSb∗

v wb
5

(µh + γis)(µh + γei)µm

)(
σβ∗mvSb∗

v vb
7

µc(µv + µr + ξPb∗)

)

×
(

(γisγei−(µh+γei)(µh+γis))(1−φeφ)βchSb∗
h σβ∗mvSb∗

v vb
7

µh(µh+γei)(µh+γis)µc(µv+µr+ξPb∗)

)
βch < 0,

wb
5vb

4vb
7

∂2 f5

(
Eb

0, β∗mv

)
∂x4∂x7

= wb
5

(
−β∗mvSb∗

v vb
7

(µv + µr + ξPb∗)

)
vb

7β∗mv < 0,

wb
5vb

7vb
4

∂2 f5

(
Eb

0, β∗mv

)
∂x7∂x4

= wb
5vb

7

(
−β∗mvSb∗

v vb
7

(µv + µr + ξPb∗)

)
β∗mv < 0,

wb
5vb

7

∂2 f5

(
Eb

0, β∗mv

)
∂x7∂βmv

= wb
5vb

7
dp

τ
> 0.
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Hence, we obtain

A = wb
2vb

1vb
6

∂2 f2(Eb
0,β∗mv)

∂x1∂x6
+wb

2vb
6vb

1
∂2 f2(Eb

0,β∗mv)
∂x6∂x1

+wb
5vb

4vb
7

∂2 f5(Eb
0,β∗mv)

∂x4∂x7
+wb

5vb
7vb

4
∂2 f5(Eb

0,β∗mv)
∂x7∂x4

<0,

B = wb
5vb

7
∂2 f5(Eb

0 ,β∗mv)
∂x7∂βmv

> 0.

According to Theorem 1, forward bifurcation occurs at Rb
0 = 1. Consequently, endemic

equilibrium point Eb
1 that exists when Rb

0 > 1 is asymptotically stable if kz3, kz5, kz6 > 0,
and Rb

0 > 1 (close to 1).

Theorem 8. Endemic equilibrium point Eb
1 is asymptotically stable if kz3 > 0, kz5 > 0, kz6 > 0,

and Rb
0 > 1 (close to 1).

Now, we present the global stability condition of Eb
0.

Theorem 9. Disease-free equilibrium point Eb
0 is globally asymptotically stable if Rb

0 ≤ 1.

Proof. Consider a Lyapunov function as follows:

Q = q1

(
Sh − Sb∗

h − Sb∗
h ln Sh

Sb∗
h

)
+ q2Eh + q3 Ih + q4

(
Sv − Sb∗

v − Sb∗
v ln Sv

Sb∗
v

)
+ q5 Iv

+q6

(
P− Pb∗ − Pb∗ ln P

Pb∗

)
+ q7C + q8M,

where

q1 = q2 = βmvSb∗
v αhhghγei

µm(µh+γei)(µh+γis)
, q3 = βmvSb∗

v αhhgh
µm(µh+γis)

, q4 = q5 = 1,

q6 = ξ
τ , q7 =

(1−φeφ)βchSb∗
h βmvSb∗

v αhhghγei
µcµm(µh+γei)(µh+γis)

, q8 = βmvSb∗
v

µm
.

The time derivative of Q is

dQ
dt = q1

(
1−

Sb∗
h

Sh

)
dSh
dt +q2

dEh
dt +q3

dIh
dt +q4

(
1− Sb∗

v
Sv

)
dSv
dt +q5

dIv
dt +q6

(
1− Pb∗

P

)
dP
dt +q7

dC
dt +q8

dM
dt

= −q1µh
Sh

(
Sh − Sb∗

h

)2
+ q1γis

Sh
Ih

(
Sh − Sb∗

h

)
− q4(µh+µr)

Sv

(
Sv − Sb∗

v

)2

+
(
(Rb

0)
2 − 1

)
(µv + µr + ξPb∗)Iv + q4ξPb∗Sb∗

v

(
2−

(
Sb∗

v
Sv

+ Sv
Sb∗

v

))
.

Arithmetic mean is always greater than the geometric mean. Hence,
(

2−
(

Sb∗
v

Sv
+ Sv

Sb∗
v

))
<

0 always holds. It is clear that
(

2−
(

Sb∗
v

Sv
+ Sv

Sb∗
v

))
= 0 if Sv = Sb∗

v . Furthermore, Sh ≤ Sb∗
h al-

ways holds. Thus, it is obvious that dQ
dt ≤ 0 if Rb

0 ≤ 1. dQ
dt = 0 if and only if Sv = Sb∗

v , Sh = Sb∗
h ,

Ih = 0, and Iv = 0. Hence, the largest invariant set in
{
(Sh, Eh, Ih, Sv, Iv, C, M, P)| dQ

dt = 0
}

is

a singleton set
{

Eb
0

}
. Thus [30], Eb

0 is globally asymptotically stable if Rb
0 ≤ 1.

We proved the global stability condition of the disease-free equilibrium points, Ea
0

and Eb
0, by formulating suitable Lyapunov functions. Since we have difficulty in finding

a suitable Lyapunov function for the endemic equilibrium point, we only investigate the
local stability condition of the endemic equilibrium points (Ea

1 and Eb
1). When the local

stability condition of the endemic equilibrium point is met, the endemic equilibrium point
is asymptotically stable, but may only attract a very small part of the state space. Therefore,
studying the size of the basin of attraction of the endemic equilibrium point is relevant [31].
However, we do not discuss the basin of attraction of the endemic equilibrium point in this
article. A method for numerical estimates of the size and shape of the basin of attraction,
as well as the systems’ return time to the attractor can be seen in [31,32].
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5. Numerical Simulations

To verify and support the previous qualitative-analysis results, we performed some
numerical simulations using the parameter values presented in Table 6. Those parameter
values were taken from the literature if available. Otherwise, they are given as assumptions.

Table 6. Parameter values.

Symbol Parameter value Units Source

Πh
1000×1%

365 human× day−1 Assumed
φe 0.9 Assumed
φ 0.9 Assumed

γis
1

10×7 day−1 [13]
µh

1
365×65 day−1 [13]

γei
1

6×7 day−1 [13]
Πv 1 snail× day−1 [12]
µv 0.033 day−1 [12]
µr 0.0001 day−1 Estimated
ξ 0.01 predator−1× day−1 Assumed
σ 600 cercariae× snail−1× day−1 [20]
α 0.01 miracidia× egg−1 [12]
hh 513 egg× gram−1 [12]
gh 160 gram× human−1× day−1 [12]
µp

1
365×2 day−1 Estimated

µc 1 day−1 [12]
µm 2 day−1 [12]

Numerical simulations were performed by varying βch, βmv, and τ. Here, we present
the numerical-simulation results with initial values of Sh(0) = 900, Eh(0) = 0, Ih(0) = 100,
Sv(0) = 100, Iv(0) = 10, P(0) = 50, C(0) = 100, M(0) = 100.

5.1. Predator Becomes Extinct

In this subsection, we show the numerical results using τ = 0.00001 and βmv = 0.0004
365 .

Here, we have τΠv
(µv+µr)µp

= 0.22054 < 1; thus, the existence condition of the equilibrium
points says that the predator goes extinct. We can also show basic reproduction number
Ra

0 = 1 corresponds to the critical value of cercaria infection rate on susceptible humans, i.e.,
β∗ch = 4.71859× 10−7. If we set βch = 1.71859× 10−7 < β∗ch, then we obtain Ra

0 = 0.60350 <
1. On the basis of Theorems 4 and 6, disease-free equilibrium point (Ea

0) is asymptotically
stable. This situation was confirmed by our simulation shown in Figure 2a where Ih, Iv, and
P were convergent to zero. For the second simulation, we set βch = 4.71859× 10−6 > β∗ch
which led to Ra

0 = 3.16227 > 1. Theorem 5 states that endemic equilibrium point (Ea
1) is

asymptotically stable. The stability of (Ea
1) is clearly shown in Figure 2b, namely, Ih and Iv

converge to a positive equilibrium, whereas P goes to zero. To more clearly see the effect
of the cercaria infection rate on humans, we performed numerical simulations by varying
βch from 2.35929× 10−7 to 7.07789× 10−7, which corresponds to Ra

0 between 0.70710 to
1.22474. Figure 2c indicates the occurrence of forward bifurcation driven by Ra

0 or βch. If
Ra

0 < 1, then Ea
0 is asymptotically stable, while Ea

1 does not exist. Conversely, if Ra
0 > 1,

then Ea
0 is unstable, and there appears Ea

1, which is asymptotically stable. Bifurcation point
Ra

0 = 1 is achieved when βch = β∗ch = 4.71859× 10−7.
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(c)

Figure 2. Dynamics of Ih, Iv, P for (a) βch = 1.71859× 10−7 that corresponds to (Ra
0 < 1), and

(b) βch = 4.71859× 10−6 that corresponds to (Ra
0 > 1). (a,b) Reducing cercaria infection rate on

humans by limiting the number of contacts between susceptible humans and contaminated areas
or by using self-protective gear when entering contaminated areas can decrease schistosomiasis
prevalence. (c) Forward bifurcation diagram of System (2) in the case of the snail predator becoming
extinct, showing that schistosomiasis is eradicated if Ra

0 < 1, but it becomes endemic if Ra
0 > 1.

5.2. Predator Survives

We next performed numerical simulations using τ = 0.0001 and βch = 1.914× 10−5,
which implies that τΠv

(µv+µr)µp
= 2.20543 > 1. On the basis of the existence condition

of the equilibrium points, the predator survives. In this case, the basic reproduction
number is unity (Rb

0 = 1) if the miracidia transmission rate on snails reaches its crit-
ical value, i.e., β∗mv = 1.31409× 10−7. Hence, if we set βmv = 0.31409× 10−7 < β∗mv,
we obtain k1 = 2.43742 > 0, k4 = 0.37218 > 0, k6 = 0.01988 > 0, k8 = 0.00045 > 0,
k9 = 3.1× 10−6 > 0, and Rb

0 = 0.48889 < 1. On the basis of Theorems 7 and 9, disease-
free equilibrium point (Eb

0) is asymptotically stable. This behavior was confirmed by our
simulation, where the numerical solution was convergent to (Eb

0); see Figure 3a. On the
other hand, if we take βmv = 4.31409× 10−7 > β∗mv, such that Rb

0 = 1.81188 > 1, then
Theorem 8 shows that endemic equilibrium (Eb

1) is asymptotically stable. The stability of
(Eb

1) is confirmed by Figure 3b, which shows that the numerical solution converges to (Eb
1).

When the predator goes extinct, schistosomiasis prevalence is higher than that when the
predator survives. This means that the existence of a snail predator in the environment can
reduce schistosomiasis prevalence.
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(c)

Figure 3. Dynamics of Ih, Iv, P for (a) βmv = 0.31409× 10−7, which corresponds to Rb
0 < 1; and

(b) βmv = 4.31409× 10−7, which corresponds to Rb
0 > 1. (a,b) Reducing miracidia transmission rate

on snails by improving irrigation facilities (e.g., lining canals with cement) can reduce schistosomiasis
prevalence. (c) Forward bifurcation diagram of System (2) in the case of snail predator surviving,
showing that schistosomiasis is eradicated if Rb

0 < 1, but it becomes endemic if Rb
0 > 1.

Figure 3a,b indicate that there is an exchange of stability between the disease-free equi-
librium point and the disease endemic equilibrium point when the miracidia transmission
rate on snails is changed from βmv = 0.31409× 10−7 < β∗mv to βmv = 4.31409× 10−7 > β∗mv.
To more clearly see the effect of βmv, we plotted in Figure 3c the steady state of Ih against Rb

0.
Rb

0 between 0.70710 to 1.22474 corresponding to βmv from 0.65704× 10−7 to 1.97114× 10−7;
Rb

0 = 1 is obtained when βmv = β∗mv = 1.31409× 10−7. Figure 3c shows that System (2)
experiences forward bifurcation. Thus, Eb

0 is asymptotically stable, and Eb
1 does not exist

when Rb
0 < 1. If Rb

0 > 1, Eb
0 becomes unstable, and Eb

1 exists and it is asymptotically stable.

5.3. Impact of Snail Predator as Biological Control Agent

We now investigate the impact of a snail predator as biological control agent. Here, we
study the effect of predation rate (ξ) by using parameter values as in Table 6: τ = 0.0001,
βch = 0.1 and βmv = 4.31409× 10−7. According to [33], the predation rate is the proportion
of prey killed per predator per time. It suggests that the predation rate is related to the
effectiveness of the predator in hunting and killing snails. In this simulation, the basic
reproduction number does not depend on the predation rate and is given by Rb

0 = 18.11886.
Figure 4 shows that all numerical solutions using ξ = 0.1, ξ = 0.15, and ξ = 0.3 are
convergent to the same endemic equilibrium point. However, detailed observation shows
that the schistosomiasis prevalence in the beginning of the intervention decreased as
predation rate (ξ) increased. Several studies that are related to satiation-based predation
models show that the predation rate is related to the gut capacity of the predator [34].
Hence, we should use snail predators that can effectively hunt and kill snails, and have
high gut capacity.



Mathematics 2021, 9, 1858 21 of 25

Figure 4. Dynamics of Ih, Iv, C, M for ξ = 0.1, 0.15, 0.3, showing that the effectiveness of predators
in hunting and killing snails plays an important role in reducing schistosomiasis prevalence at the
beginning of intervention.

We next investigate the influence of conversion rate τ by performing simulations
using the same parameter values as those in Figure 4, but with varying τ and fixed
ξ = 0.01. According to [35], the conversion rate is related to the efficiency in turning
predation into new predators. It implies that the conversion rate is related to the birth
rate of snail predator. By choosing τ = 0.0001, τ = 0.00015, and τ = 0.0003, we get
the basic reproduction number (Rb

0) = 18.118869, (Rb
0) = 12.07924, (Rb

0) = 6.03962,
respectively. Hence, the basic reproduction number decreases as τ increases. The dynamics
of Ih, Iv, C, and M for τ = 0.0001, 0.00015, and 0.0003 is shown in Figure 5. Values of the
steady state of Ih, Iv, C, and M were smaller for larger values of τ. Thus, schistosomiasis
prevalence decreases as τ increases. So, the snail-predator birth rate plays an essential role
in controlling schistosomiasis spread. Figures 4 and 5 show that using a natural predator of
snails as a biological control agent can decrease schistosomiasis prevalence. These results
are in line with the results in [7].

Figure 5. Cont.
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Figure 5. Dynamics of Ih, Iv, C, M for τ = 0.0001, 0.00015, 0.0003, showing that the conversion rate
of the snail predator that is related to its birth rate plays an essential role in reducing schistosomia-
sis prevalence.

6. Conclusions

In this work, a deterministic schistosomiasis model incorporating a snail predator
as a biological control agent was discussed. The existence and stability conditions of
all equilibrium points were investigated. Our findings suggest that a snail predator as
a biological control agent can reduce the prevalence of schistosomiasis. Moreover, our
results showed that the snail-predator birth rate plays an important role in controlling
schistosomiasis spread. Despite the contributions of our work, it has some limitations. Due
to the lack of data related to the parameters of our model, we only chose parameter values
by considering the results of qualitative analysis, i.e., the existence and stability conditions
of the equilibrium points. For further research, sensitivity and cost-effectiveness analysis
of the interventions discussed in our proposed model will be considered.
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Term of Ξ.
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Ξ = η1η2η3D4
1
[
D3

2 + (η3 + D5)D2
2 + (D3D4 + η3D5)D2 + D3D4D5

]
+D3

1
[(

D4
2 + 2D3

2(η3 + D5)
)
η1η2η3

]
+D3

1 D2
2
[
η2

1 D4
3 + 4η2

1 D3
3 + 2(η1 + D5)(D4 + η1)η1D2

3 + (η4 + 3D4D5)η
2
1 D3 + η5

]
+D3

1 D2
[
η2

1 D4
3 + 2η1η4D3

3 + (η4 + 3D4D5)η
2
1 D2

3 + 2η5D3 + η1η6
]

+D3
1
[
η1D4D5D4

3 + 2η1D4D5D3
3 + η5D2

3 + η1η6D3 + η2
1 Ra

01
]

+D2
1
[
η1η2η3(η3 + D5)D4

2
]

+D2
1 D3

2
[
η1D4

3 + 4η2
1 D3

3 + 2(η1 + D4)(η1 + D5)η1D2
3 + (η4 + 3D4D5)η

2
1 D3 + η5

]
+D2

1 D2
2
[
2η2

1 D4
3 + 2(η1 + D4)(η1 + D5)η1D3

3 + 2(η4 + 2D4D5)η
2
1 D2

3
]

+D2
1 D2

2 [η8D3 + 2η1η6]

+D2
1 D2

[
η1η4D4

3 + (η4 + 3D4D5)η
2
1 D3

3
]

+D2
1 D2

[
(3η5 + D4

4 D5 + 2D3
4 D2

5 + 2D2
4 D3

5 + D4D4
5 + Ra

01)D2
3
]

+D2
1 D2

[
η1(3η6 + D3

4 D2
5 + D2

4 D3
5 + Ra

01)D3 + η7
]

+D2
1
[
D4D5η2

1 D4
3 + η5D3

3 + 2η1η6D2
3 + η7D3 + Ra

01η1η4
]

+D1D4
2
[
η2

1 D3
3 + η1η4D2

3 + 2D4D5η2
1 D3 + D2

4 D2
5η1
]

+D1D3
2
[
η2

1 D4
3 + 2η1η4D3

3 + (η4 + 3D4D5)η
2
1 D2

3 + 2η5D3 + η1η6
]

+D1D2
2
[
η1η4D4

3 + (η4 + 3D4D5)η
2
1 D3

3 + η8D2
3
]

+D1D2
2
[
η1(3η6 + D3

4 D2
5 + D2

4 D3
5 + Ra

01)D3 + η7
]

+D1D2
[
2D4D5η2

1 D4
3 + 2η5D3

3 + η1(3η6 + D3
4 D2

5 + D2
4 D3

5 + Ra
01)D2

3
]

+D1D2
[
(2D4

4 D3
5 + 2D3

4 D4
5 + 7Ra

01(D2
4 + D2

5))D3 + Ra
01(η1 + D5)(η1 + D4)η1

]
+D1

[
D2

4 D2
5η1D4

3 + η7D2
3 + Ra

01(η1 + D5)(η1 + D4)η1D3 + 2Ra
01D4D5η2

1
]

+D4
2 D4D5η1η2η3 + D3

2
[
D4D5η1(D4

3 + η1D3
3 + η5D2

3) + η1η6D3 + η2
1 Ra

01
]

+D2
2
[
D4D5η2

1 D4
3 + η5D3

3 + 2η1η6D2
3 + η7D3 + Ra

01η1η4
]

+D2
[
D2

4 D2
5η1D4

3 + η1η6D3
3 + η7D2

3 ++Ra
01(η1 + D5)(η1 + D4)η1D3 + 2Ra

01D4D5η2
1
]

+η2
1 Ra

01D3
3 + R01η1η4D2

3 + 3Ra
01D4D5η2

1 D3 + Ra
01D2

4 D2
5η1,

where
η1 = D4 + D5,
η2 = D3 + D5,
η3 = D3 + D4,
η4 = D2

4 + 3D4D5 + D2
5 ,

η5 = D4
4 D5 + 4D3

4 D2
5 + 4D2

4 D3
5 + D4D4

5 + Ra
01,

η6 = D3
4 D2

5 + D2
4 D3

5 + 2Ra
01,

η7 = D4
4 D3

5 + D3
4 D4

5 + 4Ra
01(D2

4 + D2
5) + 7Ra

01D4D5,
η8 = (3η5 + D4

4 D5 + 2D3
4 D2

5 + 2D2
4 D3

5 + D4D4
5 + Ra

01).

It is clear that Ξ > 0 because Di > 0 for i = 1, 2, 3, 4, 5.

Appendix B

On the basis of (10), l1 > 0 and l4 > 0. When we derived Theorem 4, we proved that
∆2 = l1l2 − l3 > 0. Hence, r1 = l1l2−l3

l1
> 0. We also can show that r2 > 0.

r2 =
(
ζ1D2

3 + ζ2
1D3 + ζ2ζ3ζ4

)
D3

2 +
(
ζ1D3

3 + 2ζ2
1D2

3 + ζ5D3 + ζ2ζ3ζ4ζ1
)

D2
2

+
(
ζ2

1D3
3 + ζ5D2

3 + ζ1ζ6D3 + ζ2ζ3ζ4ζ7
)

D2 + ζ2ζ3ζ4
(

D3
3 + ζ1D2

3 + ζ7D3 + D1D2D3
)
,

where

ζ1 = D1 + D4 + D5,
ζ2 = D4 + D5,
ζ3 = D1 + D5,
ζ4 = D1 + D4,
ζ5 = D2

1(D1 + 4D4 + 4D5) + D2
4(4D1 + D4 + 4D5) + D2

5(4D1 + 4D4 + D5) + 7D1D4D5,
ζ6 = 2D2

1 D4 + 2D2
4 D5 + 2D1D2

4 + 3D1D4D5 + 2D1D2
5 + 2D2

4 D5 + 2D4D2
5 ,

ζ7 = D1ζ2 + D4D5.

It is clear that r2 > 0 since Di > 0 for i = 1, 2, 3, 4, 5.
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