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Abstract: The proportional–integral plus Clegg integrator (PI + CI) controller is a hybrid extension
of the proportional–integral (PI) controller that is able to overcome fundamental limitations of the
linear and time-invariant control systems, potentially obtaining faster responses without increasing
overshooting. This work focused on the analysis and design of PI + CI controllers and reset controllers
in general, for the case of parallel multiple-input single-output (MISO) systems, extending previous
design methods developed for the single-input single-output (SISO) case. Several design strategies
were developed: one for first-order MISO plants achieving a flat response with a finite settling time,
and for second-order MISO plants obtaining a fast response with a reduced overshoot and settling
time in comparison with non-hybrid strategies. Several case studies were also developed to illustrate
the potential of the proposed methods.

Keywords: reset control; hybrid control systems; control design; PI control; nonlinear control systems;
MIMO; MISO control systems

1. Notation

Rn is the n-dimensional Euclidean space. The transpose of a matrix A will be denoted
by A>. A vector or matrix whose elements are vectors or matrices denotes their concatena-
tion. I and 0 denote, respectively, the identity and zero matrices, where the dimensions
are clear from context. The notation | · | denotes the ordinary Euclidean norm. The symbol
← is used for assignments or redefinitions. For a subset X ⊂ Rn, X◦ denotes its interior
and X̄ its closure. The symbol × denotes the Cartesian product. A sequence of vectors is
denoted by (yi)

n
i=1, and yi, with a free index i, which will sometimes be used to refer to the

entire sequence when the context is clear.
A continuous function f : [0, ∞) → [0, ∞) belongs to class K∞ (denoted f ∈ K∞) if

it is strictly increasing and unbounded, and f (0) = 0. If the unboundedness condition is
dropped, it is said that f belongs to classK. For a hybrid arc φ, dom φ denotes its associated
hybrid time domain.

2. Introduction

Linear time-invariant (LTI) control systems are known to come unavoidably associated
with fundamental limitations on their performance [1]. This fact motivates the interest in
nonlinear control strategies such as hybrid strategies (a hybrid system is a system whose
time evolution can be both continuous and discrete), capable of potentially overcoming
these limitations, while remaining simple to understand and implement.

Reset control systems [2] form an important class of hybrid control systems. Concep-
tually, reset control is a type of hybrid control in which controllers come equipped with
mechanisms for (fully or partially) resetting their state according to a given triggering event,
such as reaching a predefined threshold, or at prescribed time intervals. The field of reset
control has proven fruitful in the single variable setting, with a multitude of reset strategies
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having been successfully devised and applied in the case of single-input single-output
(SISO) systems. However, the problem of deriving reset control strategies for multiple
input and/or multiple output (MIMO) systems remains comparatively less explored, with
only a few works specifically dealing with this case [3–7].

One specific class of MIMO systems is that of multiple-input single-output (MISO)
systems. An interesting property of these systems is the availability of multiple control signals
which are able to act together on a single output, allowing for the possibility of collaborative
control strategies where the controllers may share the control load, with the aim of improving
closed-loop performance and robustness or reducing the cost of feedback with respect to SISO
strategies. In the process industry, one can find an example of applications of these systems,
e.g., in the control of heat exchangers, distillation columns or chemical reactors [8–10]. More
recent innovative applications of MISO control can be found, e.g., in the field of microfluidics,
specifically in the control of two-phase microfluidic processes [11]. More specifically, this
work is focused on the parallel MISO control structure, one of two main classes of control
structure for MISO systems usually considered in the literature [8,9,12].

A fundamental example of a reset controller, now called the Clegg integrator (CI),
was introduced by Clegg in their seminal work [13]. The CI can be thought of as an
integrator whose internal state is reset when its input signal passes through zero. Any
general reset controller can be built using Clegg integrators together with linear integrators
and constant gains, in the same way that the general linear controller can be built using only
linear integrators and constant gains. In particular, the proportional–integral plus Clegg
integrator (PI + CI) controller [14] consists of a parallel interconnection of a proportional–
integral (PI) controller and a Clegg integrator. More specifically, the integral part is replaced
by a weighted linear combination of a linear integrator and a CI, where the weight is a new
dimensionless design parameter pr, called the reset ratio. Intuitively, when the controller
input signal crosses zero, its averaged state (defined as the weighted averaged sum of the
states of the integrator and of the CI) is scaled by a factor of (1− pr), corresponding to a
partial resetting. Between consecutive reset actions, the behavior of the PI + CI controller is
that of a linear PI controller (base controller), with all its familiar properties.

In this work, we consider a robust implementation of the Clegg integrator in the frame-
work of hybrid inclusions (HI) [15], by attaching a zero-crossing detection mechanism [16]
to it, and also considering other improvements such as a variable band resetting law
and variable reset ratio. A parallel MISO control structure is considered, for which both
well-posedness and stability in the framework of [15] will be analyzed.

Several design methods for PI + CI tuning are proposed for reference tracking and
disturbance rejection. These design methods allow to achieve perfect tracking and distur-
bance rejection in the case of the parallel control of first-order plants, and an improved
response based on the optimization of a weighted integrated squared error (ISE) in the case
of higher-order plants.

This work is a revised and extended version of the conference paper [17], where new
contributions include an extension to high-order plants of the design rules for the first-order
MISO plants therein derived, as well as an analysis of stability and well-posedness. In
Section 3, we recall some basic definitions and results of the HI framework, also introducing
respective models for the CI, the PI + CI, and general reset controllers, considering different
resetting laws. Section 4 discusses the proposed parallel MISO reset control structure,
including some simple stability conditions for later use. In Section 5, first-order MISO
plants are investigated, and design techniques to achieve a flat response, both in reference
tracking and disturbance rejection, are derived. Similarly, Section 6 is devoted to higher-
order MISO plants, for which a design technique is obtained for the proper tuning of
PI + CI controllers with variable reset. Several case studies are also presented to illustrate
the developed design techniques.
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3. Preliminaries
3.1. The HI Framework

This work uses the hybrid dynamical systems framework (usually referred to as the
hybrid inclusions framework) developed in [15]. Some basic definitions follow (see [15] for
technical details), specifically adapted to a particular class of hybrid system with jump and
flow maps given by continuous functions. A hybrid system Σ with state x ∈ Rn is given by

Σ :
{

ẋ = f (x), if x ∈ F ,
x+ = g(x), if x ∈ J .

(1)

with the following data: the flow mapping f : Rn → Rn, the jump mapping g : Rn → Rn,
the flow set F ⊂ Rn, and the jump set G ⊂ Rn.

A hybrid time domain E is a subset of R≥0 ×N, it is an union of intervals of the form
[tj, tj+1]× {j} for any j ∈ N and some nondecreasing sequence tj j of real numbers (finite or

infinite), with the last interval (if it exists) possibly being of the form [tJ , T), with T finite or
T = ∞. A solution to the hybrid system Σ is a function φ(t, j) (or hybrid arc) defined on a
hybrid time domain and taking values on Rn, which is locally absolutely continuous on
each interval of E. Any solution must satisfy:

1. dφ(t, j)/dt = f (φ(t, j)) almost everywhere when its image is contained in F ; and
2. φ(t, j + 1) = g(φ(t, j)) when its image is in J .

Moreover, it must satisfy φ(0, 0) ∈ F̄ ∪ J .
For Σ, the so-called hybrid basic conditions [15] are satisfied if f and g are continuous

functions, and the sets F and G are both closed subsets of Rn. It can be shown that these
conditions guarantee that Σ is well-posed; informally speaking, the limit φ of any graphically
convergent sequence {φi}i of solutions to the system is also a solution, even when the
system is subject to vanishingly small perturbations (where the graphical convergence of
a sequence of hybrid arcs means the convergence of their graphs in R≥0 ×N×Rn). The
well-posedness of a hybrid system implies that its solution sets inherit several relevant
properties: upper semicontinuous dependence with respect to initial conditions, robustness
against perturbations such as measurement noise and the preservation of asymptotic
stability under small perturbations.

A compact set A is called locally pre-asymptotically stable for the hybrid system Σ if
for every ε > 0 there exists δ > 0 such that any solution φ to the system with |φ(0, 0)|A ≤ δ
satisfies |φ(t, j)|A ≤ ε for any (t, j) ∈ dom φ, and if there exists µ > 0 such that any solution
satisfying |φ(0, 0)|A ≤ µ is bounded and, if φ is complete, limt+j→∞ |φ(t, j)|A = 0.

Note that uniform global pre-asymptotic stability implies local pre-asymptotic sta-
bility. A sufficient condition for uniform pre-asymptotic stability is the existence of a
Lyapunov function. Assume that Σ satisfies the hybrid basic conditions, and that there
exists a candidate Lyapunov function V with F ∪J ∪ g(J ) ⊂ dom V, that is continuously
differentiable on an open set containing F .

A closed set A is uniformly globally pre-asymptotically stable for the hybrid system
Σ if there exists a candidate Lyapunov function V, α1, α2 ∈ K∞ and a continuous positive
definite function ρ such that the three following conditions are satisfied:

α1(|x|A) ≤ V(x) ≤ α2(|x|A) ∀x ∈ F ∪ J ∪ g(J ), (2a)

〈∇V(x), f (x)〉 ≤ −ρ(|x|A) ∀x ∈ F , (2b)

V(g(x))−V(x) ≤ −ρ(|x|A) ∀x ∈ J . (2c)

Moreover, a closed setA is uniformly globally pre-asymptotically stable for the hybrid
system Σ if conditions (2a) and (2b) hold for some V, there exists λ ∈ K∞ such that:

V(g(x)) ≤ λ(V(x)) x ∈ J , (3)
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and there exist some γ ∈ K∞ and J > 0 such that for any solution φ to the system,
(t, j) ∈ dom φ implies:

j ≤ γ(|φ(0, 0)|A) + J (4)

Note that these stability conditions apply to those instances in which there is a finite
number of jumps for a given initial condition.

3.2. Reset Control

A reset controller [18] is a linear and time-invariant (LTI) controller (referred to as a base
controller) with a mechanism to fully or partially reset its state to zero, according to some
given triggering condition (the resetting law), such as a signal reaching a specified threshold.
In this work, both zero-crossing and reset band resetting laws will be used [2,16,19], i.e., a
reset is performed when the closed-loop error takes a zero value, or when its magnitude
reaches some threshold.

3.2.1. A Clegg Integrator with Zero-Crossing Detection

A basic reset controller is the Clegg integrator (CI) [13], which is a fundamental
building block in the structure of a reset controller. Several models of the CI have been used
in the literature [2,18,20]. Here, the following recent implementation will be used [16,17]:

CI :


ẋ = e, if (e, q) ∈ F ,(
x+

q+

)
=

(
0 0
0 −1

)(
x
q

)
, if (e, q) ∈ J ,

(5)

where (x, q) ∈ R× {1,−1} is the CI state, and the jump and flow sets are given by

J = {(e, q) ∈ R× {−1, 1} | q e ≤ 0}, (6a)

F = {(e, q) ∈ R× {−1, 1} | q e ≥ 0}, (6b)

as illustrated in Figure 1. This implementation, which uses a discrete state q to detect a
zero-crossing of the error signal e, has the advantage of being robust against abrupt changes
in e due for example to measurement noise.

x

e

J1 F1

q = 1

x

e

J−1F−1

q = −1
Figure 1. Jump and flow sets for the zero-crossing resetting law.

3.2.2. The PI + CI Controller

This work is especially focused on the PI + CI controller [14] which is a simple
extension of the well-known proportional–integral (PI) controller, to which a CI is added in
parallel (Figure 2). In addition to the proportional gain kP and the integral time TI , it has
one extra parameter pr, the reset ratio. In spite of its simplicity, the PI + CI controller has
been successfully used in several practical applications [2,19].

Its state is (xr, q) ∈ R2 × {1,−1}, where xr = (xI , xCI) is composed of two sub-states
corresponding to the linear integrator state and the CI state, and is given by
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PI + CI :


ẋr =

(
1
1

)
e, if (e, q) ∈ F ,(

x+r
q+

)
=

(
Aρ 0
0 −1

)(
xr
q

)
, if (e, q) ∈ J ,

(7)

where Aρ =

(
1 0
0 0

)
, and the output signal is:

u = kP e +
kP
TI

((1− pr)xI + prxCI). (8)

The jump and flow sets are given by (6) in the case of a zero-crossing resetting law.
The case of reset band corresponds to:

J = {(e, q) ∈ R× {−1, 1} | q S(e) ≤ 0}, (9a)

F = {(e, q) ∈ R× {−1, 1} | q S(e) ≥ 0}, (9b)

where S(e) is the output of some (possibly nonlinear) transformation applied to the signal
e. If S(e) = e + θė for some θ ∈ R, then the controller has a variable band resetting law, and
the parameter θ is the variable band.

In addition, it may be appropriate in control practice to use a time-varying reset ratio
pr [2,19]. In this case, the controller performs a variable reset.

As will be seen in Sections 5 and 6, the Clegg integrator in the PI + CI controller may
be thought of as a substitute of the (filtered) derivative term in the more traditionally used
proportional–integral–derivative (PID) controller, fulfilling a similar role with respect to
reducing the overshoot and settling time. The similarities become even more prominent
once one considers a variable band, which is also essentially a predictive element depending
on the derivative of the error. For this reason, although a more general “PID + CI” consisting
of a PI + CI plus a derivative term is mathematically possible, it is not considered in this
work to avoid unnecessary complexity.

1− pr

prCI

1
s 1

TI
kP

xc
+

+

++e u

Figure 2. Block diagram of a proportional–integral plus Clegg integrator (PI + CI) controller.

3.2.3. A General Reset Controller

More generally, a reset controller with state (xr, q) ∈ Rnr ×{1,−1}, and with a number
nρ of states to be reset, is considered. It is assumed that the last nρ states are set to zero at a
jump, whereas the other states remain unaffected. The reset controller is described by

C :


ẋr = Arxr + Bre, if (e, q) ∈ F ,(

x+r
q+

)
=

(
Aρ 0
0 −1

)(
xr
q

)
, if (e, q) ∈ J ,

u = Crx + Dre.

(10)

where Ar, Br, Cr, Dr are constant matrices of the appropriate dimensions. Again, the reset-
ting law is given by the flow and jump sets (6) or (9), depending on the case.
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4. Reset Control of MISO Systems

MISO systems represent an important class of problems in control practice, which
arise whenever two or more control inputs are available to act on a single output. The
collaborative control of MISO systems is based on dividing the control effort into multiple
controllers acting on each input. In this way, a well-designed MISO control strategy is
capable of using the additional control variables to reduce the cost of feedback on the
controllers and improve the closed-loop performance with respect to a strategy using only
one input (SISO), as well as yielding better robustness in the case of controller saturation or
failure [8,9]. Among the examples of MISO systems in the process industry, as mentioned
in the introduction, we can find applications in the control of heat exchangers, distillation
columns or chemical reactors [8,9,21].

The main goal of this work was the application of reset control to MISO systems, with
the basic purpose of obtaining an improved performance. In particular, the focus will be on
PI + CI controllers; we will show how they can be applied to the MISO setting, overcoming
the performance of the universally used PI(D) controllers. The case of parallel MISO control
structures will be investigated in the following.

4.1. Parallel MISO Reset Control Systems

One of the two main MISO control system structures is the parallel control structure
(Figure 3), also known as centralized control or load-sharing control (the other main structure
is the series control structure). This structure is a generalization of the one proposed in
Brosilow et al. [12], and has been considered for example in [8,9,22–24]. Applications can
be found, e.g., in [25] (idle speed control of an engine), [10] (temperature control), [26] (aero-
electric power station control), [27] (control of spacecrafts), [28] (control of a continuous
stirred tank reactor) and [29] (control of an artificial pancreas).

Cn

C2

C1 P1

P2

Pn

...
...

ry e

d1u1 v1

d2

u2 v2

dn

un vn

y1

y2

yn

y
−

Figure 3. Block diagram of a parallel multi.input single-output (MISO) control structure.

An LTI MISO system consisting of n plants is controlled by respective reset controllers
Ci, i = 1, . . . , n, of the form (10). The ith plant is described by

ΣPi :
{

ẋpi = Apixpi + Bpivi
yi = Cpixpi,

(11)

and we will add the subscript i to refer to all variables in (10) associated with the ith
controller except the variable q, which will be shared among all of them (this will be
referred to as synchronous reset). The total output is defined by y = ∑n

i=1 yi. Finally, the
feedback connection is achieved by setting e = ry − y, where ry is a reference signal, and
vi = ui + di, for input disturbances di, for i = 1, 2, . . .

This kind of MISO control structure has the advantage of being versatile, and is
commonly used in cases where there is no clear hierarchical ordering into plants with fast
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and slow dynamics [9]. Sometimes a master controller CM is also explicitly considered
as part of the structure (this is called coordinated control); however, from a mathematical
perspective, it can be treated as part of the other controllers by means of the redefinition
Ci ← CMCi.

The closed-loop state is defined as

(x, q) = (xp1, . . . , xpn, xr1, . . . , xrn, q),

where, in addition, m = ∑n
i=1(npi + nri). For the case of zero exogenous inputs (reference

and disturbances), the closed-loop reset control system is then described as a hybrid system
similar to (1):

ΣCL :


ẋ = Ax, if (x, q) ∈ FCL,(

x+

q+

)
=

(
ARx
−q

)
, if (x, q) ∈ JCL,

(12)

where A ∈ Rm×m, AR ∈ Rm×m,FCL and JCL are uniquely determined from Ari, Api, Bri,
etc. Namely, A is given by

A =



Ap1−Bp1Dr1Cp1 ··· −Bp1Dr1Cpn Bp1Cr1 ··· 0

...
. . .

...
...

. . .
...

−BpnDrnCp1 ··· Apn−BpnDrnCpn 0 ··· BpnCrn
−Br1Cp1 ··· −Br1Cpn Ar1 ··· 0

...
. . .

...
...

. . .
...

−BrnCp1 ··· −BrnCpn 0 ··· Arn

 (13)

and AR by

AR =



I · · · 0 0 · · · 0
...

. . .
...

...
. . .

...
0 · · · I 0 · · · 0
0 · · · 0 Aρ1 · · · 0
...

. . .
...

...
. . .

...
0 · · · 0 0 · · · Aρn


. (14)

The resetting law is given by the jump and flow sets

JCL = {(x, q) ∈ Rn × {1,−1} : q CR x ≤ 0}, (15a)

FCL = {(x, q) ∈ Rn × {1,−1} : q CR x ≥ 0}, (15b)

for some matrix (of matrix function) CR ∈ R1×m. Note that both FCL and JCL are closed
sets whose union is the whole space. The zero-crossing resetting law corresponds to:

CR = C =
(−Cp1 · · · −Cpn 0 · · · 0

)
, (16)

whereas it is easy to see that a variable band resetting law, where all controllers have the
same variable band θ, can be equivalently modeled by choosing:

CR = C(I + θA). (17)

More general resetting laws could be considered in principle, for example, a resetting
law in which each controller Ci has its own variable band θi, but the reset control system
analysis and design would be much harder.

Note that setting individual reset actions may cause asynchronous triggering at dif-
ferent times, and this switching-like behavior cannot be captured by a single hyperplane-
crossing detection. Another consequence is that sharing the logical variable q among
the controllers is not anymore justified; instead, each controller needs to keep its own
associated variable qi, which further complicates the treatment. Furthermore, undefined



Mathematics 2021, 9, 1823 8 of 22

behavior would arise when the system is in such a state that two or more reset actions are
triggered at the same time; one would need to consider 2n − 1 cases in total to properly
account for all possibilities, corresponding to the number of possible non-empty subsets of
controllers affected by a reset. For these reasons, only the case of identical variable bands
will be taken into consideration in this work.

4.2. Well-Posedness and Stability

Consider the parallel MISO reset control system ΣCL, as given by (11)–(15). Well-
posedness of ΣCL directly follows from the fact that f (x) = Ax and g(x) = ARx are
continuous maps, and the flow and map sets FCL and JCL are closed sets, and thus ΣCL
satisfies basic hybrid conditions. Well-posedness in this sense [15] is a less restrictive
condition than the one considered in [30]. Nevertheless, it still implies some important
properties regarding the robustness, stability and nature of the solutions (we refer the
reader to [15] for technical details).

Stability for the closed-loop system ΣCL (12) of the set A = {0} × {−1, 1} is analyzed
in the following. The setA consists of the two equilibrium states at zero (one for each value
of the variable q). The problem is approached by using a Lyapunov function satisfying the
sufficient Lyapunov conditions forA to be uniformly globally asymptotically stable for ΣCL.

(Stability Conditions #1) Consider the parallel MISO reset control system ΣCL with a zero
crossing resetting law. The set A is globally asymptotically stable for ΣCL if there exists a matrix
P > 0 such that:

A>P + PA ≤ −εI, (18a)

and:
Θ>(ARPAR − P)Θ ≤ −εΘ>Θ, (18b)

hold for some ε > 0 and any matrix Θ such that Im Θ = Ker C.

Proof. The MISO reset control system ΣCL has a state (x, q). Consider a quadratic Lya-
punov function V(x, q) = x>Px, the result follows after checking the sufficient Lyapunov
conditions (2). Condition (2a) is easily satisfied by taking α1(|(x, q)|A) = λmin|x|2 and
α2(|(x, q)|A) = λmax|x|2 where λmin and λmax are, respectively, the minimum and maxi-
mum eigenvalues of P, both positive real numbers since P > 0. For the condition (2b), it is
true that:

〈∇V(x, q), f (x, q)〉 = xT(AT P + PA)x; (19)

now taking ρ(|(x, q)|A) = ε|x|2, from (18a) directly follows (2b). The fulfillment of condi-
tion (2c) is a bit more complicated. Firstly, it is shown that (2c) can be relaxed to:

V(g(x, q))−V((x, q)) ≤ −ε‖x‖2,

∀x ∈ ∂J = {(x, q) ∈ Rn × {1,−1} : Cx = 0} (20)

since no solution to the system (12) takes values in the region J ◦CL = {(x, q) ∈ Rn ×
{1,−1} : q Cx < 0} except possibly at the initial instant (0, 0). By contradiction, we assume
that there exists some solution φ = (x, q) such that φ(t, j) ∈ J ◦CL satisfies (2c) for some
(t, j) 6= (0, 0), and thus q(t, j)Cx(t, j) < 0. There are two possibilities:

• (t, j− 1) ∈ dom φ, and then φ(t, j− 1) ∈ JCL. This means that x(t, j) = ARx(t, j− 1),
and we must have both q(t, j − 1)Cx(t, j − 1) ≤ 0 and q(t, j)CARx(t, j − 1) < 0.
However, this is impossible, since CAR = C and q(t, j− 1) = −q(t, j).

• (t, j) belongs to a connected component of dom φ which is not a singleton, i.e., there
exists ε > 0 such that (t− τ, j) ∈ dom φ for all 0 < τ < ε, and hence φ(t− τ, j) ∈ FCL
for almost all such τ. Since J ◦CL is an open set, we can choose τ small enough such that
φ(t− τ, j) ∈ J ◦CL ∩ FCL. However, this is a contradiction, since J ◦CL ∩ FCL is empty.
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Finally, since V(g(x, q)) − V((x, q)) = x>(ARPAR − P)x, considering Θ to be any
full-rank right annihilator of C, that is, satisfying Im Θ = Ker C, from (18b) conditions (19)
and thus (2c) follow, ending the proof.

For the case of a resetting law with a variable reset band, corresponding to flow and
jump sets given by (15) and (17), stability does not follows from (18), since in this case,
CR AR 6= CR. However, a more conservative version of this result holds for this resetting
law if one replaces (18b) by the more conservative condition:

A>R PAR − P ≤ −εI. (21)

Note that both conditions in Section 4.2, and the modified condition (21), are stated in
the form of linear matrix inequalities (LMI), which is useful for computational purposes.

The following alternative stability conditions easily follow (basically they correspond
to the case of a stable base system that performs a finite number of jumps).

(Stability Conditions #2) Consider the parallel MISO reset control system ΣCL with a zero
crossing resetting law. The set A is globally asymptotically stable for ΣCL if there exists a matrix
P > 0 such that (18a) is satisfied, and in addition, there exist some γ ∈ K∞ and J > 0 such that
for any solution φ to the MISO system, (t, j) ∈ dom φ implies:

j ≤ γ(|φ(0, 0)|A) + J. (22)

Proof. It follows directly since conditions (2a), (2b) and (4) of the stability result are satisfied
with a quadratic Lyapunov function V(x) = x>Px. For condition (3), consider a function
λ(s) = (λR

max/λmin)s, where λR
max > 0 is the largest eigenvalue of A>R PAR and λmin > 0 is

the smallest eigenvalue of P.

5. Design of PI + CI Controllers for Parallel First-Order MISO Plants

In this section, we derive two sets of tuning rules that produce a flat response against
step disturbances or reference changes, respectively, for first-order systems, extending
previous work [31] to parallel MISO control structures. The term “flat response” (see
Figure 4) is understood to mean that the error signal is zeroed after the first reset instant,
that is, e(t, 1) becomes identically zero for all t > t1, where t1 denotes the first reset instant.
Two different control objectives are considered:

• Reference tracking: the output signal must asymptotically follow a given reference
signal ry(t, j) as closely as possible;

• Disturbance rejection: the effect of possible disturbance signals di(t, j) at the input of
each plant must be minimized.

Each control objective is treated separately; if in a certain application both control
objectives need to be met, one may follow the approach in [31] where the controller allows
for time-varying reset ratios, and a supervisory control mechanism is added to detect which
disturbance is acting on the system (if any), modifying pri accordingly.

Taking into account the considered control objectives, the problem can be separated
into two independent parts: first, the base linear system’s parameters are tuned to achieve
the desired initial speed, and then, the parameters affecting the reset actions are adjusted to
reduce the overshooting and settling time after zero-crossings; consequently, any common
LTI design strategy can be used to tune kPi and TIi. The developments in this section and
the next one concern the latter part.

Consider the n× 1 first-order linear MISO plant given by the subplants:

Pi :
{

ẋpi = −aixpi + bivi,
yi = xpi.

(23)
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In the following developments, it is assumed that the base linear controllers are
designed in such a way that the error signal presents oscillatory behavior, crossing zero in
finite time (otherwise no reset would take place, and the evolution of the system would be
identical to that of its LTI equivalent). This means that the base linear response will usually
be more aggressive than that obtained by following some common PI tuning rules such
as the Skogestad Internal Model Control (SIMC) rule [32]. However, as we will see, a flat
response will always be nominally produced no matter how fast the base dynamics is.

1 2 3 4 5

0.5

1

1.5

2

t1

t

y(
t)

Figure 4. Illustration of a closed-loop flat response y under a reference change: (thin line) equivalent
linear response, (thick line) resetted response.

5.1. Reference Tracking

Suppose that a step change in the reference signal ry(t, j) = w10u(t) is applied to the
system into consideration, which we assume to be initialized at zero. Here u(t) denotes
the Heaviside unit step function, whereas w10 6= 0 is a scaling factor. Denote by t1 the first
reset instant, i.e., the minimum t1 > 0 such that e(t1) = 0. From (7)–(23), the ith plant state
xpi(t, j) flows in [0, t1]× {0} according to:

ẋpi(t, j) = −aixpi(t, j) + bikPi

(
e(t, j) +

1
TIi

((1− pri)xIi(t, j) + prixCIi(t, j))
)

. (24)

A closer look at the controller states xIi and xCIi reveals that:

xIi(t1, 0) = xCIi(t1, 0) =
∫ t1

0
e(t, 0) dt = xI , (25)

that is, all the integrator and CI states of all the controllers take an identical constant value
(which is defined as xI with some abuse of notation) before the first jump. After the jump,
the integrator states hold their value xI , and the CI states are reset to zero. Now, since
after the first jump it is true that xIi(t1, 1) = xIi(t1, 0) = xI , and xCIi(t1, 1) = 0, and also
xpi(t1, 1) = xpi(t1, 0) and e(t1, 1) = e(t1, 0) = 0 (the jump is produced at the instant in
which the error signal is zero), then from (24), the results show that:

ẋpi(t1, 1) = −aixpi(t1, 0) + bi
kPi
TIi

(1− pri)xI . (26)

It is clear that a flat response will be achieved if ẋpi(t1, 1) = 0 for all plants, since in
this way the closed-loop system reaches its steady state (as the time derivatives ẋIi(t, 1) =
ẋCIi(t, 1) = e(t, 1) = 0, for t > t1). From (26), it directly follows that the reset ratio pri takes
the value:

pri = 1− aiTIixpi(t1, 0)
bikPixI

. (27)

As a result, to obtain a flat response y, that is, a response with dom y = [0, t1]× {0} ∪
[t1, ∞) and y(t1, 1) = 0 for any t1 ≥ 0, each PI + CI controller should have a different
reset ratio pri given by (27), depending on the value of the plant state at the first jump
xpi(t1, 0). Moreover, not all the pri are independent due to the fact that y = ∑n

i=1 xpi and
y(t1, 0) = w10. In particular, they satisfy:
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n

∑
i=1

bikPixI(1− pri)

aiTIi
= w10. (28)

Specializing (27) to the SISO case (n = 1), the tuning rule derived in [19] is recovered:

pr = 1− a1TIw10

b1kPxI
. (29)

5.2. Disturbance Rejection

According to the parallel control structure (Figure 3), different disturbances di may be
acting at the input of the plants Pi. It is again considered that they are step disturbances
di(t, j) = w20i u(t) (for any (t, j) ∈ dom d). It is assumed that the system is initially at rest.

The flow equation for the state xpi associated to the plant Pi is:

ẋpi(t, j) = −aixpi(t, j) + bikPi

(
e(t, j) +

1
TIi

((1− pri)xIi(t, j) + prixCIi(t, j))
)
+ bidi(t, j). (30)

After the first jump, that is, at (t, j) = (t1, 1), again xpi(t1, 1) = xpi(t1, 1), e(t1, 1) = 0,
xIi(t1, 1) = xIi(t1, 0) = xI = constant, and xCIi(t1, 1) = 0, and thus (30) results in:

ẋpi(t1, 1) = −aixpi(t1, 0) + bi
kPi
TIi

(1− pri)xI + biw20i. (31)

After rearranging terms, the tuning rule for the reset ratio pri that produce a flat
response (making ẋpi(t1, 1) = 0) is:

pri = 1− (aixpi(t1, 0)− biw20i)TIi

bikPixI
, (32)

where again, since y = ∑n
i=1 xpi and y(t1, 0) = 0, reset ratios pri must satisfy:

n

∑
i=1

bikPixI(1− pri)

aiTIi
= −

n

∑
i=1

w20i
ai

. (33)

Again specializing (32) to the case n = 1 gives the reset ratio tuning rule developed
in [19]:

pr = 1 +
w20TI
kPxI

. (34)

5.3. Guidelines and Limitations

The tuning rules for a flat response (27) and (32) depend on n− 1 values of the plant
states after the first jump. In fact, they use the n plant states xpi(t1, 0), but one of them
linearly depends on the others through (28) or (33). A reasonable way to obtain the values
xpi(t1, 0), without the necessity of using an analytical expression, is by using state observers.
Note that since the integrator and CI states of all the controllers are identical up to the first
jump, then:

ui(t, 0) = kPie(t, 0) +
kPi
TIi

(
(1− pri)xIi(t, 0) + prixCIi(t, 0)

)
= kPie(t, 0) +

kPi
TIi

∫ t

0
e(t, 0) dt (35)

for t ∈ [0, t1], and thus it is only strictly necessary to tune the reset ratios pri just before the
first jump at t = t1. As a consequence, the controllers have a time interval [0, t1] to obtain a
good estimate of xpi(t1, 0). Note that once the reset ratios are tuned at the first jump, then
they keep the same value afterwards.

An important fact is that although in (27), (28) and (32), (33) reset ratios values explic-
itly depend on the amplitudes w10 and w20i of the reference and disturbances, respectively,
it turns out that resulting tuned values pri take the same values independently of w10 and
w20i. This is due to the fact that, before the first jump, the MISO reset control system flows
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like a linear (and time-invariant) system, and thus the values of xpi(t1, 0) and xI scale
accordingly to the amplitudes w10 and w20i. The result is that the values pri are intrinsic
numbers of the MISO reset control system for a flat response: the same values will produce
flat responses for any step reference or disturbance signal of arbitrary amplitude.

Unlike in the SISO case, where the tuning rules always result in reset ratios between
0 and 1, the MISO tuning rules (27) or (32) (for n > 1) may result in large values of pri
(positive or negative) in some cases. Since the proposed PI + CI controllers are equipped
with a zero-crossing detection mechanism (by the use of the discrete state q), this is not a
major issue even with (small) measurement noise, since ui(t1, 1) is reasonably bounded
when resets occur close to a zero-crossing. Nevertheless, whenever large reset ratios arise
in practice, it might be an indication that either the base linear controllers are ill-designed or
the plants have very different dynamics (for example, one is much slower than the others).
In the latter situation, the PI + CI-based parallel control approach might be unsuitable, and
one should consider a different control structure.

5.4. Stability

The proposed parallel control architecture generically includes marginally stable
modes for the flow dynamics if n > 1. Indeed, consider v defined as

v =



v1
v2
...

vn
a1v1

b1kI1(1−pr1)

0
...

anvn
bnkIn(1−prn)

0


(36)

for some v1, . . . , vn ∈ R such that ∑n
i=1 vi = 0, and any 1 6= pri ∈ R (i = 1, · · · , n).

It easily follows that Av = 0 and ARv = v, and since CRv = 0 then there exist solu-
tions φ to the MISO reset control system with φ(t, j) ∈ v× {1,−1} for any (t, j) ∈ dom φ,
corresponding to alternating flows and jumps of arbitrary length.

As a consequence, some modification is necessary for the PI + CI control strategy
to achieve closed loop stability with respect to the equilibrium point {0} × {1,−1}. One
simple way to avoid this problem is to slightly modify the PI + CI controller structure by
including a small damping parameter ε affecting all the Clegg integrator blocks, as follows:

CIε :


ẋ = −εx− e, if (e, q) ∈ F ,(
x+

q+

)
=

(
0 0
0 −1

)(
x
q

)
, if (e, q) ∈ J ,

(37)

The presence of the new design parameter ε makes it impossible to achieve a perfect flat
response with a zero-crossing law, since in general ẋIi(t1, 1) = −εxIi(t1, 1) 6= 0. However,
a reasonable approximation in practice is obtained for small values of ε in comparison to
the inverse of the closed-loop rise time.

It should be emphasized that in the SISO case [2,14], corresponding to n = 1, stability
is proven by taking advantage of the fact that the reset instants are always periodic. This
special feature is particular to SISO systems (and first-order plants), and it is no longer true
in the MISO setting. Non-periodicity makes the stability analysis essentially as difficult
as the general case, thus one has to resort to more general results such as the stability
conditions developed in Section 4.2.

Since, in a well-tuned MISO reset control system, the error will be very close to its
steady state after a finite number of resets (usually 3–5 jumps will suffice), the stability
conditions #2 can be directly used by imposing a maximum number of reset actions.
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Note that condition (22) is trivially satisfied with J being the maximum number of
jumps and γ = 0. Furthermore, the rest of the conditions are easily satisfied when the base
system is stable.

5.5. Case Study: Reference Tracking in a 3× 1 MISO System

Consider a parallel MISO reset control system, with the three plants given by the
following transfer functions:

P1(s) =
0.5

1 + s
, P2(s) =

1.5
0.2 + s

, P3(s) =
3

5 + s
(38)

(to connect with previous sections, note that we have Pi(s) = bi/(ai + s)). The base linear PI
controllers were initially tuned according to the Skogestad Internal Model Control (SIMC)
rule [32] (treating each plant–controller subbranch as an SISO system), and then the values
of kPi and TIi were manually modified to produce a dominant oscillatory closed-loop
response, thus forcing the reset to occur. The resulting parameters are:

kP1 = 2.00, TI1 = 0.333,

kP2 = 0.67, TI2 = 0.067,

kP3 = 0.33, TI3 = 1.667.

(39)

For simplicity, here, the values of xpi(t1, 0) and xI have been obtained by simulating
the step response of the MISO reset control system with the base PI controllers, and then
obtaining the values of the plant states and integrator states at the first jump (in practice, a
state observer should be used). Using: (27) and (28), for n = 3, results in:

pr1 = 0.531, pr2 = 0.942, pr3 = −2.482. (40)

These reset ratios, jointly with (39), determine the three PI + CI controllers. The unit
step response of the MISO reset control system is now simulated, where a measurement
noise consisting of a pseudo-random uniform signal of magnitude 0.025 has been added to
the plant output. Figure 5 shows the expected flat response after the first jump; noting that,
in spite of the measurement noise, the overshooting has been almost completely eliminated
in comparison with the base control system, considerably decreasing the settling time as
well (the response would be flat after the first jump in absence of noise). It should be
emphasized that this property of robustness to noise is formally guaranteed by the fact that
the parallel MISO reset control system (12) satisfies the basic hybrid conditions [15]. Note
also that the sensor noise effect on the closed-loop systems is similar both for the base and
the resetted controllers, and does not significantly degrade the after-reset response, even if
the reset action is triggered a little earlier than in the noiseless case.

0 0.5 1 1.5 2 2.5 3 3.5
0

0.5

1

t

y
(t
)

Figure 5. Closed-loop step response y under a reference change: (orange) base PI controllers; and
(blue) PI + CI controllers.
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Moreover, the controller outputs are shown in Figure 6a–c, showing how control
signals achieve their steady state at the first reset instant. Finally, the closed-loop stability
of this MISO reset control system is analyzed. Once the modification (37) is performed on
all PI + CI controllers, with ε = 10−5, the stability conditions #1 from Section 4.2 are checked
to be feasible by using a semidefinite programming solver. The solution:

P =



0.09 0.09 0.09 −0.01 −0.01 −0.00 −0.03 −0.00 0.00
0.09 0.09 0.09 −0.01 −0.01 −0.00 −0.03 −0.00 0.00
0.09 0.09 0.10 −0.01 −0.01 −0.00 −0.03 −0.01 0.00
−0.01 −0.01 −0.01 17.4 0.00 −6.75 0.00 −10.3 −0.00
−0.01 −0.01 −0.01 0.00 28.1 0.00 −20.4 0.00 −7.44
−0.00 −0.00 −0.00 −6.75 0.00 16.3 0.00 −9.45 −0.00
−0.03 −0.03 −0.03 0.00 −20.4 0.00 33.3 0.00 −11.8
−0.00 −0.00 −0.01 −10.3 0.00 −9.45 0.00 19.8 −0.00
0.00 0.00 0.00 −0.00 −7.44 −0.00 −11.8 −0.00 19.2


· 108

is obtained, and thus the origin {0} × {1,−1} is globally asymptotically stable for the
MISO reset control system.

Alternatively, by disabling jumps after the first one, stability conditions #2 from
Section 4.2 easily apply, since the base MISO system with ε = 10−5 is stable (which can
be easily proven by checking the eigenvalues of A).

0 0.5 1 1.5 2 2.5 3 3.5
−1

0

1

2

t

u
1
(t
)

(a) Control output u1.

0 0.5 1 1.5 2 2.5 3 3.5

0

1

t

u
2
(t
)

(b) Control output u2.

Figure 6. Cont.
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(c) Control output u3.

Figure 6. Controller outputs for the reference tracking example: (orange) base PI controllers; (blue)
PI + CI controllers.

5.6. Case Study: Disturbance Rejection in a 2× 1 MISO System

In this example, a disturbance rejection problem with a two-input system is considered,
where the two plants are given by the following transfer functions:

P1(s) =
1

1 + s
, P2(s) =

1.5
1.5 + s

. (41)

The problem of disturbance rejection is considered for step disturbances at the
input of the first plant. No measurement noise is explicitly considered in this case, as
it has already been shown not to significantly affect the results. The corresponding PI
controller parameters, tuned to obtain a fast oscillatory response in the same way as
Case Study 5.5, are:

kP1 = 4, TI1 = 1/16,

kP2 = 5, TI2 = 1/32.
(42)

Reset ratios are obtained by using (32) and (33):

pr1 = −2.074, pr2 = 0.808. (43)

A disturbance d1 is considered (d2 = 0), consisting of the sum of a unit step at t = 0
and a step of amplitude −0.5 at t = 1. As Figure 7 clearly shows, both disturbances are
perfectly rejected by two respective reset actions (it is worth emphasizing that the values of
pr1, pr2 are constant and there is no need to update them after each reset). The controller
outputs are shown in Figure 8a,b.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

−2

0

2

4

·10−2

t

y
(t
)

Figure 7. Closed-loop response y under a disturbance signal: (orange thin line) base PI controllers;
(blue thick line) PI + CI controllers.
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(a) Controller output u1.
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(b) Controller output u2.

Figure 8. Controller outputs for the disturbance rejection example: (orange thin line) base PI
controllers; (blue thick line) PI + CI controllers.

Now, we consider closed-loop stability for this MISO system. Again, we perform
the modification (37) on both PI + CIs, taking a small value such as ε = 10−5. As before,
solving the LMI stability conditions #1, the solution:

P =



0.0176 0.0175 0.0020 −0.0071 −0.0014 0.0122
0.0175 0.0175 −0.0081 −0.0071 −0.0055 0.0122
0.0020 −0.0081 3.0207 −0.0000 −0.6415 0.0000
−0.0071 −0.0071 −0.0000 2.9706 −0.0000 −3.2296
−0.0014 −0.0055 −0.6415 −0.0000 1.4868 0.0000
0.0122 0.0122 0.0000 −3.2296 0.0000 3.8922

 · 105.

is found. As a result, the origin {0} × {1,−1} is globally asymptotically stable for the
MISO reset control system.

Again, if only one jump is allowed, the stability conditions #2 may be used to prove
stability by directly checking that the eigenvalues of the matrix A are strictly in the left
half plane.

6. Design of PI + CI Controllers for Parallel High-Order MISO Plants

In control practice, it is relatively rare for systems to exhibit only first-order behavior.
Many important physical phenomena such as oscillations or resonance are tied to the
existence of complex poles in the frequency domain, which requires at least second-order
plants. Hence, it is desirable to explore possible extensions of the previously developed PI
+ CI-based strategies to higher-order systems.

In general, even for the SISO case, the PI + CI controller is unable to achieve a flat
response for plants with orders higher than one. It is nevertheless true that the PI + CI may
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still achieve a good performance in comparison with a PI controller [19]. In the following,
this previous PI + CI design method will be extended and improved for the case of a
parallel MISO plant, postulating time-varying reset ratios and a variable band resetting
law.

6.1. Time-Varying Reset Ratios

A time-varying reset ratio of pri is postulated. For any (tk, k − 1) ∈ dom pri, it is
considered that pri(t, k− 1) = pk

ri = constant, for t ∈ [tk−1, tk). These values p1
ri, p2

ri, · · ·
are computed by minimizing the integrated squared error (ISE) after each reset action,
weighted by an exponential term. More specifically, pk

ri is computed by minimizing the
value ISEk,α, defined as

ISEk,α =
∫ ∞

tk

ek(t)2e−2α(t−tk) dt (44)

where ek(t), t ∈ [tk, ∞), which is what the error signal after the kth jump would be if no
more jumps were enabled. In addition, an exponential weight, with a new parameter α, is
used to give more weight to the values of the error signals close to the instant tk.

Note that, as a particular case, when α = 0, we recover the method developed in [19].
In general, a good rule of thumb is to take α ≈ 0.5τ−1, where τ denotes the average time
interval between two consecutive zero-crossings of the base system; in this way, ISEk,α
is an approximation of the integrated squared error between tk and tk+1, since at times
t� tk+1, the contribution will be exponentially suppressed. Following the method in [19],
and considering the new exponential weighting factor, results in:

ISEk,α = x(tk, k− 1)>Lx(tk, k− 1). (45)

Here, L > 0 is a solution of the Lyapunov equation (A− αI)>L + L(A− αI) + C>C = 0.
As before, we distinguish two cases: reference tracking and disturbance rejection. For each
case, it is assumed that the matrix A corresponds to a minimal realization of the base MISO
control system.

Since x(tk, k − 1) depends affinely on pk
ri, we arrive at a quadratic minimization

problem whose objective function is of the form x(tk, k − 1)>Lx(tk, k − 1) = y>Mky +
b>k y + ck where y = (pk

r1, . . . , pk
rn). This minimization problem has an explicit solution

given by ymin = − 1
2 M−1

k bk. As a result, the proposed reset ratios for the m PI + CI
controllers are simply obtained by

(pk
r1, · · · , pk

rn)
> = −1

2
M−1

k bk, (46)

where Mk and bk are quadratic functions of x(tk, k− 1) with coefficients that depend only
on the parameters of the plants and controllers.

6.2. A Variable Band Resetting Law

Another degree of freedom to achieve a better performance is based on the modi-
fication of the zero-crossing resetting law. Here, the variable band resetting law (17) is
proposed, with a parameter θ that is related to the bandwidth. It is assumed that all the
PI + CI controllers are synchronous, i.e., all have the same variable band.

In principle, a good idea would be to consider a time-varying parameter θk, k = 1, 2, · · ·
and compute optimal values by minimizing ISEk,α. However, if n > 1, θk enters the objec-
tive function ISEk,α in a rather complex way, which makes it very difficult, if not impossible,
to solve the optimization problem. Here, a simple two-step design method is proposed,
considering a constant value of θ:

1. A value of θ is chosen. It must be taken low enough so that the error signal is, to a
good approximation, linear in the time intervals spanning θ units of time before any
zero-crossing. In general, if the plants are approximated by first-order systems with
time delay, θ should be taken as smaller than the lowest of the delays.
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2. A quadratic optimization problem analogous to (44) is solved to find optimal values
for the reset ratios with respect to that constant value of θ. The solution is formally
the same as (46).

6.3. Guidelines and Limitations

In general, as in the first-order case, the obtained expression (46) depends on the plant
and controller states at (t, j) = (tk, k − 1). An online implementation of this algorithm
requires knowing or estimating the values of the plant states, xpi(tk, k), ẋpi(tk, k), . . . in real
time (this is also true, particularly in the SISO case, where the reset ratio is an explicit
function of ė(tk, k) = −ẋp1(tk, k) [19]). Again, in a situation where state feedback is
unavailable, a simple way to estimate plant states is to use a state observer and make use
of the estimated values x̂pi(tk, k), ˆ̇xpi(tk, k), etc. Note that this will be more difficult if either
the order of the number of plants is high, since a MISO n× 1 mth order plant has in general
a total of mn states.

An important difference with respect to both the MISO first-order and SISO second-
order cases is that no explicit algebraic formula is available to calculate pri. However,
as mentioned previously, it follows from the form of the minimization problem that
Mk = M(x(tk, k− 1)) and bk = b(x(tk, k− 1)), where M and b are exclusively functions
of the parameters of the plants and base controllers, and thus numerically computable
a priori once the plant has been identified. Thus, updating the reset ratios online in-
volves the evaluation of a known quadratic function at a vector x(tk, k− 1), which is not
computationally expensive.

Another possible limitation absent from the first-order case concerns the use of the
variable band, which depends on the derivative of the error signal. This derivative must
be filtered to avoid accidental early triggering of a reset action due to measurement noise.
To avoid this problem, a standard solution (also common, e.g., in PID controllers with
a nonzero derivative part) is to use a low-pass filter with an associated time constant
τf . According to the frequency analysis performed in [19], if the time filter constant is
chosen such that τf ∈ [0.1θ, 0.4θ], the filter will reduce the effect of noise without negatively
affecting the reset actions.

Finally, the same considerations with regard to reset ratios of high magnitude for the
first-order reset strategy in Section 5.3 are also applicable here.

6.4. Case Study: Step Tracking for a 2× 1 Second Order Plant

This case consists of a two-input single-output plant that models a refrigeration system,
and has been adapted from [21], where it comprises the cooling part of a room temperature
control system. Here, the two plants (corresponding to an air conditioning input and a
cooling water input, respectively) are approximated by second-order systems, and the
above design method is applied to design a parallel PI + CI control setup. The plants are
given by the transfer functions:

P1(s) =
−5

(1 + 8s)(1 + 2s)
, P2(s) =

−10
(1 + 15s)(1 + 3s)

. (47)

The two base PI controllers are first designed for a fast and oscillatory response,
following the same method as in previous case studies. Their parameters are:

kP1 = −0.8, TI1 = 8,

kP2 = −0.5, TI2 = 15.
(48)

With these parameters, the dominant complex eigenvalues of the closed loop system
are λ± = −0.2209 ± 0.5532i, so the zero-crossings of the base system occur with an
eventual semi-period of π/|Imλ±| = 5.68 s. One has 0.5τ−1 = 0.088; the slightly higher
value α = 0.1 is chosen.



Mathematics 2021, 9, 1823 19 of 22

Moreover, a variable band θ < hmin should be used, where hmin = 2 is the smallest
plant delay [21]. After some trial and error, we choose θ = 0.5.

Finally, Equation (46) is used for the online computation of the values or pk
ri, at

k = 1, 2, . . . Here the reference input ry is a step signal of amplitude w10 = 2 starting at
t = 1. The reset actions have been disabled after three jumps (at t = 11 s) when the error
signal is near the stationary state. As we can see in Figure 9, in comparison with the base
control system, the step response is clearly improved after the first reset action at t ≈ 4,
considerably decreasing both the overshooting and the settling time. The controller outputs
are shown in Figure 10a,b, and the (time-varying) reset ratios in Figure 11.
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Figure 9. Closed-loop step response output y: (orange thin line) base PI controllers; (blue thick line)
PI + CI controllers.
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(a) Controller output u1.
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(b) Controller output u2.

Figure 10. Controller outputs for the step response: (orange thin line) base PI controllers; (blue thick
line) PI + CI controllers.
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Figure 11. Projection onto the time domain of the time-varying reset ratios pr1(t, j) (green) and
pr2(t, j) (red) in the third case study.

Table 1 shows the ISE, IAE and overshoot metrics for the MISO reset control system
compared to the base LTI MISO control system; the result is an improvement of 13.21%
of the ISE, 26.70% of the integrated absolute error (IAE) and 64.11% of the maximum
overshoot percentage. Finally, closed-loop stability easily follows by directly applying the
stability conditions #2, with J = 3.

Table 1. Integrated squared error (ISE), integrated absolute error (IAE), and maximum overshoot
percentage, for the parallel MISO reset control system and its base system.

MISO System (PI) MISO System (PI + CI)

ISE 7.015 6.088

IAE 6.835 5.010

Overshoot 29.26% 10.50%

7. Conclusions

New reset control strategies for MISO plants under a parallel configuration have
been explored in the framework of hybrid inclusions, in which a model for a general reset
controller has been formalized, allowing for the statement and proof of several desirable
structural properties such as robustness against measurement noise or stability. The main
contributions of this work are a set of design methods to tune reset controllers, specifically
PI + CI controllers, which generalize previous design techniques that have been found very
useful in the single variable setting to the MISO case.

We considered both first-order MISO plants, where tuning rules were derived achiev-
ing a flat closed-loop step response (both in reference tracking and disturbance rejection),
and higher-order plants, where an online algorithm has been developed, obtaining an
optimal performance minimizing the integral of a weighted squared error. It is believed
that this work will also serve as a basis to develop reset control strategies for several other
related problems, such as for example a series MISO control structure, as well as MISO
plants with time delays.
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Abbreviations
The following abbreviations are used in this manuscript:

PI Proportional–integral
PID Proportional–integral–derivative
CI Clegg integrator
SISO Single-input single-output
MISO Multiple-input single-output
MIMO Multiple-input multiple-output
LTI Linear time-invariant
LMI Linear matrix inequalities
ISE Integrated squared error
IAE Integrated absolute error
HI Hybrid inclusions
SIMC Skogestad internal model control
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