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## 1. Introduction

There is a huge number of papers investigating properties of the so-called Stolarsky (or extended) two-parametric mean values, defined for positive variables $x, y ; x \neq y$, as

$$
E_{r, s}(x, y):=\left(\frac{r\left(x^{s}-y^{s}\right)}{s\left(x^{r}-y^{r}\right)}\right)^{1 /(s-r)}, \quad r s(r-s) \neq 0
$$

Those means can be continuously extended on the domain

$$
\left\{(r, s ; x, y) \mid r, s \in \mathbb{R} ; x, y \in \mathbb{R}_{+}\right\}
$$

by the following

$$
E_{r, s}(x, y)= \begin{cases}\left(\frac{r\left(x^{s}-y^{s}\right)}{s\left(x^{r}-y^{r}\right)}\right)^{1 /(s-r)}, & r s(r-s) \neq 0 \\ \exp \left(-\frac{1}{s}+\frac{x^{s} \log x-y^{s} \log y}{x^{s}-y^{s}}\right), & r=s \neq 0 \\ \left(\frac{x^{s}-y^{s}}{s(\log x-\log y)}\right)^{1 / s}, & s \neq 0, r=0 \\ \sqrt{x y}, & r=s=0 \\ x, & y=x>0\end{cases}
$$

and in this form has been introduced by Keneth Stolarsky in [1].
Most of the classical two variable means are just special cases of the class $E$. For example, $E_{1,2}=\frac{x+y}{2}$ is the arithmetic mean, $E_{-r, r}=E_{0,0}=\sqrt{x} y$ is the geometric mean, $E_{0,1}=\frac{x-y}{\log x-\log y}$ is the logarithmic mean, $E_{1,1}=\left(x^{x} / y^{y}\right)^{\frac{1}{x-y}} / e$ is the identric mean, etc. More generally, the $r$-th power mean $\left(\frac{x^{r}+y^{r}}{2}\right)^{1 / r}$ is equal to $E_{r, 2 r}$ ([2]).

Characteristic properties of Stolarsky means are:

1. Symmetry in variables, $E_{r, s}(x, y)=E_{r, s}(y, x)$;
2. Symmetry in parameters, $E_{r, s}(x, y)=E_{s, r}(x, y)$;
3. Means $E_{r, s}(x, y)$ are homogeneous of order one i.e, $E_{r, s}(t x, t y)=t E_{s, r}(x, y), t>0$.
4. Means $E_{r, s}(x, y)$ are monotone increasing in both parameters $r$ and $s$.

By two articles $([3,4])$ published in Amer.Math. Monthly, this class of means attains popularity in a wide audience. As a result, great number of papers are produced investigating its most subtle properties. In this sense we quote here papers [5,6]. A comparison of Stolarsky and Gini means is given in [7-9], weighted variants in [10,11]. F. Qi in [12] find intervals of $r, s$ where these means are logarithmically convex/concave, etc.

Furthermore, there are several papers attempting to define an extension of the class $E$ to $n, n>2$ variables. Unfortunately, this is done in a highly implicit mode ([5,6,13-15]).

Here is an illustration of this point; J. Merikoski ([13]) has proposed the following generalization of the Stolarsky mean $E_{r, s}$ to several variables

$$
E_{r, s}(X):=\left[\frac{L\left(X^{s}\right)}{L\left(X^{r}\right)}\right]^{\frac{1}{s-r}}, r \neq s
$$

where $X=\left(x_{1}, \cdots, x_{n}\right)$ is an $n$-tuple of positive numbers and

$$
L\left(X^{s}\right):=(n-1)!\int_{I_{n-1}} \prod_{i=1}^{n} x_{i}^{s u_{i}} d u_{1} \cdots d u_{n-1}
$$

The symbol $I_{n-1}$ stands for the Euclidean simplex which is defined by

$$
I_{n-1}:=\left\{\left(u_{1}, \cdots, u_{n-1}\right): u_{i} \geq 0,1 \leq i \leq n-1 ; u_{1}+\cdots+u_{n-1} \leq 1\right\}
$$

In this article we shall expose two possible explicit formulae of Stolarsky means in $n \geq 2$ variables which preserve its main properties and coincide for $n=2$.

The first one is given by the following
Let $X_{n}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}_{+}^{n}$. Then,

$$
e_{r, s}\left(X_{n}\right)=e_{r, s}\left(x_{1}, x_{2}, \ldots, x_{n}\right):=\left(\frac{r^{2}}{s^{2}} \frac{x_{1}^{n s}+x_{2}^{n s}+\ldots+x_{n}^{n s}-n\left(x_{1} x_{2} \ldots x_{n}\right)^{s}}{x_{1}^{n r}+x_{2}^{n r}+\ldots+x_{n}^{n r}-n\left(x_{1} x_{2} \ldots x_{n}\right)^{r}}\right)^{\frac{1}{n(s-r)}}, r s(s-r) \neq 0
$$

represents an extension of Stolarsky means to the multi-variable case.
Remark 1. We assume that there exist $j, k ; 1 \leq j<k \leq n$, such that $x_{j} \neq x_{k}$.
It is of interest to examine the inner structure of those means. For example, applying the formula

$$
x^{3}+y^{3}+z^{3}-3 x y z=\frac{1}{2}(x+y+z)\left[(x-y)^{2}+(y-z)^{2}+(z-x)^{2}\right]
$$

we obtain that

$$
e_{r, s}\left(x_{1}, x_{2}, x_{3}\right)=\left(A_{r, s}\left(x_{1}, x_{2}, x_{3}\right)\right)^{1 / 3}\left(B_{r, s}\left(x_{1}, x_{2}, x_{3}\right)\right)^{2 / 3}
$$

where

$$
A_{r, s}\left(x_{1}, x_{2}, x_{3}\right):=\left(\frac{x_{1}^{s}+x_{2}^{s}+x_{3}^{s}}{x_{1}^{r}+x_{2}^{r}+x_{3}^{r}}\right)^{1 /(s-r)}
$$

is the well-known Gini mean, and

$$
B_{r, s}\left(x_{1}, x_{2}, x_{3}\right):=\left(\frac{r^{2}}{s^{2}} \frac{\left(x_{1}^{s}-x_{2}^{s}\right)^{2}+\left(x_{2}^{s}-x_{3}^{s}\right)^{2}+\left(x_{3}^{s}-x_{1}^{s}\right)^{2}}{\left(x_{1}^{r}-x_{2}^{r}\right)^{2}+\left(x_{2}^{r}-x_{3}^{r}\right)^{2}+\left(x_{3}^{r}-x_{1}^{r}\right)^{2}}\right)^{1 /(2(s-r))}
$$

is the new mean in 3 variables which coincides with the Stolarsky mean $E_{r, s}\left(x_{1}, x_{2}\right)$ whenever $x_{3}=x_{1}$ or $x_{3}=x_{2}$.

This notion leads to the second, more general representation of Stolarsky means in many variables.
Let $A_{n}=\left(a_{1}, a_{2}, \ldots, a_{n}\right), X_{n}=\left(x_{1}, x_{2}, \ldots, x_{n}\right), Y_{n}=\left(y_{1}, y_{2}, \ldots, y_{n}\right) ; A_{n}, X_{n}, Y_{n} \in \mathbb{R}_{+}^{n}$.
Then

$$
E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right):=\left(\frac{r^{2}}{s^{2}} \frac{a_{1}\left(x_{1}^{s}-y_{1}^{s}\right)^{2}+a_{2}\left(x_{2}^{s}-y_{2}^{s}\right)^{2}+\cdots+a_{n}\left(x_{n}^{s}-y_{n}^{s}\right)^{2}}{a_{1}\left(x_{1}^{r}-y_{1}^{r}\right)^{2}+a_{2}\left(x_{2}^{r}-y_{2}^{r}\right)^{2}+\cdots+a_{n}\left(x_{n}^{r}-y_{n}^{r}\right)^{2}}\right)^{\frac{1}{2(s-r)}}
$$

represents another multi-variable variant of Stolarsky means.
It will be shown in the sequel that both means $e_{r, s}\left(X_{n}\right)$ and $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are monotone increasing in parameters $r$ and $s$. An intriguing task is to determine some necessary and sufficient conditions for their monotonicity in $n$. Although the solution is relatively simple in the second case and reduces to the monotonicity of sequences $X_{n}$ and $Y_{n}$ (independently of $A_{n}$ ), this question is much more complicated for the means $e_{r, s}\left(X_{n}\right)$.

For example, means $e_{0,0}\left(X_{n}\right)$ are monotone increasing/decreasing in $n$ if and only if $x_{n} \gtrless g\left(z\left(X_{n-1}\right), e_{0,0}\left(X_{n-1}\right)\right), n \geq 3$, where $z\left(X_{n}\right)$ is the geometric mean of numbers $X_{n}$ and $g\left(z_{n}, e_{0,0}\left(X_{n}\right)\right):=z_{n}\left(e_{0,0}\left(X_{n}\right) / z_{n}\right)^{3(n+1) /(n+2)}$.

## 2. Results and Proofs

Recall that the Jensen functional $J_{n}(p, x ; f)$ is defined on an interval $I \subseteq \mathbb{R}$ by

$$
J_{n}(p, x ; f):=\sum_{1}^{n} p_{i} f\left(x_{i}\right)-f\left(\sum_{1}^{n} p_{i} x_{i}\right)
$$

where $f: I \rightarrow \mathbb{R}, x=\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in I^{n}$ and $p=\left\{p_{i}\right\}_{1}^{n}$ is a positive weight sequence.
Another well known assertion is the following
Jensen's inequality: If $f$ is twice continuously differentiable and $f^{\prime \prime} \geq 0$ on an interval $I$, then $f$ is convex on I and the inequality

$$
J_{n}(p, x ; f)=\sum_{1}^{n} p_{i} f\left(x_{i}\right)-f\left(\sum_{1}^{n} p_{i} x_{i}\right) \geq 0
$$

holds for each $x:=\left(x_{1}, \ldots, x_{n}\right) \in I^{n}$ and any positive weight sequence $p:=\left\{p_{i}\right\}_{1}^{n}$ with $\sum_{1}^{n} p_{i}=1$.
The next two properties of Jensen functionals will be of importance in the sequel.
Theorem $\mathbf{1}$ ( $[16,17])$. Let $f, g: I \rightarrow \mathbb{R}$ be twice continuously differentiable functions. Assume that $g$ is strictly convex and $\phi$ is a continuous and strictly monotone function on $I$.

Then the expression

$$
\phi^{-1}\left(\frac{J_{n}(p, x ; f)}{J_{n}(p, x ; g)}\right), \quad(n \geq 2)
$$

represents a mean value of the numbers $x_{1}, \cdots, x_{n} \in I$, that is

$$
\min \left\{x_{1}, \cdots, x_{n}\right\} \leq \phi^{-1}\left(\frac{J_{n}(p, x ; f)}{J_{n}(p, x ; g)}\right) \leq \max \left\{x_{1}, \cdots, x_{n}\right\}
$$

if and only if the relation

$$
f^{\prime \prime}(t)=\phi(t) g^{\prime \prime}(t)
$$

holds for each $t \in I$.

Theorem 2 ([18]). Let $f_{s}$ be a twice continuously differentiable function on the interval $J:=(c, d)$ for each parameter $s \in I:=(a, b)$. If $s \rightarrow f_{s}^{\prime \prime}(x)$ is log-convex on I for each $x \in J$, then the expression

$$
s \rightarrow \Phi_{f}(w, x ; s):=\sum_{1}^{n} w_{i} f_{s}\left(x_{i}\right)-f_{s}\left(\sum_{1}^{n} w_{i} x_{i}\right)
$$

is log-convex on I for each $x:=\left(x_{1}, \ldots, x_{n}\right) \in J^{n}$, where $w=\left\{w_{i}\right\}_{1}^{n}$ is any positive weight sequence.
Lemma 1. A function $F$ is convex on an interval I if and only if the ratio

$$
\frac{F(s)-F(r)}{s-r}
$$

is monotone increasing in both $r$ and $s$ for $r, s \in I$.
In the following two theorems we shall prove that our expressions $e_{r, s}\left(X_{n}\right)$ and $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$, extended to the whole $(r, s)$ plane, are actually means which preserve all main properties of the ordinary Stolarsky means and coincide with them for $n=2$.

Theorem 3. Let,

$$
e_{r, s}\left(x_{1}, x_{2}, \ldots, x_{n}\right)= \begin{cases}\left(\frac{r^{2}\left(\sum_{1}^{n} x_{i}^{n s}-n\left(\prod_{1}^{n} x_{i}\right)^{s}\right)}{s^{2}\left(\sum_{1}^{n} x_{i}^{n r}-n\left(\prod_{1}^{n} x_{i}\right)^{r}\right)}\right)^{1 /(n(s-r))} & , r s(s-r) \neq 0 \\ \left(\frac{2}{n s^{2}} \frac{\sum_{1}^{n} x_{i}^{n s}-n\left(\prod_{1}^{n} x_{i}\right)^{s}}{n \sum_{1}^{n} \log ^{2} x_{i}-\left(\sum_{1}^{n} \log x_{i}\right)^{2}}\right)^{1 /(n s)} & , r=0, s \neq 0 \\ \exp \left(\frac{-2}{n s}+\frac{\sum_{1}^{n} x_{i}^{n s} \log x_{i}-\left(\sum_{1}^{n} \log x_{i}\right)\left(\Pi_{1}^{n} x_{i}\right)^{s}}{\sum_{1}^{n} x_{i}^{n s}-n\left(\prod_{1}^{n} x_{i}\right)^{s}}\right) & , r=s \neq 0 \\ \exp \left(\frac{n^{2} \sum_{1}^{n} \log ^{3} x_{i}-\left(\sum_{1}^{n} \log x_{i}\right)^{3}}{3 n\left(n \sum_{1}^{n} \log ^{2} x_{i}-\left(\sum_{1}^{n} \log x_{i}\right)^{2}\right)}\right) & , r=s=0\end{cases}
$$

Then

1. Expressions $e_{r, s}\left(X_{n}\right)$ are means, that is,

$$
\min \left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \leq e_{r, s}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \leq \max \left\{x_{1}, x_{2}, \ldots, x_{n}\right\}
$$

2. $e_{r, s}\left(X_{n}\right)$ are symmetric in parameters $r$ and s i.e., $e_{r, s}\left(X_{n}\right)=e_{s, r}\left(X_{n}\right)$.
3. $e_{r, s}\left(X_{n}\right)$ are symmetric in all variables.
4. $e_{r, s}\left(X_{n}\right)$ are homogeneous of order one.
5. $\quad e_{r, s}\left(X_{n}\right)$ are monotone increasing in both parameters $r$ and $s$.
6. $e_{r, s}\left(x_{1}, x_{2}\right)=E_{r, s}\left(x_{1}, x_{2}\right)$.

Proof. Note that the Properties 2-4 are evident and can be proved directly.
We apply Theorem A for the proof of Property 1.
Namely, choose that $g=f_{r}(y)$ and

$$
f=f_{s}(y):= \begin{cases}\left(e^{s y}-s y-1\right) / s^{2} & , s \neq 0 \\ y^{2} / 2 & , s=0\end{cases}
$$

The conditions of Theorem A are fulfilled with

$$
f^{\prime \prime}(y)=e^{s y}, g^{\prime \prime}(y)=e^{r y}, \phi(y)=e^{(s-r) y}, \phi^{-1}(y)=\frac{1}{s-r} \log y
$$

for $r \neq s$.
Therefore, with $p_{i}=1 / n$, we obtain

$$
\min \left\{y_{i}\right\}_{1}^{n} \leq \frac{1}{s-r} \log \left(\frac{r^{2}}{s^{2}} \frac{\sum_{1}^{n} e^{s y_{i}}-n e^{\left(\sum_{1}^{n} y_{i}\right) s / n}}{\sum_{1}^{n} e^{r y_{i}}-n e^{\left(\sum_{1}^{n} y_{i}\right) r / n}}\right) \leq \max \left\{y_{i}\right\},
$$

that is,

$$
e^{\min \left\{y_{i}\right\}_{1}^{n}} \leq\left(\frac{r^{2}}{s^{2}} \frac{\sum_{1}^{n} e^{s y_{i}}-n e^{\left(\sum_{1}^{n} y_{i}\right) s / n}}{\sum_{1}^{n} e^{r y_{i}}-n e^{\left(\sum_{1}^{n} y_{i}\right) r / n}}\right)^{1 /(s-r)} \leq e^{\max \left\{y_{i}\right\}_{1}^{n}}
$$

In the case $r=0, s \neq 0$, we have

$$
f^{\prime \prime}(y)=e^{s y}, g^{\prime \prime}(y)=1, \phi(y)=e^{s y}, \phi^{-1}(y)=\frac{1}{s} \log y .
$$

Hence,

$$
e^{\min \left\{y_{i}\right\}_{1}^{n}} \leq\left(\frac{2 n}{s^{2}} \frac{\sum_{1}^{n} e^{s y_{i}}-n e^{\left(\sum_{1}^{n} y_{i}\right) s / n}}{n \sum_{1}^{n} y_{i}^{2}-\left(\sum_{1}^{n} y_{i}\right)^{2}}\right)^{1 / s} \leq e^{\max \left\{y_{i}\right\}_{1}^{n}}
$$

Now, change of variables $e^{y_{i}}=x_{i}, s \rightarrow n s, r \rightarrow n r$, evidently leads to the desired results.
For the proof of Property 5. we shall use Theorem B.
By the function $f_{s}(y)$ defined above, we have that $f_{s}^{\prime \prime}(y)=e^{s y}$ is log-convex for $s \in \mathbb{R}$.
Hence, by Theorem B we obtain that the form

$$
F(s)=\frac{\sum_{1}^{n} e^{s y_{i}}-n e^{\left(\sum_{1}^{n} y_{i}\right) s / n}}{n s^{2}}
$$

is log-convex on $\mathbb{R}$.
Since a positive function is log-convex on $I$ if its logarithm is convex on $I$, applying Lemma 1 we have that the form

$$
\frac{\log F(s)-\log F(r)}{s-r}=\log \left(\frac{r^{2}}{s^{2}} \frac{\sum_{1}^{n} e^{s y_{i}}-n e^{\left(\sum_{1}^{n} y_{i}\right) s / n}}{\sum_{1}^{n} e^{r y_{i}}-n e^{\left(\sum_{1}^{n} y_{i}\right) r / n}}\right)^{1 /(s-r)}
$$

is monotone increasing in both $r$ and $s$.
The same change of variables $e^{y_{i}}=x_{i}, s \rightarrow n s, r \rightarrow n r$, proves the validity of Property 5.
Finally, for the Property 6. of Theorem 3, we have

$$
\begin{gathered}
e_{r, s}\left(x_{1}, x_{2}\right)=\left(\frac{r^{2}}{s^{2}} \frac{x_{1}^{2 s}+x_{2}^{2 s}-2\left(x_{1} x_{2}\right)^{s}}{x_{1}^{2 r}+x_{2}^{2 r}-2\left(x_{1} x_{2}\right)^{r}}\right)^{1 /(2(s-r))} \\
=\left(\frac{r^{2}}{s^{2}} \frac{\left(x_{1}^{s}-x_{2}^{s}\right)^{2}}{\left(x_{1}^{r}-x_{2}^{r}\right)^{2}}\right)^{1 /(2(s-r))}=\left|\frac{r}{s} \frac{\left(x_{1}^{s}-x_{2}^{s}\right)}{\left(x_{1}^{r}-x_{2}^{r}\right)}\right|^{1 /(s-r)}=E_{r, s}\left(x_{1}, x_{2}\right) .
\end{gathered}
$$

Theorem 4. Let,

$$
E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)= \begin{cases}\left(\frac{r^{2}\left(\sum_{1}^{n} a_{i}\left(x_{i}^{s}-y_{i}^{s}\right)^{2}\right.}{s^{2}\left(\sum_{1}^{n} a_{i}\left(x_{i}^{r}-y_{i}^{s}\right)^{2}\right.}\right)^{1 /(2(s-r))} & , r s(s-r) \neq 0 \\ \left(\frac{\sum_{1}^{n} a_{i}\left(x_{i}^{s}-y_{i}^{s}\right)^{2}}{s^{2} \sum_{1}^{n} a_{i}\left(\log x_{i}-\log _{i}\right)^{2}}\right)^{1 /(2 s)} & , r=0, s \neq 0 \\ \exp \left(\frac{-1}{s}+\frac{\sum_{1}^{n} a_{i}\left(x_{i}^{s}-y_{i}^{s}\right)\left(x_{i}^{s} \log x_{i}-y_{i}^{s} \log y_{i}\right)}{\sum_{1}^{n} a_{i}\left(x_{i}^{s}-y_{i}^{s}\right)^{2}}\right) & , r=s \neq 0 \\ \exp \left(\frac{\sum_{1}^{n} a_{i}\left(\log x_{i}-\log y_{i}\right)\left(\log x_{i}^{2} x_{i}-\log ^{2} y_{i}\right)}{2 \sum_{1}^{n} a_{i}\left(\log x_{i}-\log y_{i}\right)^{2}}\right) & , r=s=0\end{cases}
$$

Then

1. Functions $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are means.
2. Means $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are symmetric in parameters $r$ and $s$.
3. Means $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are symmetric in variables, that is, $E_{r, s}^{n}\left(A_{n} ; X_{n}, Y_{n}\right)=E_{r, s}^{n}\left(A_{n} ; Y_{n}, X_{n}\right)$.
4. Means $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are homogeneous of order one.
5. $\quad E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are monotone increasing in both parameters $r$ and $s$.
6. $\quad E_{r, s}\left(a_{1} ; x_{1}, y_{1}\right)=E_{r, s}\left(x_{1}, y_{1}\right)$.

Remark 2. We assume that there exists $i, 1 \leq i \leq n$, such that $x_{i} \neq y_{i}$.
Proof. Properties 2-6 are self-evident. For the rest of the proof we can assume that $x_{i}>y_{i}, i=1,2, \ldots, n$. Otherwise, we put $x_{i} \in Y_{n}, y_{i} \in X_{n}$.

Furthermore, because of symmetry, we take $s \geq r$.
To prove Property 1, note that from the definition of Stolarsky means, for $s>r \neq 0$ and each $i=1,2, \ldots, n$, the bounds

$$
y_{i} \leq\left(\frac{r\left(x_{i}^{s}-y_{i}^{s}\right)}{s\left(x_{i}^{r}-y_{i}^{r}\right)}\right)^{1 /(s-r)} \leq x_{i}
$$

are known.
Hence,

$$
\left(s\left(x_{i}^{r}-y_{i}^{r}\right)\right)^{2} y_{i}^{2(s-r)} \leq\left(r\left(x_{i}^{s}-y_{i}^{s}\right)\right)^{2} \leq\left(s\left(x_{i}^{r}-y_{i}^{r}\right)\right)^{2} x_{i}^{2(s-r)}
$$

and

$$
s^{2} \sum_{i=1}^{n} a_{i}\left(x_{i}^{r}-y_{i}^{r}\right)^{2} y_{i}^{2(s-r)} \leq r^{2} \sum_{i=1}^{n} a_{i}\left(x_{i}^{s}-y_{i}^{s}\right)^{2} \leq s^{2} \sum_{i=1}^{n} a_{i}\left(x_{i}^{r}-y_{i}^{r}\right)^{2} x_{i}^{2(s-r)}
$$

wherefrom one easily obtains that

$$
s^{2}\left(\min \left\{y_{i}\right\}\right)^{2(s-r)} \sum_{i=1}^{n} a_{i}\left(x_{i}^{r}-y_{i}^{r}\right)^{2} \leq r^{2} \sum_{i=1}^{n} a_{i}\left(x_{i}^{s}-y_{i}^{s}\right)^{2} \leq s^{2}\left(\max \left\{x_{i}\right\}\right)^{2(s-r)} \sum_{i=1}^{n} a_{i}\left(x_{i}^{r}-y_{i}^{r}\right)^{2},
$$

i.e.,

$$
\min \left\{y_{i}\right\} \leq\left(\frac{r^{2}\left(\sum_{1}^{n} a_{i}\left(x_{i}^{s}-y_{i}^{s}\right)^{2}\right.}{s^{2}\left(\sum_{1}^{n} a_{i}\left(x_{i}^{r}-y_{i}^{r}\right)^{2}\right.}\right)^{1 / 2(s-r)} \leq \max \left\{x_{i}\right\}, i=1,2, \ldots, n
$$

The other cases follow simultaneously as a results of limit processes inside the definite fixed bounds.

For example, for $r=s=0$, we have

$$
\begin{gathered}
E_{0,0}\left(A_{n} ; X_{n}, Y_{n}\right)=\exp \left(\frac{\sum_{1}^{n} a_{i}\left(\log x_{i}-\log y_{i}\right)\left(\log ^{2} x_{i}-\log ^{2} y_{i}\right)}{2 \sum_{1}^{n} a_{i}\left(\log x_{i}-\log y_{i}\right)^{2}}\right) \\
=\exp \left(\frac{\sum_{1}^{n} a_{i}\left(\log x_{i}-\log y_{i}\right)^{2} \log \left(\sqrt{x_{i} y_{i}}\right)}{\sum_{1}^{n} a_{i}\left(\log x_{i}-\log y_{i}\right)^{2}}\right)
\end{gathered}
$$

and applying the inequality

$$
\min \left\{y_{i}\right\} \leq y_{i} \leq \sqrt{x_{i} y_{i}} \leq x_{i} \leq \max \left\{x_{i}\right\}
$$

we obtain

$$
\min \left\{y_{i}\right\} \leq E_{0,0}\left(A_{n} ; X_{n}, Y_{n}\right) \leq \max \left\{x_{i}\right\}, \quad i=1,2, \ldots, n
$$

Therefore, the fact that expressions $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are means is proved.
For the proof of Property $5 .$, let us recall some basic facts from Convexity Theory.
A function $f$ is convex on an interval $I$ if it is continuous on $I$ and it is Jensen convex on $I$, that is for all $x, y \in I$,

$$
\frac{f(x)+f(y)}{2} \geq f\left(\frac{x+y}{2}\right)
$$

Lemma 2. A positive function $g$ is log-convex on an interval I if it is continuous on I and the inequality

$$
\alpha^{2} g(s)+2 \alpha \beta g\left(\frac{s+t}{2}\right)+\beta^{2} g(t) \geq 0
$$

holds for all $\alpha, \beta \in \mathbb{R}$ and $s, t \in I$.
Proof. The above inequality holds for all $\alpha, \beta \in \mathbb{R}$ if and only if

$$
g(s) g(t) \geq g^{2}\left(\frac{s+t}{2}\right)
$$

that is

$$
\frac{\log g(s)+\log g(t)}{2} \geq \log g\left(\frac{s+t}{2}\right)
$$

This means that $\log \circ g$ is convex in the Jensen sense, and hence the continuity of $g$ implies that it is log-convex.

Lemma 3. Let the function $h(x, y ; s), x>y>0$, be defined as

$$
h(s)=h(x, y ; s):= \begin{cases}\frac{x^{s}-y^{s}}{s} & , s \neq 0 \\ \log (x / y) & , s=0\end{cases}
$$

Then $h(s)$ is log-convex on $s \in \mathbb{R}$.
Proof. Indeed, $h(s)$ is continuous on $s \in \mathbb{R}$ and the inequality

$$
\alpha^{2} h(s)+2 \alpha \beta h\left(\frac{s+t}{2}\right)+\beta^{2} h(t) \geq 0
$$

holds, because

$$
\begin{gathered}
\alpha^{2} h(s)+2 \alpha \beta h\left(\frac{s+t}{2}\right)+\beta^{2} h(t) \\
=\alpha^{2} \int_{y}^{x} u^{s-1} d u+2 \alpha \beta \int_{y}^{x} u^{\frac{s+t}{2}-1} d u+\beta^{2} \int_{y}^{x} u^{t-1} d u \\
=\int_{y}^{x}\left(\alpha u^{s / 2}+\beta u^{t / 2}\right)^{2} u^{-1} d u .
\end{gathered}
$$

Therefore Lemma 2 can be applied.
Lemma 4. If, for positive $u, v, w$, the inequality

$$
\alpha^{2} u+2 \alpha \beta v+\beta^{2} w \geq 0
$$

holds for each $\alpha, \beta \in \mathbb{R}$, then also

$$
\alpha^{2} u^{p}+2 \alpha \beta v^{p}+\beta^{2} w^{p} \geq 0,
$$

holds for each $p>0$.
Proof. Obvious. Now we are enabled to prove Property 5. of Theorem 4. For this cause, denote

$$
g_{n}(s)=\sum_{1}^{n} a_{i} h_{i}^{2}(s)
$$

where $h_{i}(s):=h\left(x_{i}, y_{i} ; s\right)$ and $a_{i}, i=1,2, \ldots, n$ are positive numbers.
By Lemmas $2-4$, we see that $g_{n}(s)$ is $\log$-convex in $s, s \in \mathbb{R}$, since

$$
\alpha^{2} g_{n}(s)+2 \alpha \beta g_{n}\left(\frac{s+t}{2}\right)+\beta^{2} g_{n}(t)=\sum_{1}^{n} a_{i}\left(\alpha^{2} h_{i}^{2}(s)+2 \alpha \beta h_{i}^{2}\left(\frac{s+t}{2}\right)+\beta^{2} h_{i}^{2}(t)\right) \geq 0 .
$$

Therefore the function $F(s)=\log g_{n}(s)$ is convex and, applying Lemma 1, we obtain that

$$
\frac{\log g_{n}(s)-\log g_{n}(r)}{s-r}=\log \left(\frac{g_{n}(s)}{g_{n}(r)}\right)^{\frac{1}{s-r}}=2 \log E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)
$$

is monotone increasing in both $r$ and $s$, which is equivalent with the Property 5 in the case $s>r \neq 0$.
By continuity, the proof of other cases follows immediately. For example, since for any $\epsilon>0$ we have

$$
E_{r+\epsilon, S+\epsilon}\left(A_{n} ; X_{n}, Y_{n}\right) \geq E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)
$$

letting $r \rightarrow s$, we obtain

$$
E_{s+\epsilon, S+\epsilon}\left(A_{n} ; X_{n}, Y_{n}\right) \geq E_{s, s}\left(A_{n} ; X_{n}, Y_{n}\right)
$$

that is, $E_{s, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ is monotone increasing in $s$.

Our task in the sequel is to investigate under what conditions the means $e_{r, s}\left(X_{n}\right)$ and $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are monotone increasing/decreasing in $n$.

For this cause we need the following two lemmas.
Lemma 5. Stolarsky means $E_{r, s}(x, y)$ are monotone increasing in both variables $x$ and $y$.
This is the well-known assertion ([1]).
Lemma 6. For two given sequences $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ of positive numbers, denote

$$
w_{n}:=\frac{u_{n}}{v_{n}} ; \quad W_{n}:=\frac{u_{1}+u_{2}+\ldots+u_{n}}{v_{1}+v_{2}+\ldots+v_{n}} .
$$

If the sequence $w_{n}$ is monotone decreasing/increasing, then the sequence $W_{n}$ is also monotone decreasing/increasing.

Proof. Let $w_{n}$ be a decreasing sequence. The other case can be treated similarly.
We prove firstly that $v_{n+1} \sum_{1}^{n} u_{i} \geq u_{n+1} \sum_{1}^{n} v_{i}$.
Indeed,

$$
v_{n+1} \sum_{1}^{n} u_{i}=v_{n+1} \sum_{1}^{n} v_{i} w_{i} \geq v_{n+1} w_{n+1} \sum_{1}^{n} v_{i}=u_{n+1} \sum_{1}^{n} v_{i}
$$

Hence,

$$
\begin{aligned}
& \quad \sum_{1}^{n} u_{i} \sum_{1}^{n+1} v_{i}=\sum_{1}^{n} u_{i} \sum_{1}^{n} v_{i}+v_{n+1} \sum_{1}^{n} u_{i} \geq \sum_{1}^{n} u_{i} \sum_{1}^{n} v_{i}+u_{n+1} \sum_{1}^{n} v_{i}=\sum_{1}^{n} v_{i} \sum_{1}^{n+1} u_{i} \text {, } \\
& \text { i.e., } W_{n} \geq W_{n+1} \text {. }
\end{aligned}
$$

Theorem 5. If both sequences $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$ are monotone decreasing (increasing), then means $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ are monotone decreasing (increasing) in $n$.

Proof. We shall prove the "decreasing" part of Theorem 5. The proof of the other part is analogous.
Hence, we assume that both sequences $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$ are monotone decreasing. In the case $s>r \neq 0$, denote

$$
u_{n}:=a_{n} r^{2}\left(x_{n}^{s}-y_{n}^{s}\right)^{2} ; v_{n}:=a_{n} s^{2}\left(x_{n}^{r}-y_{n}^{r}\right)^{2} .
$$

By Lemma 5, we have

$$
w_{n}=\frac{u_{n}}{v_{n}}=\frac{r^{2}\left(x_{n}^{s}-y_{n}^{s}\right)^{2}}{s^{2}\left(x_{n}^{r}-y_{n}^{r}\right)^{2}} \geq \frac{r^{2}\left(x_{n+1}^{s}-y_{n+1}^{s}\right)^{2}}{s^{2}\left(x_{n+1}^{r}-y_{n+1}^{r}\right)^{2}}=w_{n+1}
$$

Therefore the sequence $w_{n}$ is monotone decreasing and, by Lemma 6, this implies $W_{n} \geq W_{n+1}$, that is,

$$
\begin{gathered}
\frac{r^{2}}{s^{2}} \frac{a_{1}\left(x_{1}^{s}-y_{1}^{s}\right)^{2}+a_{2}\left(x_{2}^{s}-y_{2}^{s}\right)^{2}+\cdots+a_{n}\left(x_{n}^{s}-y_{n}^{s}\right)^{2}}{a_{1}\left(x_{1}^{r}-y_{1}^{r}\right)^{2}+a_{2}\left(x_{2}^{r}-y_{2}^{r}\right)^{2}+\cdots+a_{n}\left(x_{n}^{r}-y_{n}^{r}\right)^{2}} \\
\geq \frac{r^{2}}{s^{2}} \frac{a_{1}\left(x_{1}^{s}-y_{1}^{s}\right)^{2}+a_{2}\left(x_{2}^{s}-y_{2}^{s}\right)^{2}+\cdots+a_{n}\left(x_{n}^{s}-y_{n}^{s}\right)^{2}+a_{n+1}\left(x_{n+1}^{s}-y_{n+1}^{s}\right)^{2}}{a_{1}\left(x_{1}^{r}-y_{1}^{r}\right)^{2}+a_{2}\left(x_{2}^{r}-y_{2}^{r}\right)^{2}+\cdots+a_{n}\left(x_{n}^{r}-y_{n}^{r}\right)^{2}+a_{n+1}\left(x_{n+1}^{r}-y_{n+1}^{r}\right)^{2}} .
\end{gathered}
$$

Since $s>r$, this is equivalent to $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right) \geq E_{r, s}\left(A_{n+1} ; X_{n+1}, Y_{n+1}\right)$.
In the cases $r=s \neq 0, s>0=r$ and $r=s=0$ one should take

$$
\begin{gathered}
u_{n}=a_{n}\left(x_{n}^{s}-y_{n}^{s}\right)\left(x_{n}^{s} \log x_{i}-y_{n}^{s} \log y_{i}\right), v_{n}=a_{n}\left(x_{n}^{s}-y_{n}^{s}\right)^{2} ; \\
u_{n}=a_{n}\left(x_{n}^{s}-y_{n}^{s}\right)^{2}, v_{n}=s^{2} a_{n}\left(\log x_{n}-\log y_{n}\right)^{2} ; \\
u_{n}=a_{n}\left(\log x_{n}-\log y_{n}\right)\left(\log ^{2} x_{n}-\log ^{2} y_{n}\right), v_{n}=2 a_{n}\left(\log x_{n}-\log y_{n}\right)^{2},
\end{gathered}
$$

respectively, and proceed as above.

On the other hand, the problem of monotonicity in $n$ for means $e_{r, s}\left(X_{n}\right)$ seems significantly harder. We are able to solve it only in the simplest case $r=s=0$.

Theorem 6. The means $e_{0,0}\left(X_{n}\right)$ are monotone increasing/decreasing in $n$ if and only if

$$
x_{n} \gtrless z\left(X_{n-1}\right)\left(e_{0,0}\left(X_{n-1}\right) / z\left(X_{n-1}\right)\right)^{3 n /(n+1)}, n \geq 3,
$$

where $z\left(X_{n}\right)$ denotes the geometric mean of numbers $X_{n}$.

Proof. We have

$$
\log e_{0,0}\left(X_{n}\right)=\frac{b_{n}\left(X_{n}\right)}{3 a_{n}\left(X_{n}\right)},
$$

with

$$
a_{n}\left(X_{n}\right)=\frac{1}{n} \sum_{1}^{n} \log ^{2} x_{i}-\left(\frac{1}{n} \sum_{1}^{n} \log x_{i}\right)^{2}=\frac{1}{n} \sum_{1}^{n} \log ^{2}\left(x_{i} / z\left(X_{n}\right)\right) \geq 0
$$

and

$$
b_{n}\left(X_{n}\right)=\frac{1}{n} \sum_{1}^{n} \log ^{3} x_{i}-\left(\frac{1}{n} \sum_{1}^{n} \log x_{i}\right)^{3} .
$$

Note that for $x_{n}=z\left(X_{n-1}\right)$ we have $e_{0,0}\left(X_{n}\right)=e_{0,0}\left(X_{n-1}\right)$. Therefore by Taylor expansion around this point, we obtain

$$
a_{n}\left(X_{n}\right)=\frac{n-1}{n}\left[a_{n-1}\left(X_{n-1}\right)+\frac{1}{n} \log ^{2}\left(x_{n} / z\left(X_{n-1}\right)\right)\right],
$$

and

$$
b_{n}\left(X_{n}\right)=\frac{n-1}{n}\left[b_{n-1}\left(X_{n-1}\right)+\frac{3 \log z\left(X_{n-1}\right)}{n} \log ^{2}\left(x_{n} / z\left(X_{n-1}\right)\right)+\frac{n+1}{n^{2}} \log ^{3}\left(x_{n} / z\left(X_{n-1}\right)\right)\right]
$$

Since $b_{n-1}\left(X_{n-1}\right) / 3 a_{n-1}\left(X_{n-1}\right)=\log e_{0,0}\left(X_{n-1}\right)$, we finally get

$$
\begin{gathered}
\log e_{0,0}\left(X_{n}\right)-\log e_{0,0}\left(X_{n-1}\right)=\frac{b_{n}\left(X_{n}\right)}{3 a_{n}\left(X_{n}\right)}-\frac{b_{n-1}\left(X_{n-1}\right)}{3 a_{n-1}\left(X_{n-1}\right)} \\
=\frac{\log ^{2}\left(x_{n} / z\left(X_{n-1}\right)\right)}{3 n a_{n}\left(X_{n}\right)}\left[3 \log z\left(X_{n-1}\right)+\frac{n+1}{n} \log \left(x_{n} / z\left(X_{n-1}\right)\right)-b_{n-1}\left(X_{n-1}\right) / a_{n-1}\left(X_{n-1}\right)\right],
\end{gathered}
$$

and the proof follows.

## 3. Conclusions

In this article we give two explicit generalizations of Stolarsky means to the multi-variable case and proved that they preserve all main properties of the original means. Let us note that other subtle properties are not equally transposed. For example, log-convexity of $E_{r, s}\left(x_{1}, x_{2}\right)$ entirely depends on parameters $r, s$ ([12]), but in the case of means $B_{r, s}\left(x_{1}, x_{2}, x_{3}\right)$, mentioned in the Introduction, it also depends on $x_{3} \lessgtr \sqrt{x_{1} x_{2}}$.

Furthermore, many open questions can be proposed. For example, is monotone increase of the sequences $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$ necessary for $E_{r, s}\left(A_{n} ; X_{n}, Y_{n}\right)$ to be increasing in $n$ ?

Or, is the monotonicity in variables possible for the means $e_{r, s}\left(X_{n}\right)$ only if $n=2$ or $n=3$ ?
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