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Abstract: Nonlinear scalar Riemann-Liouville fractional differential equations with a constant
delay and impulses are studied and initial conditions and impulsive conditions are set up in
an appropriate way. The definitions of both conditions depend significantly on the type of fractional
derivative and the presence of the delay in the equation. We study the case of a fixed lower limit of
the fractional derivative and the case of a changeable lower limit at each impulsive time. Integral
representations of the solutions in all considered cases are obtained. Existence results on finite time
intervals are proved using the Banach principle.
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1. Introduction

The dynamics of many real world processes are adequately modeled by differential equations
with impulses and such processes are natural in biology, physics and engineering. The introduction of
impulses in fractional calculus might affect the solution’s behavior and its integral representation of
fractional order. In connection with the memory property of fractional derivatives, in the literature
there are mainly two approaches used to introduce impulses to fractional equations: one with a fixed
lower limit of the fractional derivative at the initial time and the other with a changeable lower
limit of the fractional derivative at each time of impulse. Many results are obtained for Caputo
fractional differential equations by applying both approaches for the interpretation of impulses
(see, for example, [1–5]). We note in the case of the Caputo fractional derivative there is a similarity
of both the initial conditions and the impulsive condition between fractional equations and ordinary
equations. However for Riemann-Liouville (RL) fractional differential equations both the initial
condition and impulsive conditions have to be appropriately given (which is different than the ordinary
case). In [6] the impulsive condition at a point tk is given in the form tk I1−q

t x(t)|t=tk − tk−1 I1−q
t x(tk) =

φk(x(tk)). This form is strange since it connects the values at two consecutive points of impulses and
the meaning of the abrupt change occurring at the impulsive point is lost. Impulsive RL fractional
differential equations are studied in [7,8] with the impulsive condition at the impulsive point tk given
in the form 0 I1−q

t x(t)|t=tk+ − 0 I1−q
t x(t)|t=tk− = φk(x(tk)) with a very complicated definition of a mild
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solution. Impusive RL fractional differential equations are studied in [9] with a very special type of
impulsive conditions.

Additionally, the presence of delays in the fractional differential equations can cause several
difficulties especially, when the RL fractional derivative is applied. This is connected with the type
of the initial condition. In [10,11] the lower bound of the RL fractional derivative coincides with the
left side end of the initial interval but we note that this does not correspond to the idea in the case of
delay differential equations with ordinary derivatives and the idea of the initial value problem of RL
fractional differential equations.

In this paper we study scalar nonlinear RL fractional differential equations with impulses:

- We define the initial conditions and the impulsive conditions based on the physical meaning to
initial conditions expressed in terms of Riemann-Liouville fractional derivatives or integrals given
by Heymans and Podlubny in [12].

- We set up appropriate initial value problems for delay RL fractional differential equations with
the lower limit of the RL derivative equal to the right side end point of the initial interval.

We study two different types of interpretation of the solution of impulsive equations, i.e., fixed
lower limit of the RL fractional derivative at the initial time and the RL fractional derivative with
changeable lower limit at each impulsive time. Both approaches are applied to set up the impulsive
conditions for RL fractional differential equations with impulses in two different ways—the integral
form of the impulsive condition and the weighted form of the impulsive condition. Both types of
impusive conditions are used to define initial value problems for RL fractional differential equations
with a delay and impulses. Integral representations for their solutions are given in all studied cases.
The existence and uniqueness is studied.

2. Preliminary Notes on Fractional Derivatives and Equations

Let J = (t0, T], t0 ≥ 0, t0 < T ≤ ∞ (if T = ∞ then the interval J is open). Let Lloc
1 (J,R) be the

linear space of all locally Lebesgue integrable functions m : J → Rm, J ⊂ R. In this paper we will use
the following definitions for fractional derivatives and integrals:

- Riemann-Liouville (RL) fractional integral of order q ∈ (0, 1) ([13,14])

t0 Iq
t m(t) =

1
Γ(q)

t∫
t0

m(s)
(t− s)1−q ds, t ∈ J,

where Γ is the Gamma function.
- Riemann-Liouville (RL) fractional derivative of order q ∈ (0, 1) ([13,14])

RL
t0

Dq
t m(t) =

d
dt
(

t0 I1−q
t m(t)

)
=

1
Γ (1− q)

d
dt

t∫
t0

(t− s)−q m(s)ds, t ∈ J.

We will call the point t0 a lower limit of the RL fractional derivative.

The definitions of the initial condition for fractional differential equations with RL-derivatives are
based on the following result:

Lemma 1 (Lemma 3.2 [15]). Let q ∈ (0, 1) and m ∈ Lloc
1 ([t0, T],R).

(a) If there exists a.e. a limit limt→t0+[(t− t0)
1−qm(t)] = C, then there also exists a limit

t0 I1−q
t m(t)|t=t0 := lim

t→t0+
t0 I1−q

t m(t) = CΓ(q).
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(b) If there exists a.e. a limit t0 I1−q
t m(t)|t=t0 = B and if there exists the limit limt→t0+[(t− t0)

1−qm(t)] then

lim
t→t0+

[(t− t0)
1−qm(t)] =

B
Γ(q)

.

Let 0 ≤ a < b ≤ ∞ and consider the scalar RL fractional differential equation

RL
a Dq

t x(t) = f (t, x(t)), t ∈ (a, b] (1)

where f : [a, b]×R→ R.

Remark 1. Note that according to [15] the initial conditions to (1) could be one of the following forms:

- integral form (see (3.1.6) [15])

a I1−q
t x(t)|t=a = B, B = constant; (2)

- weighted Cauchy type problem (see and (3.1.7) [15])

lim
t→a+

(
(t− a)1−qx(t)

)
= C, C = constant. (3)

Remark 2. According to Lemma 1 if the function x(t) satisfies the initial conditions (3), then, x(t) also satisfies
the conditions (2) with B = CΓ(q).

Proposition 1 (Lemma 5.2 [13]). Suppose the function f : [a, b] ×R → R is continuous, bounded and
Lipschitz with respect to the second variable.

Then the solution of the Cauchy type problem (1), (2) satisfies the Volterra integral equation

x(t) =
B

Γ(q)(t− a)1−q +
1

Γ(q)

∫ t

a
(t− s)q−1 f (s, x(s))ds, t ∈ [a, b]

and vise verse.

3. Interpretations of the Impulses in the RL Fractional Equations

Let an increasing sequence of non-negative points {ti}∞
i=0 be given, limk→∞ tk = ∞, τ > 0 be a

given number (it will measure the delay) and T : t0 < T ≤ ∞. Without loss of generality we could
assume T = tm+1 where m is a natural number (in the case T = ∞ we have m = ∞).

Remark 3. The points tk, k = 1, 2, . . . , m, are called points of impulses.

We recall the interpretation of the impulses in ordinary differential equations: The impulse at
the point t̃ means that there is an instantaneous jump of the solution x(t) from the value x(t̃− 0) =
limε→0+ x(t̃− ε) before the jump to the value x(t̃ + 0) = limε→0+ x(t̃ + ε) after the jump and for t > t̃
the solution is determined by the same differential equation but with the new initial value x(t̃ + 0).

Now, let us discuss the interpretation of the impulses in the RL fractional differential equations:

1. The significant dependence of the RL derivative on the lower limit (different than the ordinary
derivative) leads to two basic types of interpretation:

- Fixed lower limit of the RL fractional derivative—in this case the lower limit of the fractional
derivative is kept equal to the initial time over the whole interval of consideration. At points
of impulses the amount of jump is taken into account.
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- Changed lower limit of the RL fractional derivative at each time of impulses—each time of impulse
is considered as an initial time of the fractional differential equation. Then the lower limit of
RL fractional derivative, being equal to the initial time, is changed at each impulsive time.

2. The initial value of the RL fractional equation (see [15]) leads to a non-useful impulsive condition
at point t̃ of the type x(t̃ + 0) = G(x(t̃− 0)). Combining the type of the initial conditions (see
Remark 1) and the idea for the meaning of impulses, described above, it leads to two types of
impulsive conditions at the point t̃:

- integral form of the impulsive condition

t̃ I1−q
t x(t)|t=t̃ = G(x(t̃− 0)).

- weighted form of the impulsive condition

lim
t→t̃+

(
(t− t̃)1−qx(t)

)
= G(x(t̃− 0))

where G : R→ R is a given function.

Remark 4. Note that for q→ 1 we have t̃ I1−q
t x(t)|t=t̃ =

limt→t̃+ [(t−t̃)1−qx(t)]
Γ(q) → x(t̃ + 0) and the impulsive

condition t̃ I1−q
t x(t)|t=t̃ = G(x(t̃− 0)) is reduced to the well known impulsive condition x(t̃ + 0) = G(x(t̃))

at the impulsive time t̃ for equations with the ordinary derivative.

In connection with the above descriptions we will introduce the following set

PLloc
1 (J,R) =

{
u : J → R : u ∈ Lloc

1 (∪m
i=0(tk, tk+1),R),

u(tk) = u(tk − 0) = lim
ε→0+

u(tk − ε) < ∞,

(t− tk)
1−qu(t) ∈ C((tk, tk+1],R) for k = 0, 1, 2, . . . , m.

} (4)

For any k = 0, 1, 2, . . . , m we let ||u||k+1 = supt∈(tk ,tk+1]
(t− tk)

1−q|u(t)|. Then introduce the norm

in the set PLloc
1 (J,R) defined by ||u||J = maxk=0,1,2,...,m ||u||k+1.

4. Integral Representation of the Solution of RL Fractional Differential Equations with Impulses

We study scalar RL fractional differential equations with impulses and two types of both initial
and impulsive conditions. We will apply the two different approaches in the interpretation of the
solution of impulsive RL fractional differential equations described in the previous section.

4.1. Fixed Lower Limit at the Initial Time of RL Fractional Derivative

4.1.1. Integral form of the Initial Condition and the Impulsive Conditions

Consider the scalar Riemann-Liouville delay fractional differential equations with a fixed lower
bound of the RL fractional derivative at the given initial time:

RL
t0

Dq
t x(t) = f (t, x(t), x(t− τ)) for t ∈ (tk, tk+1], k = 0, 1, . . . , m, (5)

with the integral form of the initial condition

x(t + t0) = φ(t), t ∈ [−τ, 0], and t0 I1−q
t x(t)|t=t0 = φ(0), (6)
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and the integral form of the impulsive condition

tk I1−q
t x(t)|t=tk = Bk(x(tk − 0)), for k = 1, 2, . . . , m, (7)

where Bk ∈ C(R,R), k = 1, 2, . . . , m, φ ∈ C([−τ, 0],R) with |φ(0)| < ∞, f ∈ C([t0, T]×R×R,R).

Theorem 1. Let the following conditions be satisfied:

1. The function f ∈ C([t0, T] ×R ×R,R) is bounded and there exist constants L, M > 0 such that
| f (t, x, u)− f (t, y, v)| < L|x− y|+ M|u− v| for all t ∈ [t0.T], x, y, u, v ∈ R.

2. The function φ ∈ C([−τ, 0],R.

Then the solution x ∈ PLloc
1 (J,R) of the initial value problem for the nonlinear scalar RL fractional delay

differential equation with impulses (5)–(7) satisfies

x(t) =
Bk(x(tk))

Γ(q)(t− tk)
1−q +

1
Γ(q)

∫ t

tk

f (s, x(s), x(s− τ))) + hk(s)
(t− s)1−q ds,

for t ∈ (tk, tk+1], k = 0, 1, 2, . . . , m,
(8)

where B0(x) ≡ x,

hk(t) =
q

Γ (1− q)

tk∫
t0

x(s)
(t− s)1+q ds, t ∈ (tk, tk+1], k = 1, 2, . . . , m, (9)

and vice verse, i.e., if the function x : [t0 − τ, T]→ R satisfies the integral equalities (8) on J and x(t + t0) =

φ(t), t ∈ [−τ, 0] then it is a solution of the initial value problem for the nonlinear scalar RL fractional delay
differential equation with impulses (5)–(7).

Proof. Let the function x ∈ PLloc
1 (J,R) be a solution of the initial value problem for the nonlinear

scalar RL fractional delay differential equation with impulses (5)–(7).
Let t1 ≤ t0 + τ. For t ∈ [t0, t1] from Proposition 1 with a = t0 and (6) we have

x(t) =
φ(0)

Γ(q)(t− t0)1−q +
1

Γ(q)

∫ t

t0

f (s, x(s), φ(s− τ − t0))

(t− s)1−q ds, (10)

i.e., equality (8) holds for k = 0.
Let t1 > t0 + τ. Then for t ∈ [t0, t0 + τ] the inequality (10) holds. From Proposition 1 with

a = t0, b = t1 we get for t ∈ (t0 + τ, t1]

x(t) =
φ(0)

Γ(q)(t− t0)1−q +
1

Γ(q)

∫ t0+τ

t0

f (s, x(s), φ(s− τ − t0))

(t− s)1−q ds

+
1

Γ(q)

∫ t

t0+τ

f (s, x(s), x(s− τ)

(t− s)1−q ds,
(11)

where x(s− τ), s ∈ [t0 + τ, t1] is defined by (10).
Let t ∈ (t1, t2]. Then

RL
t0

Dq
t x(t) =

1
Γ (1− q)

d
dt

t1∫
t0

(t− s)−q x(s)ds +
1

Γ (1− q)
d
dt

t∫
t1

(t− s)−q x(s)ds

= −h1(t) + RL
t1

Dq
t x(t).

(12)
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From (5) and (7) we get the following initial value problem

RL
t1

Dq
t x(t) = F(t, x(t)), t ∈ (t1, t2]

t1 I1−q
t x(t)|t=t1 = B1(x(t1 − 0)).

(13)

where F(t, x) = f (t, x, x(t− τ)) + h1(t) for t ∈ (t1, t2] with x(t− τ), t ∈ (t1, t2] and x(t1 − 0) defined
by (10) and (11).

According to Proposition 1 with a = t1, b = t2 we get

x(t) =
B1(x(t1 − 0))

Γ(q)(t− t1)1−q +
1

Γ(q)

∫ t

t1

f (s, x(s), x(s− τ)) + h1(s)
(t− s)1−q ds, t ∈ (t1, t2], (14)

i.e., (8) holds for k = 1.
Let t ∈ (t2, t3]. Then

RL
t0

Dq
t x(t) =

1
Γ (1− q)

d
dt

t2∫
t0

(t− s)−q x(s)ds +
1

Γ (1− q)
d
dt

t∫
t2

(t− s)−q x(s)ds

= −h2(t) + RL
t2

Dq
t x(t).

(15)

From (5), (15) and (7) we get the following initial value problem

RL
t2

Dq
t x(t) = F(t, x(t)), t ∈ (t2, t3]

t2 I1−q
t x(t)|t=t2 = B2(x(t2 − 0))

(16)

where F(t, x) = f (t, x, x(t− τ)) + h2(t) with x(t− τ), t ∈ (t2, t3] and x(t2 − 0) defined by (14)
According to Proposition 1 with a = t2, b = t3 we obtain

x(t) =
B2(x(t2 − 0))

Γ(q)(t− t2)1−q +
1

Γ(q)

∫ t

t2

f (s, x(s), x(s− τ)) + h2(s)
(t− s)1−q ds, t ∈ (t2, t3], (17)

i.e., (8) holds for k = 2.
Continue this process to prove the integral presentation (8).
Now, let the function x : [t0 − τ, T]→ R satisfies the integral equalities (8) on J and x(t + t0) =

φ(t), t ∈ [−τ, 0]. From conditions 1, 2 and Equation (8) it follows x ∈ PLloc
1 (J,R).

Let t ∈ (tk, tk+1]. Then applying tk I1−q
t (t− tk)

q−1 = Γ(q) we get

tk I1−q
t x(t)|t=tk = lim

t→tk+
tk I1−q

t x(t)

= lim
t→tk+

{ 1
Γ(1− q)

t∫
tk

1
(t− s)q

( Bk(x(tk))

Γ(q)(s− tk)
1−q

+
1

Γ(q)

∫ s

tk

f (σ, x(σ), x(σ− τ))) + hk(σ)

(s− σ)1−q dσ
)

ds
}

=
Bk(x(tk))

Γ(q)
lim

t→tk+
tk I1−q

t (t− tk)
q−1

+
1

Γ(1− q)Γ(q)
lim

t→tk+

( ∫ t

tk

1
(t− s)q

∫ s

tk

f (σ, x(σ), x(σ− τ))) + hk(σ)

(s− σ)1−q dσds
)

= Bk(x(tk)),
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and from the equality d
dt

∫ t
a (t− s)−q(s− a)q−1ds = 0 we obtain

RL
t0

Dq
t x(t) =

1
Γ (1− q)

d
dt

t∫
t0

(t− s)−q x(s)ds

= − q
Γ (1− q)

tk∫
t0

(t− s)−1−q x(s)ds +
1

Γ (1− q)
d
dt

t∫
tk

(t− s)−q x(s)ds

= −hk(t) +
1

Γ (1− q)
d
dt

t∫
tk

(t− s)−q x(s)ds

= −hk(t) +
1

Γ (1− q)

(Bk(x(tk))

Γ(q)
d
dt

∫ t

tk

(t− s)−q 1
(s− tk)

1−q ds

+
d
dt

∫ t

tk

(t− s)−q 1
Γ(q)

∫ s

tk

f (σ, x(σ), x(σ− τ))) + hk(σ)

(s− σ)1−q dσ
)

ds

= −hk(t) +
1

Γ (1− q)
d
dt

∫ t

tk

(t− s)−q 1
Γ(q)

∫ s

tk

f (σ, x(σ), x(σ− τ))) + hk(σ)

(s− σ)1−q dσ
)

ds

= −hk(t) +
1

Γ (1− q)
d
dt

∫ t

tk

(t− s)−q
(

tk Iq
s f (σ, x(σ), x(σ− τ)) + tk Iq

s hk(s)
)

ds

= −hk(t) + RL
tk

Dq
t

(
tk Iq

t f (t, x(t), x(t− τ)) + tk Iq
t hk(t)

)
= f (t, x(t), x(t− τ)).

(18)

Also,

lim
t→t0+

( t0 I1−q
t x(t)) =

φ(0)
Γ(q)

lim
t→t0+

t0 I1−q
t (t− t0)

q−1

+ lim
t→t0+

t0 I1−q
t

1
Γ(q)

∫ s

t0

f (σ, x(σ), x(σ− τ))

(s− σ)1−q dσ = φ(0).

Therefore the function x(t) is a solution of the initial value problem (5)–(7).

4.1.2. Weighted form of the Initial Condition and the Impulsive Conditions

Consider the scalar impulsive Riemann-Liouville delay fractional differential equations with a
fixed lower bound of the RL fractional derivative at the given initial time (5) with weighted form of
the initial condition

x(t + t0) = φ(t), t ∈ [−τ, 0], and lim
t→t0+

(
(t− t0)

1−qx(t)
)
= φ(0), (19)

and weighted form of the impulsive condition

lim
t→tk+

(
(t− tk)

1−qx(t)
)
= Bk(x(tk − 0)), for k = 1, 2, . . . , m (20)

where Bk ∈ C(R,R), k = 1, 2, . . . , φ ∈ C([−τ, 0],R).
From Theorem 1 and Lemma 1 (a) the following result follows for the weighted form of both the

initial condition and the impulsive condition:



Mathematics 2020, 8, 607 8 of 16

Theorem 2. The solution x ∈ PLloc
1 (J,R) of the initial value problem for the nonlinear scalar RL fractional

delay differential equation with impulses (5), (19), (20) satisfies

x(t) =
Bk(x(tk − 0))
(t− tk)

1−q +
1

Γ(q)

∫ t

tk

f (s, x(s), x(s− τ))) + hk(s)
(t− s)1−q ds,

for t ∈ (tk, tk+1], k = 0, 1, 2, . . . , m
(21)

where B0(x) ≡ x, hk(t) is defined by (9) and vice verse, i.e., if the function x : [t0 − τ, T] → R satisfies the
integral equalities (21) on J and x(t + t0) = φ(t), t ∈ [−τ, 0] then it is a solution of the initial value problem
for the nonlinear scalar RL fractional delay differential equation with impulses (5), (19), (20).

4.2. Changed Lower Limit of the RL Fractional Derivative at Each Impulsive Time

4.2.1. Integral form of the Initial Condition and the Impulsive Conditions

Consider the scalar Riemann-Liouville delay fractional differential equations with a changeable
lower bound of the RL fractional derivative at any impulsive time :

RL
tk

Dq
t x(t) = f (t, x(t), x(t− h)) for t ∈ (tk, tk+1], k = 0, 1, . . . , m, (22)

with the integral form of the initial condition (6) and the integral form of the impulsive condition (7)
where Bk ∈ C(R,R), k = 1, 2, . . . , m, φ ∈ C([−τ, 0],R), f ∈ C(J ×R×R,R).

Theorem 3. Let the conditions of Theorem 1 be satisfied. Then the solution x ∈ PLloc
1 (J,R) of the initial value

problem for the nonlinear scalar RL fractional delay differential equation with impulses (22), (6), (7) satisfies

x(t) =
Bk(x(tk))

Γ(q)(t− tk)
1−q +

1
Γ(q)

∫ t

tk

f (s, x(s), x(s− τ)))

(t− s)1−q ds,

for t ∈ (tk, tk+1], k = 0, 1, 2, . . . , m
(23)

where B0(x) ≡ x and vice verse, i.e., if the function x : [t0 − τ, T]→ R satisfies the integral equalities (23) on
J and x(t + t0) = φ(t), t ∈ [−τ, 0] then it is a solution of the initial value problem for the nonlinear scalar RL
fractional delay differential equation with impulses (22), (6), (7).

Proof. Let the function x ∈ PLloc
1 (J,R) be a solution of the initial value problem for the nonlinear

scalar RL fractional delay differential equation with impulses (22), (6), (7). Using induction for any
integer k = 0, 1, 2, . . . , m and t ∈ (tk, tk+1] it satisfies the integral equality (23).

Let the function x ∈ PLloc
1 (J,R) satisfies the integral equality (23).

Let t ≥ t0 be such that t ∈ (tk, tk+1] for k = 0, 1, . . . , m. Then applying tk I1−q
t (t− tk)

q−1 = Γ(q)
we get

tk I1−q
t x(t)|t=tk =

Bk(x(tk − 0))
Γ(q)

lim
t→tk+

tk I1−q
t (t− tk)

q−1

+
1

Γ(1− q)Γ(q)
lim

t→tk+

( ∫ t

tk

1
(t− s)q

∫ s

tk

f (σ, x(σ), x(σ− τ))) + hk(σ)

(s− σ)1−q dσds
)

= Bk(x(tk − 0)),

(24)
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and from the equality d
dt

∫ t
a (t− s)−q(s− a)q−1ds = 0 we get

RL
tk

Dq
t x(t) =

1
Γ (1− q)

d
dt

t∫
tk

(t− s)−q x(s)ds

=
1

Γ (1− q)

(Bk(x(tk − 0))
Γ(q)

d
dt

∫ t

tk

(t− s)−q 1
(s− tk)

1−q ds

+
d
dt

∫ t

tk

(t− s)−q 1
Γ(q)

∫ s

tk

f (σ, x(σ), x(σ− τ)))

(s− σ)1−q dσ
)

ds

=
1

Γ (1− q)
d
dt

∫ t

tk

(t− s)−q 1
Γ(q)

∫ s

tk

f (σ, x(σ), x(σ− τ)))

(s− σ)1−q dσ
)

ds

=
1

Γ (1− q)
d
dt

∫ t

tk

(t− s)−q
tk Iq

s f (σ, x(σ), x(σ− τ))ds

= RL
tk

Dq
t tk Iq

t f (t, x(t), x(t− τ)) = f (t, x(t), x(t− τ)).

(25)

Also,

lim
t→t0+

( t0 I1−q
t x(t)) =

x(t0)

Γ(q)
lim

t→t0+
t0 I1−q

t (t− t0)
q−1

+ lim
t→t0+

t0 I1−q
t

1
Γ(q)

∫ s

t0

f (σ, x(σ), x(σ− τ))

(s− σ)1−q dσ = φ(0).

Therefore the function x(t) is a solution of the initial value problem (22), (6), (7).

4.2.2. Weighted form of the Initial Condition and the Impulsive Conditions

Consider the scalar Riemann-Liouville delay fractional differential equations with a fixed lower
bound of the RL fractional derivative at the given initial time (22) with weighted form of the initial
condition (19) and the weighted form of the impulsive condition (20).

From Theorem 5 and Lemma 1 (a) the following result follows for the weighted form of both the
initial condition and the impulsive condition:

Theorem 4. Let the conditions of Theorem 1 be satisfied. Then the solution x ∈ PLloc
1 (J,R) of the initial value

problem for the nonlinear scalar RL fractional delay differential equation with impulses (22), (19), (20) satisfies

x(t) =
Bk(x(tk − 0))
(t− tk)

1−q +
1

Γ(q)

∫ t

tk

f (s, x(s), x(s− τ)))

(t− s)1−q ds,

for t ∈ (tk, tk+1], k = 0, 1, 2, . . . , m
(26)

where B0(x) ≡ x and vice verse, i.e., if the function x(t) : [t0 − τ, T]→ R satisfies the integral equalities (26)
on J and x(t + t0) = ψ(t), t ∈ [−τ, 0] then it is a solution of the initial value problem for the nonlinear scalar
RL fractional delay differential equation with impulses (22), (19), (20).

4.3. Fixed Lower Limit vs. Changeable Lower Limit

Now we will compare formulas (8) and (23). Note both formulas coincide iff hk(t) ≡ 0, i.e., in the
case of zero solution.

Remark 5. Note that both formulas (8) and (23) are applied step by step w.r.t. the intervals (tk, tk+1], k =

0, 1, . . . , m.

Now we will consider a particular example. Let q = 0.5, τ = 1, tk = 2k, k = 0, 1, 2, . . . , φ(t) = 1
for t ∈ [−1, 0], Bk(x) = 2x and f (t, x, y) = y.
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We will calculate the solution in both cases—when the lower limit of RL fractional derivative
is fixed at 0, and when the lower limit of RL fractional integral equals to the impulsive time.
The calculations are done using CAS Wolfram Mathematica.

Case 1. (Fixed lower limit of RL fractional derivative at 0.)
For t ∈ (0, 1] Equation (8) gives the solution

x(t) =
1√
πt

+
1√
π

∫ t

0

1
(t− s)0.5 ds =

1√
πt

(1 + 2t). (27)

For t ∈ (1, 2] we get

x(t) =
1√
πt

+
1√
π

∫ 1

0

1
(t− s)0.5 ds +

1√
π

∫ t

1

x(s− 1)
(t− s)0.5 ds

=
1√
πt

+
1√
π
(2
√

t− 1 + 2
√

t) +
1
π

∫ t

1

2s− 1√
(s− 1)(t− s)

ds

=
1√
πt

+
1√
π
(2
√

t− 1 + 2
√

t) + t =
1√
πt

(1 + 2
√

t2 − t + 2t) + t.

(28)

Then we obtain

h1(t) =
0.5

Γ (0.5)

2∫
0

x(s)
(t− s)1.5 ds

=
1

2π

1∫
0

1√
s (1 + 2s)

(t− s)1.5 ds +
1

2π

2∫
1

1√
s (1 + 2

√
s2 − s + 2s) + s

(t− s)1.5 ds

=
1

2π

( 2∫
0

1√
s(t− s)1.5 ds +

2∫
0

2
√

s
(t− s)1.5 ds +

2∫
1

2
√

s− 1
(t− s)1.5 ds +

2∫
1

s
(t− s)1.5 ds

)

=

√
2

πt
√

t− 2
+ 1.88561 2F1[1.5, 1.5, 2.5,

2
t
])

1
πt
√

t

+
2

3π(t− 1)
√

t− 1
2F1[1.5, 1.5, 2.5,

1
t− 1

] +
(3− 2t)t− 1

π(t− 1)
√

t− 1
+

4 + t(2t− 6)
π(t− 2)

√
t− 2

,

for t ∈ (2, 4],

(29)

where 2F1[a, b, c, z] is the hypergeometric function.
Then

x(t) =
√

πx(2)√
π(t− 2)

+
1√
π

∫ t

2

x(s− 1)
(t− s)0.5 ds +

1√
π

∫ t

2

h1(s)
(t− s)0.5 ds

=
5 + 2

√
2(1 +

√
π)√

2π(t− 2)
+

8t
√

t
3π

2F1[0.5, 2, 2.5, t] + 2(t− 2) +
2

3
√

π
(2t− 1)

√
t− 2

+
1√
πt

+
2

t
√

π

√
t− 2 2F1[1, 1.5, 2,

2
t
] +

√
t− 2√

π(t− 1) 2F1[1, 1.5, 2,
2

t− 1
]

+
1

tπ
√

π

√
t− 2(−0.353553F1[2, 1, 0.5, 3,

1
t

, 0.5] + 3.7712361 2F1[1, 2, 2.5,
2
t
]

for t ∈ (2, 3].

(30)

Case 2. (Changeable lower limit of RL fractional derivative at the impulsive times 2k).
For t ∈ (0, 2] the solution is defined by (27) and (28).
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For t ∈ (2, 3] we get

x(t) =
√

πx(2)√
π(t− 2)

+
1√
π

∫ t

2

x(s− 1)
(t− s)0.5 ds,

=

1√
2π

(5 + 2
√

2) + 2
√

t− 2
+

1
π

∫ t

2

1√
(s− 1)(t− s)0.5

ds +
1
π

∫ t

2

2
√
(s− 1)− 1
(t− s)0.5 ds

+
2
π

∫ t

2

√
s− 2

(t− s)0.5 ds +
1
π

∫ t

2

2s− 1√
s− 1(t− s)0.5

ds +
1√
π

∫ t

2

s− 1
(t− s)0.5 ds

=
5 + 2

√
2(1 +

√
π)√

2π(t− 2)
+

8t
√

t
3π

2F1[0.5, 2, 2.5, t] + 2(t− 2) +
2

3
√

π
(2t− 1)

√
t− 2.

(31)

As it is seen from the example, both solutions coincide in the interval [−1, 2] where t1 = 2 is the
first time of impulse. For t > 2 both solutions differ (see (30) and (31)).

5. Existence of the Solution

Based on Lemma 1 we will study only the RL fractional differential equation with the integral
form of the impulsive conditions and the integral form of the initial condition.

We will consider the case T < ∞. Without loss of generality we assume there exists a natural
number m with T = tm+1, m < ∞.

5.1. Existence for the IVP (5), (6), (7) with Fixed Lower Limit of RL Fractional Derivative

We consider the following conditions:
(A1) The functions Bk ∈ C(R,R), k = 1, 2, . . . , m and there exists a constant Ck > 0 such that

|Bk(x)− Bk(y)| ≤ Ck|x− y| for x, y ∈ R.
(A2) The function f ∈ C([t0, T]×R×R,R) is bounded and there exist constants L, M > 0 such

that | f (t, x, u)− f (t, y, v)| ≤ L|x− y|+ M|u− v| for all t ∈ [t0, T], x, y, u, v ∈ R.

Theorem 5. Let the conditions (A1), (A2) be satisfied on J = [t0, T] and the inequality

ρ = max
k=1,2,...,m

{ Ck

Γ(q)(tk − tk−1)
1−q +

L(tk+1 − tk)
qΓ(q)

Γ(2q)
+

M(tk+1 − tk)

Γ(1 + q)(tk − τ − t0)1−q

+
( tk+1 − tk

tk − t0

)1−q k−2

∑
i=0

Γ(q)
(tk − ti)q +

( tk+1 − tk
tk − tk−1

)1−q Γ(q)
(tk − tk−1)

q

}
< 1

(32)

holds.
Then the IVP (5)–(7) has a unique solution x ∈ PLloc(J,R).

Proof. Existence. Define the operator Ξ : PLloc(J,R)→ PLloc(J,R) by

Ξ(x(t)) =


φ(t) t ∈ [−τ, 0]

Bk(x(tk))
Γ(q)(t−tk)

1−q +
1

Γ(q)

∫ t
tk

f (s,x(s),x(s−τ)))+Hk(s,x)
(t−s)1−q ds,

for t ∈ (tk, tk+1], k = 0, 1, 2, . . . , m

where H0(t, x) ≡ 0 and Hk(t, x) : (tk, tk+1]× PLloc(J,R)→ R are defined by

Hk(t, x) =
q

Γ (1− q)

tk∫
t0

x(s)
(t− s)1+q ds, t ∈ (tk, tk+1], k = 1, 2, . . . , m. (33)
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Let z, y ∈ PC(J,R). Then for t > ti+1, i = 0, 1, 2, . . . , m we have

q
Γ (1− q)

ti+1∫
ti

(s− ti)
1−q|z(s)− y(s)|

(s− ti)1−q(t− s)1+q ds =
||z− y||i+1

Γ (1− q)
(ti+1 − ti)

q

(t− ti+1)q(t− ti)
. (34)

Then from (34) with i = 0 we obtain

|H1(t, z)− H1(t, y)| = ||z− y||1
Γ (1− q)

(t1 − t0)
q

(t− t1)q(t− t0)
, t ∈ (t1, t2] (35)

and ∫ t

t1

|H1(s, z(s))− H1(s, y(s))|
(t− s)1−q ds ≤ ||z− y||1

Γ (1− q)

∫ t

t1

(t1 − t0)
q

(s− t1)q(t− s)1−q(s− t0)
ds

≤ Γ(q)
(t− t0)1−q(t1 − t0)q ||z− y||J , t ∈ (t1, t2].

(36)

For t ∈ (t2, t3] applying (34) with i = 1 and i = 2 we get

|H2(t, z)− H2(t, y)| = q
Γ (1− q)

tk∫
t0

|z(s)− y(s)|
(t− s)1+q ds

=
q

Γ (1− q)

t1∫
t0

|z(s)− y(s)|
(t− s)1+q ds +

q
Γ (1− q)

t2∫
t1

|z(s)− y(s)|
(t− s)1+q ds

≤ ||z− y||1
Γ (1− q)

(t1 − t0)
q

(t− t1)q(t− t0)
+
||z− y||2
Γ (1− q)

(t2 − t1)
q

(t− t2)q(t− t1)
.

(37)

and ∫ t

t2

|H2(s, z(s))− H2(s, y(s))|
(t− s)1−q ds

≤
||z− y||J
Γ (1− q)

( ∫ t

t2

1
(s− t1)q(t− s)1−q(s− t0)

ds +
∫ t

t2

1
(s− t2)q(t− s)1−q(s− t1)

ds
)

≤
||z− y||J
Γ (1− q)

( ∫ t

t2

1
(s− t2)q(t− s)1−q(s− t0)

ds +
∫ t

t2

1
(s− t2)q(t− s)1−q(s− t1)

ds
)

≤
( 1
(t− t0)1−q(t2 − t0)q +

1
(t− t1)1−q(t2 − t1)q

)
Γ(q)||z− y||J , t ∈ (t2, t3].

(38)

By the induction process we obtain

∫ t

tk

|Hk(s, z(s))− Hk(s, y(s))|
(t− s)1−q ds

≤ Γ(q)||z− y||J
( 1
(t− t0)1−q

k−2

∑
i=0

1
(tk − ti)q +

1
(tk − tk−1)

q(t− tk−1)
1−q

)
, t ∈ (tk, tk+1].

(39)
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Let t ∈ (t0, t1]. Then we obtain

|Ξ(z(t))− Ξ(y(t))| ≤ 1
Γ(q)

∫ t

t0

| f (s, z(s), z(s− τ))− f (s, y(s), y(s− τ))|
(t− s)1−q ds,

≤ L
1

Γ(q)

∫ t

t0

(t− s)q−1(s− t0)
q−1ds||z− y||J

= L
(t− t0)

2q−1Γ(q)
Γ(2q)

||z− y||J

≤ L(t1 − t0)
q (t− t0)

q−1Γ(q)
Γ(2q)

||z− y||J .

(40)

and

(t− t0)
1−q|Ξ(z(t))− Ξ(y(t))| ≤ L

(t1 − t0)
qΓ(q)

Γ(2q)
||z− y||1.

Let t ∈ (tk, tk+1], k = 1, 2, . . . , m. If tk ≤ t0 + τ then the inequality (40) holds. Let tk > t0 + τ.
Then for any s ∈ [tk, t], t ∈ (tk, tk+1] the inequality t0 < tk − τ ≤ s− τ holds. Let j ≤ k be a natural
number such that s− τ ∈ (tj, tj+1] for s ∈ [tk, t]. Then by inequality (39) we have

(t− tk)
1−q|Ξ(z(t))− Ξ(y(t))| ≤ |Bk(z(tk))− B1(y(tk))|

Γ(q)

+
(t− tk)

1−q

Γ(q)

∫ t

tk

| f (s, z(s), z(s− τ))− f (s, y(s), y(s− τ))|+ |Hk(s, z)− Hk(s, y)|
(t− s)1−q ds

≤ Ck|z(tk)− y(tk)|
Γ(q)

+
L||z− y||k

Γ(q)

∫ t

tk

ds
(s− tk)

1−q(t− s)1−q

+
M||z− y||j

Γ(q)

∫ t

tk

ds
(s− τ − tj)1−q(t− s)1−q

+
1

Γ(q)

∫ t

tk

|Hk(s, z)− Hk(s, y)|
(t− s)1−q ds

≤
( Ck

Γ(q)(tk − tk−1)
1−q +

L(t− tk)
qΓ(q)

Γ(2q)
+

M(t− tk)

Γ(1 + q)(tk − τ − t0)1−q

+ Γ(q)
( t− tk

t− t0

)1−q k−2

∑
i=0

1
(tk − ti)q +

( t− tk
t− tk−1

)1−q Γ(q)
(tk − tk−1)

q

)
||z− y||J

≤
( Ck

Γ(q)(tk − tk−1)
1−q +

L(tk+1 − tk)
qΓ(q)

Γ(2q)
+

M(tk+1 − tk)

Γ(1 + q)(tk − τ − t0)1−q

+
( tk+1 − tk

tk − t0

)1−q k−2

∑
i=0

Γ(q)
(tk − ti)q +

( tk+1 − tk
tk − tk−1

)1−q Γ(q)
(tk − tk−1)

q

)
||z− y||J .

(41)

Therefore,

||Ξ(z(t))− Ξ(y(t))||k ≤ ρ||z− y||J , t ∈ (tk, tk+1]. (42)

Then, ||Ξ(z(t)) − Ξ(y(t))||J ≤ ρ||z − y||J and the operator Ξ : PLloc(J,R) → PLloc(J,R) is a
contraction.

Uniqueness. Let z(t), y(t) be two solutions of the IVP (5), (6), (7). According to Theorem 1
each of the functions z(t) and y(t) satisfies the integral presentation (8). Similar to the proofs of
inequalities (39), (40) and (41) we obtain that ||z− y||J ≤ ρ||z− y||J , which proves the uniqueness.
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Example 1. Consider the RL fractional differential equation

RL
t0

D0.8
t x(t) =

0.05t
t + 1

sin(x(t)) + 0.01 cos(x(t− 1)) for t ∈ (tk, tk+1], k = 0, 1, 2, (43)

with the integral form of the initial condition

x(t) = φ(t), t ∈ [−1, 0], and 0 I0.2
t x(t)|t=0 = φ(0) (44)

and the integral form of the impulsive condition

tk I0.2
t x(t)|t=tk = (−1)k0.1x(tk − 0), for k = 1, 2 (45)

where tk = 3k, k = 0, 1, 2, φ ∈ C([−1, 0],R).
In this special case we have T = 9, f (t, x, y) = 0.05t

t+1 sin(x)+ 0.01 cos(y), Bk(x) = (−1)k0.1x, Ck = 0.1,
q = 0.8, L = 0.05, M = 0.01, τ = 1, J = [0, 9].

The condition (32) is reduced to
0.1

Γ(0.8)30.2 + 0.05∗30.8Γ(0.8)
Γ(1.6) + 0.03

Γ(1.8)80.2 + ( 3
9 )

0.2 Γ(0.8)
90.8 + ( 3

9 )
0.8 Γ(0.8)

60.8 + ( 3
6 )

0.2 Γ(0.8)
30.8 = 0.981519 < 1

According to Theorem 5 the IVP (43)–(45) has a unique solution x ∈ PLloc([0, 9],R). This solution according
to Theorem 1 satisfies

x(t) =



g(t) t ∈ [−1, 0]
g(0)

Γ(0.8)t0.2 +
1

Γ(0.8)

∫ t
0

0.05s
s+1 sin(x(s))+0.01 cos(x(s−1))

(t−s)0.2 ds, t ∈ (0, 3]
−0.1x(3)

Γ(0.8)(t−3)0.2 +
1

Γ(0.8)

∫ t
3

0.05s
s+1 sin(x(s))+0.01 cos(x(s−1))+h1(s)

(t−s)0.2 ds, t ∈ (3, 6]
0.1x(6)

Γ(0.8)(t−6)0.2 +
1

Γ(0.8)

∫ t
6

0.05s
s+1 sin(x(s))+0.01 cos(x(s−1))+h2(s)

(t−s)0.2 ds, t ∈ (6, 9]

where h1(t) = 0.8
Γ(0.2)

3∫
0

x(s)
(t−s)1.8 ds for t ∈ (3, 6] and h2(t) = 0.8

Γ(0.2)

6∫
0

x(s)
(t−s)1.8 ds for t ∈ (6, 9].

5.2. Changeable Lower Limit of RL Fractional Derivative-Existence for the IVP (22), (6), (7)

Theorem 6. Let the conditions (A1), (A2) be satisfied and the inequality

ρ = max
k−1,2,...,N

{ Ck

Γ(q)(tk − tk−1)
1−q +

L(tk+1 − tk)
qΓ(q)

Γ(2q)
+

M(tk+1 − tk)

Γ(1 + q)(tk − τ − t0)1−q

}
< 1 (46)

holds.
Then the IVP (22), (6), (7) has a unique solution x ∈ PLloc(J,R).

Proof. Existence. Define the operator Ξ : PLloc(J,R)→ PLloc(J,R) by

Ξ(x(t)) =


φ(t) t ∈ [−τ, 0]

Bk(x(tk))
Γ(q)(t−tk)

1−q +
1

Γ(q)

∫ t
tk

f (s,x(s),x(s−τ)))

(t−s)1−q ds,

for t ∈ (tk, tk+1], k = 0, 1, 2, . . . , m,

where B0(x) ≡ x.
Let z, y ∈ PLloc(J,R).
For t ∈ (t0, t1] as in the proof of Theorem 5 the inequality (40) holds.
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Let t ∈ (tk, tk+1], k = 1, 2, . . . , m. If tk ≤ t0 + τ then the inequality (40) holds. Let tk > t0 + τ.
Then for any s ∈ [tk, t], t ∈ (tk, tk+1] the inequality t0 < tk − τ ≤ s− τ holds. Let j ≤ k be a natural
number such that s− τ ∈ (tj, tj+1] for s ∈ [tk, t]. Then we have

(t− tk)
1−q|Ξ(z(t))− Ξ(y(t))| ≤ |Bk(z(tk))− B1(y(tk))|

Γ(q)

+
(t− tk)

1−q

Γ(q)

∫ t

tk

| f (s, z(s), z(s− τ))− f (s, y(s), y(s− τ))|
(t− s)1−q ds

≤ Ck|z(tk)− y(tk)|
Γ(q)

+
L||z− y||k

Γ(q)

∫ t

tk

ds
(s− tk)

1−q(t− s)1−q

+
M||z− y||j

Γ(q)

∫ t

tk

ds
(s− τ − tj)1−q(t− s)1−q

≤
( Ck

Γ(q)(tk − tk−1)
1−q +

L(tk+1 − tk)
qΓ(q)

Γ(2q)
+

M(tk+1 − tk)

Γ(1 + q)(tk − τ − t0)1−q

)
||z− y||J .

(47)

Therefore, ||Ξ(z(t))− Ξ(y(t))||J ≤ ρ||z− y||J and the operator Ξ is a contraction.
Uniqueness. Let z(t), y(t) be two solutions of the IVP (22), (6), (7). According to Theorem 3 each

of the functions z(t) and y(t) satisfies the integral presentation (23). Similar to the proof of inequality
(47) we obtain that ||z− y||J ≤ ρ||z− y||J which proves the uniqueness.

Example 2. Consider the RL fractional differential equation (21) but with cheangable lower limt of the RL
fractional derivative, i.e., consider

RL
3k D0.8

t x(t) =
0.05t
t + 1

sin(x(t)) + 0.01 cos(x(t− 1) for t ∈ (3k, 3(k + 1)], k = 0, 1, 2, (48)

with the integral form of the initial condition (44) and the integral form of the impulsive condition (45). In this
special case we have T = 9, f (t, x, y) = 0.05t

t+1 sin(x) + 0.01 cos(y), Bk(x) = (−1)k0.1x, Ck = 0.1, q = 0.8,
L = 0.05, M = 0.01, τ = 1, J = [0, 9].

The condition (46) is reduced to 0.1
Γ(0.8)30.2 +

0.05∗30.8Γ(0.8)
Γ(1.6) + 0.03

Γ(1.8)80.2 = 0.247094 < 1. According to

Theorem 6 the IVP (48), (44), (45) has a unique solution x ∈ PLloc([0, 9],R) (compare with Example 1).
This solution according to Theorem 3 satisfies

x(t) =



φ(t), t ∈ [−1, 0],
φ(0)

Γ(0.8)t0.2 +
1

Γ(0.8)

∫ t
0

0.05s
s+1 sin(x(s))+0.01 cos(x(s−1))

(t−s)0.2 ds, t ∈ (0, 3],
−0.1x(3)

Γ(0.8)(t−3)0.2 +
1

Γ(0.8)

∫ t
3

0.05s
s+1 sin(x(s))+0.01 cos(x(s−1))

(t−s)0.2 ds, t ∈ (3, 6],
0.1x(6)

Γ(0.8)(t−6)0.2 +
1

Γ(0.8)

∫ t
6

0.05s
s+1 sin(x(s))+0.01 cos(x(s−1))

(t−s)0.2 ds, t ∈ (6, 9].

Now consider (48) with changed coefficients, i.e., consider

RL
3k D0.8

t x(t) =
0.2t
t + 1

sin(x(t)) + 0.1 cos(x(t− 1) for t ∈ (3k, 3(k + 1)], k = 0, 1, 2. (49)

Then condition (46) is satisfied because 0.1
Γ(0.8)30.2 + 0.2∗30.8Γ(0.8)

Γ(1.6) + 0.3
Γ(1.8)80.2 = 0.90903 < 1 and

according to Theorem 6 the IVP (49), (44), (45) has a unique solution x ∈ PLloc([0, 9],R).
Now, consider the equation (49) with fixed lower limit of the RL fractional derivative at 0, then

condition (32) is not satisfied and Theorem 5 cannot be applied to conclude the existence.
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