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#### Abstract

Turbulence is the duality of chaotic dynamics and hierarchical organization of a field over a large range of scales due to advective nonlinearities. Quadratic nonlinearities (e.g., advection) in real space, translates into triadic interactions in Fourier space. Those interactions can be computed using fast Fourier transforms, or other methods of computing convolution integrals. However, more generally, they can be interpreted as a network of interacting nodes, where each interaction is between a node and a pair. In this formulation, each node interacts with a list of pairs that satisfy the triadic interaction condition with that node, and the convolution becomes a sum over this list. A regular wavenumber space mesh can be written in the form of such a network. Reducing the resolution of a regular mesh and combining the nearby nodes in order to obtain the reduced network corresponding to the low resolution mesh, we can deduce the reduction rules for such a network. This perspective allows us to develop network models as approximations of various types of turbulent dynamics. Various examples, such as shell models, nested polyhedra models, or predator-prey models, are briefly discussed. A prescription for setting up a small world variants of these models are given.
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## 1. Introduction

Many fundamental concepts in nature are defined through dualities. A duality is an opposition/complementarity, represented by the canonical example of the wave-particle duality in modern physics, and commonly described through the principle of "yin and yang" in ancient Eastern tradition or through dialectics in modern Western thought. Turbulence is such a duality of chaotic disorder/hierarchical organization across a large range of scales. The mathematical idea of turbulence manifests itself as we approach the limit of an infinite range of scales. However, turbulence exists in the real world, where the ideal has to adjust itself to the constraints of the real, somewhat similar to real world fractals, manifesting fractal behavior only over a finite range of scales.

The archetypical example of turbulence is the Navier-Stokes equation, which describes the self-advection of a divergence-free velocity field that is dissipated at small scales due to kinematic viscosity $v$ as:

$$
\begin{align*}
\partial_{t} \mathbf{v}+\mathbf{v} \cdot \nabla \mathbf{v} & =-\nabla P+v \nabla^{2} \mathbf{v}  \tag{1}\\
\nabla \cdot \mathbf{v} & =0 .
\end{align*}
$$

When we mix this system (via external forcing not shown in the above equation) with a spectrally localized large-scale forcing and have sufficiently small dissipation that is localized naturally at very small scales because of its form, it is well known to display universal behavior over a range of scales in between the scales of energy injection and those of dissipation. This particular setup due
to Kolmogorov's genius, where the energy is injected at large scales, cascades scale by scale towards small scales where it gets dissipated, gives rise to the so-called Kolmogorov spectrum, a power law $E(k) \propto k^{-5 / 3}$ where $E(k)$ is the spectral energy density [1]. This flow of energy from one scale to another, in the wave-number space, requires a complicated hierarchical self-organization of its many elements.

Similarly, many fundamental problems in nature and in social systems can be formulated in terms of complex networks, which consist of structures made up of nodes connected by links or edges. Common examples are the Internet, the brain, ecological systems, and various parts of the global economy [2]. Studies on network theory, in particular formation of small-world [3] and scale-free networks [4] gave rise to a common understanding of these very different problems using similar conceptual abstractions, including understanding of the relations between network structure and dynamics such as synchronization [5] and percolation. Application of complex networks to turbulent flows is not a completely new idea. Application of directed percolation to turbulent transport [6] or various cellular automata or coupled map lattice [7] models are examples of this kind. Recent efforts include considering two dimensional turbulence as a network of vortices [8]. In this perspective, a network is a mathematical tool to model different aspects of a flow.

Multiscale evolution of "complexity" (that is, molecular competition with feedback loops leading to complexity in multicellular organisms at small scales, to ecosystems where diverse species compete at large scales) akin to the the idea of cascade in fluid turbulence (or rather "inverse cascade", in this particular example) may take place in such networks. A detailed analysis of different levels of analogies of these systems is therefore likely to be beneficial to many fields including plasma turbulence or climate science where these models are not studied in as much detail as for example in the ecological setting.

This paper is an initial attempt at providing a bridge between the turbulence and network theories from the perspective of wave-number space evolution of turbulence. It poses many new questions without really trying to answer them, with a focus on laying out the foundation, and demonstrating the ideas with a few simple examples such as shell models.

Network approach can indeed provide an alternative perspective to the study of turbulence in the spectral domain; both in wave-number and in frequency. In particular, the context of wave turbulence provide a natural formulation in terms of a network of resonant triads [9]. Notice that, while our focus here is what is commonly called strong fluid turbulence (i.e., Kolmogorov turbulence), there is a whole host of real world problems where the turbulence is weak [10-12], wave-like and therefore relies on wave-resonances [13,14], or coexists with strong turbulence [15,16]. These problems are actually better suited for a formulation in terms of networks, since the resonant interactions can be seen as an actual constraint for the network connection, since the existence or not of resonances can lead to turning on and off of a connection. The role of wave-resonances on energy transfer [17,18] and dynamics of turbulence spectra $[19,20]$ were studied in great detail for various physical problems. The fact that, especially in a quantized system, where such resonances are harder to satisfy, only a finite number of triads are activated is similarly well known [21]. However, it is worth re-iterating that the focus of the current paper is the strong Kolomogorov-like turbulence, and thus triad interactions and not three or four wave-interactions are the primary mechanism. It is imperative that the latter topic, already of interest [22] be similarly revisited in the future.

The rest of the paper is organized as follows. In Section 2, we describe the mathematical structure of the Fourier space formulation of the Navier-Stokes equation from a network theory perspective. We discuss energy transfer in Section 2.1, network reduction in Section 2.2, and modelization of transfer rates in Section 2.3. In Section 3, we discuss spectral reduction and beyond in Section 3.1 as an alternative strategy. In Section 4, we discuss various examples of regular network models, such as the nested polyhedra model in Section 4.1, predator-prey models in Section 4.2, and briefly talk about food webs in Section 4.3. Section 5 is the conclusion.

## 2. Fourier Space Formulation

In Fourier space, the Navier-Stokes equation becomes [1]:

$$
\begin{equation*}
\left(\partial_{t}+v k^{2}\right) u_{k}^{i}=-i\left(\delta_{i j}-\frac{k^{i} k^{j}}{k^{2}}\right) k^{\kappa} \sum_{p+\boldsymbol{q}=-k} u_{p}^{\kappa *} u_{q}^{j *} \tag{2}
\end{equation*}
$$

with the Einstein summation convention. Note that this form of the equation actually implies a regular grid in a three dimensional wave-number space: $\mathbf{k}_{\ell_{x}, \ell_{y}, \ell_{z}}=2 \pi\left(\frac{\ell_{x}-N_{x} / 2}{L_{x}}, \frac{\ell_{y}-N_{y} / 2}{L_{y}}, \frac{\ell_{z}-N_{z} / 2}{L_{z}}\right)$ with $\ell_{x}, \ell_{y}, \ell_{z}$ being integers going from 0 to $N_{x}-1$, where $N_{x}$ is the number of points in the $x$ direction. The basic idea of the network interpretation is to flatten this $k$-space grid into a list of wave-numbers, for example using:

$$
\begin{equation*}
\ell=\ell_{x}+\ell_{y} N_{x}+\ell_{z} N_{x} N_{y} \tag{3}
\end{equation*}
$$

so that the 3D grid turns into a vector, or a "list", given by:

$$
\begin{equation*}
\mathbf{k}_{\ell}=\mathbf{k}_{\ell_{x}, \ell_{y}, \ell_{z}} \tag{4}
\end{equation*}
$$

compute a list of all possible interactions $\mathbf{i}_{\ell}=\left\{\ell^{\prime}, \ell^{\prime \prime}\right\}$ such that $\mathbf{k}_{\ell}+\mathbf{k}_{\ell^{\prime}}+\mathbf{k}_{\ell^{\prime \prime}}=0$, and thus write the equation in the form:

$$
\begin{equation*}
\left(\partial_{t}+v k_{\ell}^{2}\right) u_{\ell}^{i}=\sum_{\ell^{\prime}, \ell^{\prime \prime}=\mathbf{i}_{\ell}} M_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa} u_{\ell^{\prime}}^{\kappa *} u_{\ell^{\prime \prime}}^{j *}, \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa}=-i\left(\delta_{i j}-\frac{k_{\ell}^{i} k_{\ell}^{j}}{k_{\ell}^{2}}\right) k_{\ell}^{\kappa} \rightarrow M_{\ell}^{i j \kappa} \tag{6}
\end{equation*}
$$

which for this example happens to be independent of $\ell^{\prime}$ and $\ell^{\prime \prime}$, but could in general depend on those as well. Note that we can symmetrize the interaction coefficient by using

$$
\begin{equation*}
\bar{M}_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa}=\frac{1}{2}\left(M_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa}+M_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i \kappa j}\right) \tag{7}
\end{equation*}
$$

In principle, the formulation in Equation (5) is equivalent to Equation (2), and since there are efficient methods for implementing Equation (2) numerically, using fast Fourier transforms and pseudo-spectral algorithms, it makes little sense to develop Equation (5) for numerical computations. It is nonetheless interesting, because it makes the network structure of the Fourier space evolution rather transparent. Furthermore, it can be generalized to irregular grids, or other systems rather easily. The main necessary ingredients are:

1. a finite number of nodes in $\mathbf{k}$ space (the grid in the above example);
2. a list of node to pair couplings $\mathbf{i}_{\ell}$ to be determined by the triadic interaction condition;
3. the coefficient of interaction $M_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa}$ for each of these couplings; and
4. a set of field variables (e.g., $u_{\ell}^{x}, u_{\ell}^{y}, u_{\ell}^{z}$ ) to evolve on each node of the network using Equation (5).

Note that many different problems in turbulence can be formulated in this form.
Once the abstraction of nodes (i.e., denoted by the node index $\ell$ ) and links are introduced, we can put aside the regular grid, and use a generalization in terms of networks. However, an important obstacle in using the usual network formulation is the triadic nature of the interactions among wave-numbers. This effectively forces us to use links that are always between three nodes. This could have been avoided by introducing the triads themselves as different kinds of nodes in the network and constraining links to form only between triad nodes and wave-number nodes. However, this makes the analytical formulation rather cumbersome, thus here we opt for the former approach.

### 2.1. Energy Transfer

The energy of a given wave-number node can be defined as $E_{\ell}=\frac{1}{2}\left|u_{\ell}\right|^{2}$.

$$
\begin{equation*}
\left(\partial_{t}+v k_{\ell}^{2}\right) E_{\ell}=\sum_{\ell^{\prime}, \ell^{\prime \prime}=\mathbf{i}_{\ell}} T_{\ell, \ell^{\prime}, \ell^{\prime \prime}}+P_{\ell} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\ell, \ell^{\prime}, \ell^{\prime \prime}} \equiv \operatorname{Re}\left(\bar{M}_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa}\left(u_{\ell^{\prime}}^{\kappa *} u_{\ell^{\prime \prime}}^{j *} u_{\ell}^{* i}\right)\right) \tag{9}
\end{equation*}
$$

is the nonlinear transfer and $P_{\ell}$ is the production of energy (e.g., due to forcing) at node $\ell$. It is clear that

$$
\begin{equation*}
\sum_{\ell=0}^{N_{\ell}} \sum_{\ell^{\prime}, \ell^{\prime \prime}=\mathbf{i}_{\ell}} T_{\ell, \ell^{\prime}, \ell^{\prime \prime}}=0 \tag{10}
\end{equation*}
$$

since

$$
\begin{equation*}
T_{\ell, \ell^{\prime}, \ell^{\prime \prime}}+T_{\ell^{\prime}, \ell^{\prime \prime}, \ell}+T_{\ell^{\prime \prime}, \ell, \ell^{\prime}}=0 \tag{11}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\frac{d}{d t} \sum_{\ell} E_{\ell}=P-\mathcal{E} \tag{12}
\end{equation*}
$$

where $P=\sum_{\ell} P_{\ell}$ is the total production and $\mathcal{E}=v \sum_{\ell} k_{\ell}^{2} E_{\ell}$ is the total dissipation. The system can find a steady state with $P=\mathcal{E}$, even if $P$ is a constant, since $\mathcal{E}$ is a function of $E_{\ell}$, which can adapt.

Consider a partition of the $k$ space such that we can define a set of integers $L$, which divides the $k$ space into an "inner" region $\ell \in L$ and an "outer" region $\ell \notin L$. The obvious example is $L=\left\{\ell:\left(k_{\ell}<k\right)\right\}$ which divides the $k$ space into $k_{\ell}<k$ and $k_{\ell}>k$ regions that can naturally be called inner and outer regions.

The energy transfer among nodes that are all in the inner or outer regions is zero:

$$
\begin{equation*}
\sum_{\ell \in L} \sum_{\ell^{\prime} \in L} \sum_{\ell^{\prime \prime} \in L} T_{\ell, \ell^{\prime}, \ell^{\prime \prime}}=\sum_{\ell \notin L} \sum_{\ell^{\prime} \notin L L} \sum_{\ell^{\prime \prime} \notin L} T_{\ell, \ell^{\prime}, \ell^{\prime \prime}}=0 \tag{13}
\end{equation*}
$$

In addition, using Equation (11), we can relate:

$$
\begin{equation*}
\sum_{\ell \notin L} \sum_{\ell^{\prime} \in L} \sum_{\ell^{\prime \prime} \notin L} T_{\ell, \ell^{\prime}, \ell^{\prime \prime}}=-\frac{1}{2} \sum_{\ell \notin L} \sum_{\ell^{\prime} \in L} \sum_{\ell^{\prime \prime} \notin L} T_{\ell^{\prime}, \ell^{\prime \prime}, \ell} \tag{14}
\end{equation*}
$$

which means that the total energy transfer (i.e., flux) from the inner to the outer region, can be written as:

$$
\begin{gather*}
T_{\mathrm{in} \rightarrow \mathrm{out}}=\left(\sum_{\ell \notin L} \sum_{\ell^{\prime} \in L} \sum_{\ell^{\prime \prime} \in L}-\sum_{\ell \in L} \sum_{\ell^{\prime} \notin L} \sum_{\ell^{\prime \prime} \notin L}\right) T_{\ell, \ell^{\prime}, \ell^{\prime \prime}}  \tag{15}\\
\partial_{t} E_{\text {out }}=T_{\text {in } \rightarrow \text { out }}+P_{\text {out }}-D_{\text {out }} \tag{16}
\end{gather*}
$$

where $E_{\text {out }}=\sum_{\ell \notin L} E_{\ell}, P_{\text {out }}=\sum_{\ell \notin L} P_{\ell}$ and $D_{\text {out }}=v \sum_{\ell \notin L} k_{\ell}^{2} E_{\ell}$. Note that $T_{\text {in }}$ out consists of two bits; first one is the energy gain to a node in the outer region due to a pair in the inner region, and the second one is the energy loss to a node in the inner region due to a pair in the outer region. Similarly, we can write:

$$
\begin{equation*}
\partial_{t} E_{\text {in }}=T_{\text {out } \rightarrow \text { in }}+P_{\text {in }}-D_{\text {in }} \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\mathrm{out} \rightarrow \mathrm{in}}=-T_{\mathrm{in} \rightarrow \mathrm{out}} \tag{18}
\end{equation*}
$$

### 2.2. Network Reduction

Now, consider a number of separate sets $L$ which divide the $k$-space into $N_{L}$ distinct domains that cover it completely. In this case, we can write

$$
\begin{equation*}
\partial_{t} E_{L}=\sum_{L^{\prime}} \sum_{L^{\prime \prime}} T_{L L^{\prime} L^{\prime \prime}}+\sum_{L^{\prime}} T_{L L^{\prime}}+P_{L}-D_{L} \tag{19}
\end{equation*}
$$

where $L, L^{\prime}$ and $L^{\prime \prime}$ are understood to be distinct groups of nodes (so the sum over $L^{\prime}$ excludes $L$ and sum over $L^{\prime \prime}$ excludes both $L$ and $L^{\prime}$ ). Therefore, $T_{L L^{\prime} L^{\prime \prime}}$ represents energy increase in group $L$, due to all the pairs with one element in $L^{\prime}$ and another in $L^{\prime \prime}$, which would vanish if no such interaction is possible. Similarly, $T_{L L^{\prime}} \equiv T_{L^{\prime} \rightarrow L}$ is the energy increase in group $L$ due to interactions with all the pairs that are both in $L^{\prime}$. Obviously, we have

$$
\begin{equation*}
T_{L L^{\prime}}+T_{L^{\prime} L}=0 \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{L L^{\prime} L^{\prime \prime}}+T_{L^{\prime} L^{\prime \prime} L}+T_{L^{\prime \prime} L L^{\prime}}=0 \tag{21}
\end{equation*}
$$

as before.

### 2.3. Transfer Rates

The evolution of energy of a group of nodes as given in Equation (19) is a generalization of Equation (8), without any closure for the form of the transfer rates. In practice, if we want to use the transfer rates, we need to compute them by using the general form:

$$
\begin{equation*}
T_{L L^{\prime} L^{\prime \prime}} \equiv \sum_{\ell \in L} \sum_{\ell^{\prime} \in L^{\prime} \cap i_{\ell 1}} \sum_{\ell\left(\ell^{\prime \prime} \in L^{\prime \prime} \cap i_{\ell 2}\right.} \operatorname{Re}\left(\bar{M}_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa}\left(u_{\ell^{\prime}}^{\kappa *} u_{\ell^{\prime \prime}}^{j *} u_{\ell}^{* i}\right)\right) \tag{22}
\end{equation*}
$$

where $i_{1}$ and $i_{2}$ are are the two components of the interaction vector $\mathbf{i}_{\ell}$ that appears initially in Equation (5).

$$
\begin{align*}
T_{L L^{\prime}} & =\sum_{\ell \in L} \sum_{\ell^{\prime} \in L^{\prime} \cap i_{\ell 1}} \sum_{\ell^{\prime \prime} \in L^{\prime} \cap i_{\ell 2}} \operatorname{Re}\left(\bar{M}_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa}\left(u_{\ell^{\prime}}^{\kappa *} u_{\ell^{\prime \prime}}^{j *} u_{\ell}^{* i}\right)\right) \\
& -\sum_{\ell \in L^{\prime}} \sum_{\ell^{\prime} \in L \cap i_{\ell^{\prime}} 1} \sum_{\ell^{\prime \prime} \in L \cap i_{\ell^{\prime} 1}} \operatorname{Re}\left(\bar{M}_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa}\left(u_{\ell^{\prime}}^{\kappa *} u_{\ell^{\prime \prime}}^{j *} u_{\ell}^{* i}\right)\right) \tag{23}
\end{align*}
$$

computation of transfer rates, in general requires detailed knowledge of the full velocity field, which can not be obtained from the energies.

One can write down evolution equations for the energies of different components of the energy field, for example $E_{x, y, z}=\left|u_{x, y, z}\right|^{2}$, using an helical decomposition $E_{ \pm}=\left|u_{ \pm}\right|^{2}$, etc. However, the phase information is also needed to compute the transfer rates accurately as a function of time, and this means in practice that we need the full flow field $\mathbf{u}_{\ell}$ at every sub-node $\ell$.

The total transfer from outside to inside $L$ can then be written as:

$$
\begin{equation*}
T_{\text {out } \rightarrow \text { in }}^{L}=\sum_{L^{\prime} \neq L}\left(\sum_{L^{\prime \prime} \neq L^{\prime}, L} T_{L L^{\prime} L^{\prime \prime}}+T_{L L^{\prime}}\right) \tag{24}
\end{equation*}
$$

which is the net transfer from all other $L^{\prime}$ to $L$ that is written as a sum over all such transfers that are mediated by a third group $L^{\prime \prime}$. The term $T_{L L^{\prime}}$ is the self mediated transfer where the mediator is either $L$ or $L^{\prime}$ itself. While here we do not intend to go into details of how one can propose a model for the transfer rate, a statistical closure such as the eddy damped quasi-normal Markovian approximation (EDQNM) for the network nodes could be use for such purpose [23].

## 3. Spectral Reduction

Using energy as the basis of a network formulation makes sense, but lacks certain important aspects such as phase evolution, synchronization, etc. The alternative, which is more straightforward and requires less modeling assumptions is the spectral reduction approximation [24,25] applied to networks. Unfortunately, spectral reduction has its own issues, in particular if one uses inhomogeneous partitions, which results in a different energy equipartition than the original one, however it can usually be formulated in such a way as to give back the original equations:

$$
\begin{equation*}
\left(\partial_{t}+v k_{L}^{2}\right) u_{L}^{i}=\sum_{L^{\prime}, L^{\prime \prime}} M_{L L^{\prime} L^{\prime \prime}}^{i j \kappa} u_{L^{\prime}}^{\kappa *} u_{L^{\prime \prime}}^{j *} \tag{25}
\end{equation*}
$$

but in reduced nodes $L, L^{\prime}$, and $L^{\prime \prime}$ as in the previous section. We would in principle keep all the components of the vector field variable $\mathbf{u}_{L}$. In fact, there are only two independent variables, $u_{L}^{+}$and $u_{L}^{-}$, for the three-dimensional Navier-Stokes system [26]. The generic form given in Equation (25) can be interpreted either with $i, j, k$ running through physical components $x, y, z$ or helicity components ,+- , of course with corresponding interaction coefficients. Notice that, in Equation (25), we have implicitly defined:

$$
\begin{equation*}
u_{L}^{i} \equiv \frac{\sum_{\ell \in L} u_{\ell}^{i}}{\sum_{\ell \in L}} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{L L^{\prime} L^{\prime \prime}}^{i j \kappa} \equiv \frac{\sum_{\ell \in L} \sum_{\ell^{\prime} \in L^{\prime}} \sum_{\ell^{\prime \prime}} \in L^{\prime \prime}}{} \bar{M}_{\ell, \ell^{\prime}, \ell^{\prime \prime}}^{i j \kappa} \delta_{\mathbf{k}_{\ell}+\mathbf{k}_{\ell^{\prime}}+\mathbf{k}_{\ell^{\prime \prime}}}^{\sum_{\ell \in L} \sum_{\ell^{\prime} \in L^{\prime}} \sum_{\ell^{\prime \prime} \in L^{\prime \prime}} \delta_{\mathbf{k}_{\ell}+\mathbf{k}_{\ell^{\prime}}+\mathbf{k}_{\ell^{\prime \prime}}}} \tag{27}
\end{equation*}
$$

where $M_{L L^{\prime} L^{\prime \prime}}=0$ if there are no triadic interactions possible between any of the elements of the three node groups $L, L^{\prime}$ and $L^{\prime \prime}$.

### 3.1. Phase Dynamics: Synchronization vs. Random Phase

Spectral reduction approach allows us to keep track of phases. However, since they are also reduced, it is unclear what is exactly lost by removing the detailed internal phase evolution by a mean overall phase for each domain $L$. When Equation (25) is separated into phase and amplitude evolution, we get

$$
\begin{align*}
&\left(\partial_{t}+v k_{L}^{2}\right)\left|u_{L}^{i}\right|= \sum_{L^{\prime}, L^{\prime \prime}} M_{L L^{\prime} L^{\prime \prime}}^{i j \kappa}\left|u_{L^{\prime}}^{\kappa}\right|\left|u_{L^{\prime \prime}}^{j}\right| \\
& \times \cos \left(\phi_{L}^{\kappa}+\phi_{L^{\prime}}^{j}+\phi_{L}^{i}\right)  \tag{28}\\
& \partial_{t} \phi_{L}^{i}=-\sum_{L^{\prime}, L^{\prime \prime}} M_{L L^{\prime} L^{\prime \prime}}^{i j \kappa} \frac{\left|u_{L^{\prime}}^{\kappa}\right|\left|u_{L^{\prime \prime}}^{j}\right|}{\left|u_{L}^{i}\right|} \sin \left(\phi_{L}^{\kappa}+\phi_{L^{\prime}}^{j}+\phi_{L}^{i}\right) \tag{29}
\end{align*}
$$

One solution of this is $\left(\phi_{L}^{\kappa}+\phi_{L^{\prime}}^{j}+\phi_{L}^{i}\right) \approx n \pi$ so that we get back something similar to the model discussed in Section 2.1. However, this requires a rather complicated self-organization of the phases including a nonlinear synchronization of each triad evolution. This may or may not happen from Equation (29).

In fact, one can talk about two distinct limits of the phase evolution. (1) When the phases are relatively random, one can use a closure based on this approximation, such as the EDQNM closure discussed above. (2) When the phase evolution is in sync, we can use an expression for energy transfer based on Equation (28) where we replace $\cos \left(\phi_{L}^{\kappa}+\phi_{L^{\prime}}^{j}+\phi_{L}^{i}\right)$ by 1 . During time evolution of real turbulence, one expects it to go through both of these cases for different triads. In principle, each triad chain will consist of a number of synchronized and unsynchronized oscillating phases.

Notice that here we wrote the amplitude and phase equations using the spectrally reduced forms. One can of course write them for the original Equation (5). In such a case, the phase evolution has many more degrees of freedom resulting in both synchronized an random phase transfer between the three domains $L, L^{\prime}$, and $L^{\prime \prime}$.

### 3.2. Beyond Spectral Reduction

Assuming that in each group there are a large number of nodes, we can write an average variable, and a number of other variables defined in some form. For instance, if the number of nodes in the group is $N_{L}$, this means we actually have $N_{L}$ internal variables in each group. Thus, if we want to obtain the exact distribution of energies and phases as in the original network, we would have to keep $N_{L}$ variables. These variables can be any orthogonal linear combinations of the original $N_{L}$ variables, for instance as in a discrete Fourier transform.

However, since we do not necessarily want all that information but rather a coarser version, it would make sense to transform these variables into some form where keeping only few of the terms would still give us the information we mostly need. For example, sorting the $u_{\ell}$ 's according to their $k_{\ell} s$, and using

$$
\begin{equation*}
\bar{u}_{L}^{i}=\frac{\sum_{\ell} u_{\ell}^{i}}{\sum_{\ell}} \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta u_{L}^{i j}=\frac{\sum_{\ell} u_{\ell} \Theta\left(k_{\ell}^{j}-k_{L}^{j}\right)}{\sum_{\ell}} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{L}^{j}=\frac{\sum_{\ell} k_{\ell}}{\sum_{\ell}} \tag{32}
\end{equation*}
$$

gives us some additional information about the distribution of the field $u_{\ell}^{i}$ within the domain $L$. This could be used as a measure of which part of the reduced Fourier space volume does the interaction correspond to. It is unclear if by using cumulants, moments or some other representation, one can actually have a good enough representation with a low number of variables per volume. Nonetheless, we think that this perspective should be developed in the future.

## 4. Examples of Network Models

To use a particular network as the basis of a network model, there are some conditions. First, the network should be sufficiently connected, which means basically that every node should have more than one connection. The simplest examples are probably "shell models" [27], where each node represents the contribution from a range of wave-numbers, usually in the form of nearest neighbor interactions. For instance, the GOY model [28] can be written on a set of nodes, organized as $k_{\ell}=k_{0} g^{\ell}$, where $g$ is the logarithmic scaling factor, with three links for each node:

$$
\begin{gather*}
\left(\partial_{t}+v k_{\ell}^{2}\right) u_{\ell}=\sum_{j=0}^{3} M_{\ell j} u_{i_{\ell j 0}}^{*} u_{i_{\ell j 1}}^{*}  \tag{33}\\
i_{\ell j}=\left\{\begin{array}{c}
(\ell-2, \ell-1) \\
(\ell-1, \ell+1) \\
(\ell+1, \ell+2)
\end{array}\right\}, \quad M_{\ell j}=i k_{\ell}\left\{\begin{array}{c}
\alpha \\
\beta / g \\
\gamma / g^{2}
\end{array}\right\} \tag{34}
\end{gather*}
$$

The vector form of Equation (33) implies a sum over the connections (in this case three connections of the shell model). Note that the interaction coefficients $M_{\ell j}$ are the 'weights' of these connections and therefore have the same length as the connections vector $i_{\ell j}$. As usual, one must have $\alpha+\beta+\gamma=0$ in order to conserve energy and different choices result in different secondary conservation laws, such as helicity or enstrophy. Finally, in the GOY model, all the amplitudes on the RHS are conjugated.

However, we could also write

$$
\begin{equation*}
\left(\partial_{t}+v k_{\ell}^{2}\right) u_{\ell}=\sum_{j=0}^{3} M_{\ell j} C j\left(u_{i_{\ell j 0}}, c_{\ell j 0}\right) C j\left(u_{i_{\ell j 1}}, c_{\ell j 1}\right) \tag{35}
\end{equation*}
$$

where

$$
c_{\ell j}=\left\{\begin{array}{l}
(1,1)  \tag{36}\\
(1,1) \\
(1,1)
\end{array}\right\}
$$

for the GOY model with

$$
C j(x, y)= \begin{cases}x^{*} & \text { if } y=1  \tag{37}\\ x & \text { if } y=0\end{cases}
$$

For example, the Sabra model [29] can then be written as Equation (35) with:

$$
M_{\ell j}=i k_{\ell}\left\{\begin{array}{c}
\alpha  \tag{38}\\
\beta / g \\
-\gamma / g^{2}
\end{array}\right\}, \quad c_{\ell j}=\left\{\begin{array}{c}
(0,0) \\
(1,0) \\
(1,0)
\end{array}\right\}
$$

In a similar spirit, spiral chain models [30] are also network models that can describe two-dimensional turbulence. However such models can be obtained from Fourier space decimation, and may impose exact triadic interaction conditions. In other words, while in a shell model, one does not necessarily have an exact matching condition $k_{\ell}+k_{\ell+1}+k_{\ell+2}=0$, the spiral chain models can be constructed to have exact triadic matching among its nodes (e.g., $\mathbf{k}_{\ell}+\mathbf{k}_{\ell+2}+\mathbf{k}_{\ell+3}=0$ ).

Note that shell models, as well as a majority of the examples given below are actually based on regular graphs (such as nearest neighbor interactions) instead of random or small world graphs. One interesting idea that needs to be explored in the future is the idea of using the Newman-Watts strategy [31] to go over the connections and update them with adding randomized connections. This has to be done at the level of triads, since the energy conservation can only be guaranteed if all three legs of the triad are in the list of interactions. In other words, one can add a few disparate scale interactions into the nearest neighbor formulation of the GOY system, without breaking energy conservation (see Figure 1).


Figure 1. The standard GOY model on the left (10 nodes, shown as an unclosed ring), and the small world version on the right, with some randomly added triads. Note that each triad enters an additional link to the list of connections for each of its three nodes. Note that the triangles for these disparate scale interactions are very elongated.

### 4.1. Nested Polyhedra Models

While spiral chain models are interesting examples of network formulation, they are better adapted to describing two-dimensional turbulence. Network models can of course be easily extended to two-dimensional turbulence as well as rotating or magnetohydrodynamic (MHD) turbulence. However, the focus here is still three-dimensional Navier-Stokes turbulence. While various possible networks can be constructed covering the wave-number domain, one particularly efficient one is the configuration of the nested polyhedra model (NPM).

This configuration, which consists of nested alternating icosahedron dodecahedron pairs, was recently introduced as a self-similar, spherically symmetric decimation of the wave-number domain whose vertices provide nodes that satisfy exact triadic matching conditions with neighboring scales [32]. This results in a network that can transfer energy from large to small scales, and since the connectivity of the network is constant as a function of scale, it can nicely handle a constant flux of energy. A similar model has also been developed for MHD [33].

The model can be written in the same form as Equation (35) but for a vector field:

$$
\begin{equation*}
\left(\partial_{t}+v k_{\ell}^{2}\right) u_{\ell}^{\alpha}=\sum_{j=0}^{N_{\ell}} M_{\ell j}^{\alpha \beta \lambda} C j\left(u_{i_{\ell j 0}}^{\beta}, c_{\ell j 0}\right) C j\left(u_{i_{\ell j 1}}^{\lambda}, c_{\ell j 1}\right) \tag{39}
\end{equation*}
$$

where the Greek indices denote vector components. For the NPM, each node is connected to $N_{\ell}=9$ or $N_{\ell}=15$ other nodes, depending on if it is on a dodecahedron or an icosahedron. Keeping only half the vertices of each polyhedra ( 6 for icosahedron and 10 for dodecahedron) as in Figure 2 and obtaining the rest of the points by reflection with respect to the origin since $\mathbf{u}(-\mathbf{k})=\mathbf{u}^{*}(\mathbf{k})$, we can write the connection vector as described in Tables 1 and 2. A python implementation of the nested polyhedra model can be found at [34].


Figure 2. The numbering $n_{m}$ of the vertices of: (a) the icosahedron (for an even $m$ ) as in Table 1 on the left; and (b) the dodecahedron (for an odd $m$ ) as in Table 2 on the right.

Table 1. $\ell=8 m+n_{m}$, where $n_{m}$, which denotes the $n$th vertex of the $m$ th polyhedron, is shown on the leftmost column, interacts with $\mathbf{i}_{\ell}=\left\{\ell^{\prime}, \ell^{\prime \prime}\right\}=\left\{8 m-16+n_{m-2}, 8 m-10+n_{m-1}\right\}$, $\left\{8 m-10+n_{m-1}, 8 m+6+n_{m+1}\right\}$ and $\left\{8 m+6+n_{m+1}, 8 m+16+n_{m+2}\right\}$ for an even $m$ (i.e., an icosahedron node) where $n_{m}, n_{m \pm 1}$ and $n_{m \pm 2}$ are to be taken from their corresponding columns. Note that a bar over the integer value $\ell^{\prime}$ indicates $c_{\ell^{\prime}}=0$ (i.e., not conjugated), whereas no bar means $c_{\ell^{\prime}}=1$ (i.e., conjugated).

| $n_{m}$ | $\mathrm{i}_{n, m}=\left\{n_{m-2}, n_{m-1}\right\}$ | $\mathrm{i}_{n, m}=\left\{n_{m-1}, n_{m+1}\right\}$ | $\mathbf{i}_{n, m}=\left\{n_{m+1}, n_{m+2}\right\}$ |
| :---: | :---: | :---: | :---: |
| 0 | $\{(\overline{4}, \overline{0}),(\overline{5}, \overline{1}),(\overline{1}, \overline{2}),(\overline{2}, \overline{3}),(\overline{3}, \overline{4})\}$ | $\{(5, \overline{0}),(6, \overline{1}),(7, \overline{2}),(8, \overline{3}),(9, \overline{4})\}$ | $\{(\overline{5}, \overline{4}),(\overline{6}, \overline{5}),(\overline{7}, \overline{1}),(\overline{8}, \overline{2}),(\overline{9}, \overline{3})\}$ |
| 1 | $\{(3, \overline{0}),(4, \overline{4}),(\overline{5}, \overline{5}),(\overline{0}, 7),(\overline{2}, \overline{9})\}$ | $\{(1, \overline{0}),(3, \overline{4}),(\overline{8}, \overline{5}),(\overline{2}, 7),(\overline{6}, \overline{9})\}$ | $\{(\overline{1}, 3),(\overline{3}, 4),(8, \overline{5}),(2, \overline{0}),(6, \overline{2})\}$ |
| 2 | $\{(5, \overline{0}),(4, \overline{1}),(\overline{3}, \overline{5}),(\overline{1}, \overline{6}),(\overline{0}, 8)\}$ | $\{(4, \overline{0}),(2, \overline{1}),(\overline{7}, \overline{5}),(\overline{9}, \overline{6}),(\overline{3}, 8)\}$ | $\{(\overline{4}, 5),(\overline{2}, 4),(7, \overline{3}),(9, \overline{1}),(3, \overline{0})\}$ |
| 3 | $\{(1, \overline{1}),(5, \overline{2}),(\overline{4}, \overline{6}),(\overline{2}, \overline{7}),(\overline{0}, 9)\}$ | $\{(0, \overline{1}),(3, \overline{2}),(\overline{8}, \overline{6}),(\overline{5}, \overline{7}),(\overline{4}, 9)\}$ | $\{(\overline{0}, 1),(\overline{3}, 5),(8, \overline{4}),(5, \overline{2}),(4, \overline{0})\}$ |
| 4 | $\{(\overline{0}, 5),(1, \overline{3}),(2, \overline{2}),(\overline{3}, \overline{8}),(\overline{5}, \overline{7})\}$ | $\{(\overline{0}, 5),(4, \overline{3}),(1, \overline{2}),(\overline{6}, \overline{8}),(\overline{9}, \overline{7})\}$ | $\{(0, \overline{0}),(\overline{4}, 1),(\overline{1}, 2),(6, \overline{3}),(9, \overline{5})\}$ |
| 5 | $\{(\overline{0}, 6),(\overline{1}, \overline{8}),(2, \overline{4}),(3, \overline{3}),(\overline{4}, \overline{9})\}$ | $\{(\overline{1}, 6),(\overline{5}, \overline{8}),(0, \overline{4}),(2, \overline{3}),(\overline{7}, \overline{9})\}$ | $\{(1, \overline{0}),(5, \overline{1}),(\overline{0}, 2),(\overline{2}, 3),(7, \overline{4})\}$ |

Table 2. $\ell=8 m+n_{m}+2$ where $n_{m}$ is shown on the leftmost column, interacts with $\mathbf{i}_{\ell}=\left\{\ell^{\prime}, \ell^{\prime \prime}\right\}=\left\{8 m-14+n_{m-2}, 8 m-4+n_{m-1}\right\},\left\{8 m-4+n_{m-1}, 8 m+12+n_{m+1}\right\}$ and $\left\{8 m+12+n_{m+1}, 8 m+18+n_{m+1}\right\}$ for an odd $m$ (i.e., a dodecahedron node) where $n_{m}, n_{m \pm 1}$ and $n_{m \pm 2}$ are to be taken from their corresponding columns. As in Table 1, if the integer value $\ell^{\prime}$ has a bar over it $c_{\ell^{\prime}}=0$ (i.e., not conjugated), whereas no bar means $c_{\ell^{\prime}}=1$ (i.e., conjugated).

| $n_{m}$ | $\mathrm{i}_{n, m}=\left\{n_{m-2}, n_{m-1}\right\}$ | $\mathrm{i}_{n, m}=\left\{n_{m-1}, n_{m+1}\right\}$ | $\mathrm{i}_{n, m}=\left\{n_{m+1}, n_{m+2}\right\}$ |
| :---: | :---: | :---: | :---: |
| 0 | $\{(\overline{5}, \overline{0}),(\overline{1}, \overline{1}),(\overline{4}, \overline{2})\}$ | $\{(4, \overline{0}),(\overline{3}, \overline{1}),(\overline{5}, \overline{2})\}$ | $\{(\overline{4}, \overline{5}),(3, \overline{1}),(5, \overline{4})\}$ |
| 1 | $\{(\overline{6}, \overline{0}),(\overline{2}, \overline{2}),(\overline{0}, \overline{3})\}$ | $\{(5, \overline{0}),(\overline{4}, \overline{2}),(\overline{1}, \overline{3})\}$ | $\{(\overline{5}, \overline{6}),(4, \overline{2}),(1, \overline{0})\}$ |
| 2 | $\{(\overline{7}, \overline{0}),(\overline{3}, \overline{3}),(\overline{1}, \overline{4})\}$ | $\{(1, \overline{0}),(\overline{5}, \overline{3}),(\overline{2}, \overline{4})\}$ | $\{(\overline{1}, \overline{7}),(5, \overline{3}),(2, \overline{1})\}$ |
| 3 | $\{(\overline{8}, \overline{0}),(\overline{4}, \overline{4}),(\overline{2}, \overline{5})\}$ | $\{(2, \overline{0}),(\overline{1}, \overline{4}),(\overline{3}, \overline{5})\}$ | $\{(\overline{2}, \overline{8}),(1, \overline{4}),(3, \overline{2})\}$ |
| 4 | $\{(\overline{9}, \overline{0}),(\overline{3}, \overline{1}),(\overline{0}, \overline{5})\}$ | $\{(3, \overline{0}),(\overline{4}, \overline{1}),(\overline{2}, \overline{5})\}$ | $\{(\overline{3}, \overline{9}),(4, \overline{3}),(2, \overline{0})\}$ |
| 5 | $\{(8, \overline{1}),(7, \overline{2}),(\overline{0}, 4)\}$ | $\{(5, \overline{1}),(3, \overline{2}),(\overline{0}, 4)\}$ | $\{(\overline{5}, 8),(\overline{3}, 7),(0, \overline{0})\}$ |
| 6 | $\{(9, \overline{2}),(8, \overline{3}),(1,5)\}$ | $\{(1, \overline{2}),(4, \overline{3}),(\overline{0}, 5)\}$ | $\{(\overline{1}, 9),(\overline{4}, 8),(0, \overline{1})\}$ |
| 7 | $\{(\overline{2}, 1),(5, \overline{3}),(9, \overline{4})\}$ | $\{(\overline{0}, 1),(2, \overline{3}),(5, \overline{4})\}$ | $\{(0, \overline{2}),(\overline{2}, 5),(\overline{5}, 9)\}$ |
| 8 | $\{(\overline{3}, 2),(6, \overline{4}),(5, \overline{5})\}$ | $\{(\overline{0}, 2),(3, \overline{4}),(1, \overline{5})\}$ | $\{(0, \overline{3}),(\overline{3}, 6),(\overline{1}, 5)\}$ |
| 9 | $\{(6, \overline{1}),(\overline{4}, 3),(7, \overline{5})\}$ | $\{(2, \overline{1}),(\overline{0}, 3),(4, \overline{5})\}$ | $\{(\overline{2}, 6),(0, \overline{4}),(\overline{4}, 7)\}$ |

The results of such a model is interesting. It can cover a very large range of scales due to the extreme reduction but is nonetheless able to describe the cascade process by energy transfer from node to node. It is similar in this sense to a shell model, but, unlike a shell model, it is able to handle some anisotropy. An important weakness of the model is its inability to describe intermittency. In addition, similar to other models with non-uniform reduction, its statistical equipartition is different from a statistical equipartition on a regular grid.

To extend this formulation to a small world formulation, one has to somehow transform it from a Fourier space decimation procedure to a spectral reduction one. In the case of the usual interpretation of the nested polyhedra models, since the vertices can satisfy exact triadic matching conditions, all we have to do is to compute the interaction coefficients and the links that correspond to those exact triadic interactions. However, in a spectral reduction picture, one no longer needs exact triadic interactions between vertices, since each vertex represents a volume around that vertex, and therefore an approximate triadic matching of the vertices results in an interaction of the wave-numbers within those domains. Notice that, even when interpreted this way, the nonlinear interaction coefficient computed with the exact triadic interactions provide a good basis for the model. The strategy here would have to be a bit more subtle. Since there are many interactions that are probably completely forbidden in such a regular grid structure, one must go over all "possible" interactions [i.e., viable as an approximate interaction, for instance $\mathbf{k}_{\ell}+\mathbf{k}_{\ell^{\prime}}+\mathbf{k}_{\ell^{\prime \prime}}=O(\epsilon)$ ], which is usually a very big list and randomly pick triads to add to the list of existing regular triad interactions.

### 4.2. Predator-Prey Models

Going back to energy budget of Section 2.1, one can construct simple models of evolution of energy of two separate domains. For example, the Equations (16) and (17), provide the basis for a competition for available energy. In particular, we can choose the domains such that the energy production (in this case, due to internal drive such as an instability source) so that $P_{\text {in }}=\gamma E_{\text {in }}$ is localized to the inner region and the dissipation is localized to the outer region $D_{\text {out }}=v E_{\text {out }}$. Now, if the transfer term is strictly from the inner to the outer region and is proportional to both energies so that $T_{\text {in } \rightarrow \text { out }}=\alpha E_{\text {in }} E_{\text {out }}$ (as would be the case for example in a random phase approximation), we obtain

$$
\begin{align*}
& \partial_{t} E_{\text {out }}=\alpha E_{\text {in }} E_{\text {out }}-v E_{\text {out }}  \tag{40}\\
& \partial_{t} E_{\text {in }}=-\alpha E_{\text {in }} E_{\text {out }}+\gamma E_{\text {in }} \tag{41}
\end{align*}
$$

which is basically the Lotka-Volterra system between the energies of the inner and outer regions. Notice that the inner region corresponds to the prey while the outer region corresponds to the predator. While the use of the terminology inner and outer may seem confusing, in particular from the picture of dissipation taking place at small scales in three-dimensional turbulence, it is clear that in 2D or quasi-2D turbulence where the picture is particularly more relevant, the instability drive would be at medium scales, whereas the role of predator would be played with anisotropic large-scale structures called zonal flows.

### 4.3. Food Webs

The predator-prey relations can be extended to include multiple species that feed on each other, or in this case each other's energy, leading to the concept of the food web. For instance, a food web can represent the hierarchical predation relations between a large number of species found in an ecological system. It is also common to observe power-law behavior or scale-free distributions on a food web depending on network connectivity and network size. Another advantage of food webs as a template for turbulent systems is that they can be constructed either at a detail level where each species would be a separate node or at a coarser level where one would lump together various groups of species as would be the case, e.g., when we are talking about the whole ocean.

## 5. Conclusions

We show that wave-number space evolution of Navier-Stokes turbulence can be formulated as a network model where each node representing a wavenumber-or a collection of wavenumbers-is connected to a number of pairs of other such nodes through triadic interactions. The connection between a node and a pair represents a single triadic interaction-or the net effect of a number of such interactions over all the internal wavenumbers of the nodes. As a result, the cascade process can be described as a flow of energy across such a network through triadic interactions. It is not surprising that reduced cascade models, such as shell models, spiral chain models, or nested polyhedra models, can all be formulated as network models via either reduction or Fourier space decimation, where the network consists of a regular graph. We argue that, by adding some degree of randomness to those graphs, one may obtain small-world variations of these models. Spectral formulation over a regular grid, as well as spectral reduction, can also be interpreted as a transfer over a regular network structure. Finally, appearance of predator-prey models, with single or multiple predators, common in modeling of interactions between a low number of modes around marginal stability, for instance in plasma turbulence, is also a natural manifestation of the network picture. Extending the basic analogy, one can draw parallels between hierarchical network structures of Fourier modes in turbulence with those of food webs in ecosystems.

The network formulation of existing models that we have presented here is really only a reinterpretation. As such, it has no obvious, direct advantage over the original interpretation. However, it allows us to think and talk about turbulence using the language of networks, and this may allow us further understanding. For example, the idea that more triads are likely to attach themselves to a node that already has many connections, or the conception of a dynamical network model, starting from a finite number of nodes and extending as necessary-for example, as the nonlinear energy transfer to the candidate node exceeds a certain threshold-becomes possible. As discussed in the Introduction, such models may actually be more relevant to real world problems involving wave-turbulence or coexistence of strong and weak turbulence, since the number of activated modes are more likely to be sparser. We think that these issues should be addressed in future studies.
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