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Abstract: Wieler showed that every irreducible Smale space with totally disconnected local stable
sets is an inverse limit system, called a Wieler solenoid. We study self-similar inverse semigroups
defined by s-resolving factor maps of Wieler solenoids. We show that the groupoids of germs and
the tight groupoids of these inverse semigroups are equivalent to the unstable groupoids of Wieler
solenoids. We also show that the C∗-algebras of the groupoids of germs have a unique tracial state.
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1. Introduction

The purpose of this work is to study groupoids of germs and tight groupoids on a certain class of
Smale spaces. Wieler [1] showed that irreducible Smale spaces with totally disconnected local stable
sets can be realized as stationary inverse limit systems satisfying certain conditions, now called Wieler
solenoids [1–4].

Wieler solenoids have some interesting properties related to inverse semigroups. Existence of
totally disconnected local stable sets induce a canonical SFT (subshift of finite type) cover of a
Wieler solenoid whose factor map is an s-resolving map. Nekrashevych defined self-similar inverse
semigroups, called adjacency semigroups, on Smale spaces with s-resolving factor maps [5–7]. The limit
solenoid defined by the adjacency semigroup of a Smale space is topologically conjugate to the original
Smale space [7]. In the present paper, we use adjacency semigroups to study unstable equivalence
relations on Wieler solenoids.

Our study is very much inspired by a work of Exel, Gonçalves and Starling [8] in the special case
of substitution tilings. In [8], they showed that, for a tiling system with certain conditions, the groupoid
of germs of a tiling inverse semigroup, the tight groupoid of the tiling inverse semigroup and the
unstable groupoid of the tiling system are all isomorphic to each other. We follow [8] and introduce a
Wieler solenoid with its adjacency semigroup to obtain the equivalence of the groupoid of germs of
the adjacency semigroup, the tight groupoid of the adjacency semigroup and the unstable groupoid of
the Wieler solenoid.

This paper is organized in the following manner. After providing background materials for
Smale spaces, Wieler solenoids and inverse semigroups, in Section 4 we introduce the adjacency
semigroup. Then we establish equivalence among the groupoids of Wieler solenoids and their
adjacency semigroups in Section 5. In Section 6, we show that C∗-algebra of the groupoid of germs has
a unique tracial state. We close with a section providing an example.
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2. Smale Spaces and Wieler Solenoids

2.1. Smale Spaces

We review the definition and some well-known properties about Smale spaces and their associated
C∗-algebras. We refer to [9–12] for more details.

Definition 1 ([10]). Let (X, d) be a compact metric space and f : X → X a homeomorphism. Assume that we
have constants 0 < λ < 1, ε0 > 0 and a continuous map, called the bracket map,

[· , ·] : {(x, y) ∈ X× X | d(x, y) ≤ ε0} → X, (x, y) 7→ [x, y].

Then, (X, d, f , [· , ·], λ, ε0) is called a Smale space if the following conditions hold:

[x, x] = x,
[[x, y], z] = [x, z] when both sides are defined,
[x, [y, z]] = [x, z] when both sides are defined,
[ f (x), f (y)] = f ([x, y]) when both sides are defined,
d ( f (x), f (y)) ≤ λd(x, y) when [x, y] = y, and
d
(

f−1(x), f−1(y)
)
≤ λd(x, y) when [x, y] = x.

We denote a Smale space by (X, f ), the other data are taken implicitly.

For x ∈ X and 0 < ε ≤ ε0, we define

Xs(x, ε) = {y ∈ X | d(x, y) < ε and [x, y] = y} and

Xu(x, ε) = {y ∈ X | d(x, y) < ε and [y, x] = y} .

We call Xs(x, ε) and Xu(x, ε) a local stable set of x and a local unstable set of x, respectively.
For a Smale space (X, f ), define

Gu,0 = {(x, y) ∈ X× X | y ∈ Xu(x, ε0)}

and let

Gu =
∞⋃

n=0
( f × f )n (Gu,0) .

Then Gu is an equivalence relation on X, called the unstable equivalence and denoted by ∼u. It is
easy to observe that

x ∼u y if and only if d( f−n(x), f−n(y))→ 0 as n→ ∞.

Each ( f × f )n (Gu,0) is given the relative topology of X× X, and Gu is given the inductive limit
topology. It is not difficult to verify that Gu is a locally compact Hausdorff principal groupoid. The Haar
system for Gu is described in ([11], 3.c). The groupoid C∗-algebra C∗(Gu) is called the unstable algebra
for (X, f ).

2.2. Wieler Solenoids

Wieler [1] characterized irreducible Smale spaces with totally disconnected local stable sets as
stationary inverse limits of spaces.

Definition 2. Suppose that (Y, dY) is a compact metric space and that g : Y → Y is a continuous surjective
map. We say that (Y, g) satisfies Wieler’s axiom if there are constants β > 0, K ∈ N+ and 0 < γ < 1 such that
the following hold:
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Axiom 1 If v, w ∈ Y satisfy dY(v, w) ≤ β, then

dY(gK(v), gK(w)) ≤ γKdY(g2K(v), g2K(w)).

Axiom 2 For every v ∈ Y and 0 < ε ≤ β,

gK(B(gK(v), ε)) ⊆ g2K(B(v, γε))

where B(y, r) denotes a closed ball.

Definition 3. Suppose that (Y, g) satisfies Wieler’s axioms. Then we define the inverse limit

X = lim
←−

(Y, g) = {(v0, v1, v2, . . . ) ∈ YN : g(vn+1) = vn for every n ≥ 0}

along with the induced map ϕ : X → X given by

(v0, v1, v2, . . . ) 7→ (g(v0), v0, v1, v2, . . . ).

We call (X, ϕ) the Wieler solenoid associated to (Y, g).

Theorem 1. [1] If (Y, g) satisfies Wieler’s axioms, then the associated Wieler solenoid is a Smale space with
totally disconnected local stable sets. Moreover, if (Y, g) is irreducible, so is the associated Wieler solenoid.

Conversely, if (X, f ) is an irreducible Smale space with totally disconnected local stable sets, then there is
an irreducible dynamical system (Y, g) satisfying Wieler’s axioms such that (X, f ) is topologically conjugate to
the Wieler solenoid associated to (Y, g).

Recall that, for Smale spaces (A, fa) and (B, fb), a factor map is a continuous onto map π : A→ B
satisfying fb ◦ π = π ◦ fa. A factor map π is s-resolving if π|Xs(x,ε) is one-to-one for every x ∈ A and
some ε > 0. See [1,13] for more details.

Theorem 2 ([13], Corollary 1.3). If (X, f ) is an irreducible Wieler solenoid, then there is an irreducible subshift
of finite type (Σ, σ) and an s-resolving factor map π : (Σ, σ)→ (X, f ).

3. Self-Similar Inverse Semigroups

3.1. Inverse Semigroups

An inverse semigroup is a semigroup H such that for every h ∈ H, there is a unique element
h∗ ∈ H, called the inverse of h, satisfying

hh∗h = h and h∗hh∗ = h∗.

We assume that H has a unit element 1 and a zero element 0 with the property

1h = h1 = h and 0h = h0 = 0 for every h ∈ H.

An element h ∈ H is called an idempotent if h2 = h. We denote the set of all idempotents in H
by E.

Example 1 ([14], [Definition 5.2). ] Let X be a topological space and define

pHomeo (X) = {h : U → V | U, V ⊂ X are open, and h is a homeomorphism}.
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Then, pHomeo (X) is an inverse semigroup: Its binary operation is given by composition, for h1, h2 ∈
pHomeo (X),

h1h2 = h1 ◦ h2 : h−1
2 (Dom h1 ∩ Im h2)→ h1(Dom h1 ∩ Im h2).

The inverse is given by h∗ = h−1, the unit element is IdX , the 0 element is the trivial map between empty
sets, and h is an idempotent if and only if h = IdU for some open subset U of X.

An element h ∈ pHomeo (X) is called a partial homeomorphism of X.

For an inverse semigroup H and a topological space X, H is said to act on X if there is a semigroup
homomorphism θ : H → pHomeo (X) that preserves the unit element and the zero element. By abuse
of notation, we denote θ(h) by h itself.

3.2. Groupoids of Germs

Suppose that an inverse semigroup H acts on a locally compact Hausdorff space Y. The groupoid
of germs of H, denoted Γ, is the set of equivalence classes of pairs (h, u) such that h ∈ H and u ∈ Dom h.
Two pairs (h, u) and (g, v) are equivalent to each other if and only if u = v and there is an idempotent
e ∈ E such that u ∈ Dom e and he = ge. The equivalence class of (h, u) is denoted by [h, u] and called
the germ of h at u.

The domain and range maps of Γ are

d([h, u]) = u and r([h, u]) = h(u).

The set of composable pairs of ΓH is

Γ(2) = {([h, u], [g, v]) ∈ Γ× Γ : g(v) = u},

and the groupoid composition and inversion are given as

[h, u] · [g, v] = [hg, v] and [h, u]−1 = [h∗, h(u)].

The unit space of Γ is
Γ(0) = {[e, u] : e ∈ E, u ∈ Dom e},

which is identified with Y via the bijective map [e, u] 7→ u.
A topology on Γ is given as follows: For an h ∈ H and any open set U ⊆ Dom h∗h, let

O(h, U) = {[h, u] : u ∈ U}.

Then the collection of all O(h, U) forms a basis for a topology on Γ, which makes Γ a locally
compact étale groupoid [15].

3.3. Tight Groupoids of Inverse Semigroups

Every material in this subsection is taken from [16]. Suppose that H is an inverse semigroup
and that

E = {e ∈ H : e = e∗ = e2}

is the set of idempotents of H. Then the natural partial order on H (see [17], Lemma 1.4.6) is applied
on E;

for every e1, e2 ∈ E, e1 ≤ e2 ⇐⇒ e1 = e2e1.

A filter in E is a nonempty subset C ⊂ E such that

1. 0 /∈ C,
2. e1 ∈ C and e1 ≤ e2 imply e2 ∈ C, and
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3. for any elements e1, e2 ∈ C, there is an element e3 ∈ C such that e3 ≤ e1, e2.

An ultrafilter is a filter that is not properly contained in any other filter.
A character is a non-zero map φ : E→ {0, 1} such that

1. φ(0) = 0 and
2. φ(e1e2) = φ(e1)φ(e2).

The set of characters on E is denoted Ê0, which is a locally compact Hausdorff space with the
pointwise convergence topology.

There is a one-to-one correspondence between Ê0 and the set of filters in E:

Lemma 1 ([16], p. 251). If φ is a character, then the set

Cφ = {e ∈ E : φ(e) = 1}

is a filter. On the other hand, if C is a filter, then φC : E→ {0, 1} defined by

φC(e) =

{
1 if e ∈ C

0 otherwise

is a character.

The set of characters on E coming from ultrafilters is denoted by Ê∞, and its closure in Ê0 is
denoted by Êtight. A subbasis for the subspace topology on Ê∞ consists of sets of the form

De = {φ ∈ Ê∞ : φ(e) = 1} and ∆e = {φ ∈ Ê∞ : φ(e) = 0}

where e ∈ E ([16], §10).
For an inverse semigroup H and its corresponding Êtight, there is a natural action, denoted θ, of H

on Êtight: For each idempotent e ∈ E, let

De = {φ ∈ Êtight : φ(e) = 1}.

For every h ∈ H, the action θh : Dh∗h → Dhh∗ is defined by

φ 7→ θh(φ) such that θh(φ)(e) = φ(h∗eh) for every e ∈ E.

The groupoid of germs of this action is called the tight groupoid of H and is denoted Gtight.
The groupoid C∗-algebra of Gtight is called the tight C∗-algebra of H.

3.4. Self-Similar Inverse Semigroups and Limit Solenoids

First, we remark on an odd fact regarding one-sided and two-sided subshift of finite type (SFT):
While a one-sided SFT (Σ+, σ+) has the the shift map σ+ given by

σ+ : a0a1a2 · · · 7→ a1a2 · · · ,

the shift map on its corresponding two-sided SFT (Σ, σ) is

σ : · · · a−2a−1.a0a1 · · · 7→ · · · a−3a−2.a−1a0 · · · .

Note that σ+ and σ act on different directions.
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It is a well-known fact that (Σ+, σ+) and (Σ, σ) are compact metric spaces whose basis is given
as follows: Let Y be either Σ+ or Σ, and Bn(Y) the set of allowed n-blocks in Y. For every α ∈ Bn(Y),
define the cylinder set Ck(α) as

Ck(α) = {w = · · · aiai+1 · · · ∈ Y : ak · · · ak+n−1 = α}.

Then each cylinder set is a clopen subset of Y, the collection of cylinder sets is a countable basis of
Y, and {C0(α)} is a subbasis of Y. We refer to [18] for more details on SFTs.

Definition 4 ([5], Definition 3.6). Suppose that (Σ+, σ+) is a one-sided SFT on a finite alphabet A and that
H is an inverse semigroup acting on Σ+. We say that H is a self-similar inverse semigroup if, for each h ∈ H,
Dom h is a clopen subset of Σ+, and there exist a number n ∈ N, {a1, . . . , an} ⊂ A, {b1, . . . , bn} ⊂ A and

{g1, . . . , gn} ⊂ H such that the sets Dom gi are disjoint, Dom h =
n⋃

i=1
aiDom gi, and for every w ∈ Dom gi

we have h(aiw) = bigi(w).

We need the next property to make the limit solenoids Smale spaces. See [5,6] for self-similar
inverse semigroups and [7,19,20] for self-similar groups.

Definition 5 ([5], Definition 9.8). A self-similar inverse semigroup H acting on Σ+ is said to be contracting
if there is a finite set N ⊂ H such that for each h ∈ H there exist numbers k, l ∈ N, {α1, . . . , αk} ⊂
Bl(Σ+), {β1, . . . , βk} ⊂ Bl(Σ+) and {g1, . . . , gk} ⊂ N such that the sets Dom gi are disjoint, Dom h =

k⋃
i=1

αiDom gi, and for every w ∈ Dom gi we have h(αiw) = βigi(w).

We call the smallest set N satisfying the above conditions the nucleus of H.

Suppose that (Σ+, σ+) is a one-sided subshift of finite type, that (Σ, σ) is its corresponding
two-sided SFT, and that H is a contracting self-similar inverse semigroup acting on Σ+. Two elements
· · · a−2a−1.a0a1 · · · and · · · b−2b−1.b0b1 · · · in Σ are asymptotically equivalent if for every n ∈ Z there
is an hn ∈ N such that

hn(anan+1 · · · ) = bnbn+1 · · · .

Then the asymptotic equivalence is an equivalence relation on Σ, and the quotient of Σ by this
equivalence relation is a finite-dimensional metrizable space ([7], Proposition 3.5). We denote the
quotient space of Σ by the asymptotic equivalence relation by SH . As the shift map σ : Σ→ Σ agrees
with the asymptotic equivalence relation, the shift map σ induces a natural homeomorphism on SH ,
which is also denoted by σ.

Definition 6 ([5,7]). Let (Σ+, σ+), (Σ, σ) and H be as above. The dynamical system (SH , σ) is called the limit
solenoid of H.

4. Adjacency Semigroups of Wieler Solenoids

We follow ([7], §4) and ([1], §4) to construct a contracting self-similar inverse semigroup H acting
on an SFT of an irreducible Wieler solenoid (X, f ). This semigroup is called the adjacency semigroup
of (X, f ).

First, we recall that a nonempty set R ⊆ X is called a rectangle if R = Int(R) and [x, y] ∈ R
whenever x, y ∈ R. For a rectangle R and x ∈ R, we denote Xs(x, R) = Xs(x, ε0) ∩ R and Xu(x, R) =
Xu(x, ε0) ∩ R. See [1,7] for details.

Lemma 2 ([1], Proposition 4.2). For an irreducible Wieler solenoid (X, f ), there is a Markov partition P such
that, for every x ∈ R ∈ P and 0 < ε ≤ ε0, Xs(x, R) is clopen in Xs(x, ε0).
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Let (Σ, σ) be the SFT associated with the Markov partition P as above. Then there is a bijection
between the alphabet of (Σ, σ) and P given by a 7→ Ra. Nekrashevych ([7], Lemma 4.4) showed that
the map π : Σ→ X given by

· · · a−2a−1.a0a1 · · · 7→
⋂

n∈Z
f n(Ran)

is an s-resolving factor map. For each x ∈ X, we call the elements of π−1(x) codes of x.

Lemma 3. ([7], Lemma 4.3] If x, y ∈ Ra0 satisfy π(· · · a−2a−1.a0a1 · · · ) = x and π(· · · b−2b−1.b0b1 · · · ) =
y with a0 = b0, then π(· · · a−2a−1.b0b1 · · · ) = [x, y]. In particular, the set Xs(x, Ra0) coincides with the set
of points having codes of the form · · · a−2a−1.a0s1s2 · · · .

Adjacency Semigroups

Let us fix an irreducible Wieler solenoid (X, f ) and a Markov partition P = {Ra}a∈A as given
in Lemma 2 with its associated SFTs (Σ+, σ+) and (Σ, σ), whose alphabets are A, and an s-resolving
factor map π : Σ→ X.

We observe that if Ra0 ∩ Rb0 6= ∅ and x ∈ Ra0 ∩ Rb0 , then x has two distinct codes
· · · a−2a−1.a0a1 · · · and · · · b−2b−1.b0b1 · · · in π−1(x). Now we define a partial transformation T(a0;b0)

of Σ+ as follows:
T(a0;b0)

: a0s1s2 · · · 7→ b0t1t2 · · ·

if and only if
π(· · · a−2a−1.a0s1s2 · · · ) = π(· · · b−2b−1.b0t1t2 · · · ).

Lemma 4 ([7], Proposition 4.5). The transformation T(a0;b0)
is a well-defined partial homeomorphism of Σ+

depending only on the letters a0 and b0.

Definition 7 ([7], Definition 4.2). The adjacency semigroup of an irreducible Wieler solenoid (X, f ) is the
inverse semigroup generated by the set of partial homeomorphisms {IdΣ+ , T(a0;b0)

: Ra0 ∩ Rb0 6= ∅} of the
one-sided SFT (Σ+, σ+).

Theorem 3 ([7], Theorem 4.6). The adjacency semigroup H of an irreducible Wieler solenoid (X, f ) is a
contracting self-similar inverse semigroup. Moreover, its limit solenoid (SH , σ) is topologically conjugate to the
Wieler solenoid (X, f ).

Remark 1. When we have

π(· · · a−1.a0 · · · ansn+1sn+2 · · · ) = π(· · · b−1.b0 · · · bntn+1tn+2 · · · )

so that
T(a0;b0)

(a0 · · · ansn+1sn+2 · · · ) = b0 · · · bntn+1tn+2 · · · ,

there is a finite set {h1, . . . , hk} ⊂ H such that the sets Dom hi are disjoint, ∪a0 · · · anDom hi ⊂ Dom T(a0;b0)

and
T(a0;b0)

(a0 · · · anw) = b0 · · · bnhi(w)

for every w ∈ Dom hi. We will denote T(a0;b0)
|∪a0···anDom hi

as T(a0···an ;b0···bn).
Let us consider the inverse semigroup H′ generated by

{IdΣ+ , T(a0···an ;b0···bn) : Ra0 ∩ Rb0 6= ∅}

acting on Σ+. Even though H′ contains H as a subsemigroup,

T(a0···an ;b0···bn) = T(a0;b0)
|∪a0···anDom hi
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implies that H′ is also a contracting self-similar inverse semigroup whose nucleus is the same as that of H and
that H′ action on Σ+ coincides with the action of H. Hence, the asymptotic equivalence relations on Σ given by
H′ and H concur with each other. and so do the limit solenoids SH′ and SH . From now on, we will use H′ as the
adjacency semigroup of an irreducible Wieler solenoid, and denote it simply as H instead of H′.

Remark 2. In the proof of ([7], Theorem 4.6), Nekrashevych showed that the s-resolving factor map π : Σ→
X ' SH is equal to the quotient map q : Σ→ SH .

Comparing with limit solenoids of self-similar groups (see [19,20] for self-similar groups), it is
easy to obtain the following property of unstable equivalence relation on (SH , σ).

Proposition 1 ([20], Proposition 6.8). Suppose that H is the adjacency semigroup of an irreducible Wieler
solenoid with the nucleus N and that (SH , σ) is the limit solenoid of H. For x, y ∈ SH , let

· · · a−1.a0a1 · · · ∈ q−1(x) and · · · b−1.b0b1 · · · ∈ q−1(y),

where q : Σ→ SH is the quotient map. Then x is unstably equivalent to y if and only if there exist n ∈ Z and
h ∈ N such that

h(anan+1 · · · ) = bnbn+1 · · · .

5. Groupoid Equivalence

We show that for a Wieler solenoid (X, f ) and it adjacency semigroup H, the groupoid of germs
of H, the tight groupoid of H and the unstable groupoid of (X, f ) are equivalent to each other.

Theorem 4. Suppose that H is the adjacency semigroup of an irreducible Wieler solenoid and that (SH , σ) is
the limit solenoid of H. Then the groupoid of germs Γ of H is equivalent to the unstable groupoid Gu of (SH , σ)

in the sense of Muhly, Renault and Williams.

Proof. We imitate the proof of ([6], Theorem 4.8) to construct a (Gu, Γ)-equivalence Z of Muhly, Renault
and Williams [21]. Let

Z = {(x, v) ∈ SH × Σ+ : ∃ · · · a−1.v ∈ Σ such that π(· · · a−1.v) ∼u x}

where ∼u is the unstable equivalence. For each h ∈ H, let

Zh = {(x, v) ∈ SH × Σ+ : ∃ · · · b−1.h(v) ∈ Σ such that π(· · · b−1.h(v)) = x}.

It is easy to obtain Z =
⋃

h∈H
Zh from Proposition 1. On Zh, we give the subspace topology from

SH × Σ+, and Z has the direct limit topology from the union. We show that Zh is closed in SH × Σ+.
Then Zh is a locally compact Hausdorff space under the subspace topology, and it is trivial that Z is
also a locally compact Hausdorff space.

Let p : Σ → Σ+ be the canonical projection given by · · · a−1.a0a1 · · · 7→ a0a1 · · · . Then p is
continuous, and

π × (h∗ ◦ p) : Σ→ SH × Σ+ given by w 7→ (π(w), h∗ ◦ p(w))

is also continuous. Here we use the fact that π(w) = q(w), see Remark 2. It is easy to check that
Zh = π × (h∗ ◦ p)(Σ), and Zh is closed in SH × Σ+. The Hausdorff property is trivial.

The left action of Gu is
(y, x) · (x, v) = (y, v)
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and the right action of Γ on Z is
(x, v) · [h, v] = (x, h(v)).

Then it is routine to verify that Z is a left principal Gu-space, a right principal Γ-space, and that
the Gu and Γ actions are commuting.

We recall that each Zh is canonically included in Z. Define

ρ : Z → G0
u ' SH by (x, v) 7→ x and

τ : Z → Γ0 ' Σ+ by (x, v) 7→ v.

Since each Zh has the subspace topology from SH × Σ+, the canonical projections Zh → SH and
Zh → Σ+ given by (x, v) 7→ x and (x, v) 7→ v, respectively, are continuous open maps. Then the
universal property of the direct limit topology on Z implies that ρ and τ are continuous open maps.

For the left Gu-action and the right Γ-action on Z, corresponding orbits of an (x, v) ∈ Z are

Gu · (x, v) = {(y, v) : x ∼u y} and

(x, v) · Γ = {(x, h(v)) : h ∈ H and v ∈ Dom h}.

So the maps ρ and τ induce bijections of Z/Γ onto G0
u and Gu\Z onto Γ0, respectively. Therefore

Z is an (Gu, Γ)-equivalence, and Gu is equivalent to Γ in the sense of Muhly, Renault and Williams.

Remark 3. We remind that the unstable groupoid Gu of (SH , σ) is not an étale groupoid, but the groupoid of
germs Γ of H is étale. In [12], they obtained an étale groupoid by restricting to an abstract transversal that is
equivalent to Gu.

Tight Groupoids

We show that the groupoid of germs and the tight groupoid of an adjacency semigroup are
equivalent to each other.

We omit the proof of the following lemma as it is trivial from the definition of idempotents and
the compactness of Σ+.

Lemma 5. Suppose that H is the adjacency semigroup of an irreducible Wieler solenoid acting on Σ+ and that
E is the set of idempotents of H. Then

1. {Id|Dom T(α;β)
: α, β ∈ Bn(Σ+), T(α;β) 6= 0} generates E.

2. For µ, ν ∈ E, µ ≤ ν if and only if Dom µ ⊂ Dom ν.
3. For µ ∈ E, Dom µ is a clopen subset of Σ+.

Remark 4. For each α ∈ Bn(Σ+), there is at least one β ∈ Bn(Σ+) such that T(α;β) 6= 0, say β = α.

Proposition 2. For each α, β ∈ Bn(Σ+) such that T(α;β) 6= 0, let

D(α; β) = {µ ∈ E : Dom T(α;β) ⊂ Dom µ}.

Then D(α; β) is a filter.

Proof. It is trivial that D(α; β) 6= ∅ as Id|Dom T(α;β)
= T∗(α;β)T(α;β) ∈ D(α; β). If µ ∈ D(α; β) and µ ≤ ν,

then Lemma 5 implies
Dom T(α;β) ⊂ Dom µ ⊂ Dom ν

so that ν ∈ D(α; β). For any µ, ν ∈ D(α; β),

Dom T(α;β) ⊂ Dom µ and Dom T(α;β) ⊂ Dom ν
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mean that T∗(α;β)T(α;β) ≤ µ, ν. Hence D(α; β) is a filter.

Lemma 6. For α, β ∈ Bn(Σ+) and αan, βbn ∈ Bn+1(Σ+) such that T(α;β) and T(αan ;βbn) are nonzero maps,
D(α; β) ⊂ D(αan; βbn).

Proof. If µ is an element of D(α; β), Definition 4 implies

Dom µ ⊃ Dom T(α;β) = ∪αDom hi ⊃ ∪αanDom gj ⊃ Dom T(αan ;βbn).

Thus µ is an element of D(αan; βbn), and we have D(α; β) ⊂ D(αan; βbn).

Lemma 7. For each u = a0a1 · · · ∈ Σ+ and any b0b1 · · · ∈ Σ+ such that T(a0;b0)
(a0a1 · · · ) = b0b1 · · · , let

D(u) =
∞⋃

n=0
D(a0 · · · an; b0 · · · bn). Then we have D(u) = {µ ∈ E : u ∈ Dom µ}.

Proof. Let µ ∈
∞⋃

n=0
D(a0 · · · an; b0 · · · bn). Then there is a nonnegative integer n such that µ ∈

D(a0 · · · an; b0 · · · bn). So u ∈ Dom T(a0···an ;b0···bn) ⊂ Dom µ.
On the other hand, if u ∈ Dom µ, then u is an interior point of Dom µ by Lemma 5, and there is a

nonnegative integer n such that
u ∈ C0(a0 · · · an) ⊂ Dom µ.

Since Dom T(a0···an ;b0···bn) = ∪a0 · · · anDom hi by Definition 4, we have

Dom T(a0···an ;b0···bn) ⊂ C0(a0 · · · an) ⊂ Dom µ

and µ ∈ D(a0 · · · an; b0 · · · bn).

Proposition 3. For each u = a0a1 · · · ∈ Σ+, D(u) is an ultrafilter.

Proof. By Lemma 7, D(u) is a filter. If D(u) is not an ultrafilter, then there is a filter C such that
D(u) ( C. Choose an idempotent µ ∈ C\D(u), i.e., u /∈ Dom µ.

Because µ and Id|Dom T(a0 ···an ;b0 ···bn)
are elements of C for every nonnegative integer n, there is a

νn ∈ C such that νn ≤ µ and νn ≤ Id|Dom T(a0 ···an ;b0 ···bn)
. Then we have

Dom νn ⊂ Dom µ ∩Dom T(a0···an ;b0···bn).

So we have Dom µ ∩Dom T(a0···an ;b0···bn) 6= ∅ for every nonnegative integer n and

Dom µ ∩Dom T(a0···bn ;b0···bn) ⊃ Dom µ ∩Dom T(a0···an+1;b0···bn+1)
.

Since the domain of every idempotent is a compact set by Lemma 5, the Cantor Intersection
Theorem implies ⋂

Dom µ ∩Dom T(a0···an ;b0···bn) = Dom µ ∩
⋂

Dom T(a0···an ;b0···bn)

= Dom µ ∩ {u}
6= ∅.

Thus we have u ∈ Dom µ, a contradiction. Therefore D(u) is an ultrafilter.

Proof of the following property is exactly the same as that of ([22], Lemma 4.13), but we include
its proof here for completeness.
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Proposition 4 ([22], Lemma 4.13). Suppose that H is the adjacency semigroup of an irreducible Wieler
solenoid acting on Σ+ and that E is the set of idempotents of H. Then every ultrafilter in E is given as D(u) for
some u ∈ Σ+.

Proof. Let D be an ultrafilter and consider a collection

C = {Dom µ : µ ∈ D}.

Then each Dom µ is a compact subset of Σ+ by Lemma 5, and Σ+ is also a compact space. For
any finite collection µ1, . . . , µn ∈ D, the third condition of filters implies that there is an idempotent
ν ∈ D such that ν ≤ µi for every i = 1, . . . , n. So, we have

∅ 6= Dom ν ⊂ ∩n
i=1Dom µi,

and the collection C has the finite intersection property. Hence the intersection⋂
µ∈D

Dom µ

is nonempty as Σ+ is a compact space. We choose an infinite path u ∈ ∩µ∈DDom µ, and consider its
corresponding ultrafilter D(u) constructed in Lemma 7. For every µ ∈ D, u ∈ Dom µ implies µ ∈ D(u)
and D ⊂ D(u). Since D is an ultrafilter, we conclude D = D(u).

Now the following lemma is trivial by Lemma 1 and Proposition 4.

Lemma 8. Let Φ : Σ+ → Ê∞ be given by u 7→ φu where φu : E→ {0, 1} is

φu(µ) =

{
1 if µ ∈ D(u)

0 otherwise.

Then Φ is a bijection.

Again, the proof of the following proposition is exactly the same as that of ([22], Proposition 4.14),
but we include it for completeness.

Proposition 5. The bijection Φ : Σ+ → Ê∞ is a homeomorphism. Moreover, Ê∞ coincides with Êtight.

Proof. Because Σ+ is a compact space, we only need to show that Φ is a continuous map. For every
µ ∈ E and φu ∈ Ê∞,

Dµ = {φu ∈ Ê∞ : φu(µ) = 1} and ∆µ = {φu ∈ Ê∞ : φu(µ) = 0}

are a subbasis for the subspace topology on Ê∞. By Lemma 8, we can rewrite Dµ and ∆µ as

Dµ = {φu ∈ Ê∞ : u ∈ Dom µ} and ∆µ = {φu ∈ Ê∞ : u /∈ Dom µ}.

So we have

Φ−1(Dµ) = {u ∈ Σ+ : u ∈ Dom µ} = Dom µ and

Φ−1(∆µ) = {u ∈ Σ+ : u /∈ Dom µ} = (Dom µ)c.

Then Dom µ is a clopen set implies that φ is continuous so that Φ is a homeomorphism.
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Since Σ+ is a compact space and φ is a homeomorphism, Ê∞ is also a compact subspace of Ê0.
Thus we have Ê∞ = Ê∞ = Êtight.

Remark 5. If E is a Boolean algebra, then Stone duality implies Ê∞ = Êtight ([23], p. 815).

We remind that the groupoid of germs Γ of H and the tight groupoid Gtight of H are induced
from H-actions on Σ+ and Êtight = Ê∞, respectively. Then the H-action on Σ+ can be transferred to an
action on Êtight via Φ : Σ+ → Êtight.

The action of H on Êtight, denoted θ, was given as follows: For each idempotent µ ∈ E with

Dµ = {φu ∈ Êtight : φu(µ) = 1}

and for every h ∈ H, θh : Dh∗h → Dhh∗ is defined by φu 7→ θh(φu) such that θh(φu)(ν) = φu(h∗νh) for
every ν ∈ E.

Theorem 5. Suppose that H is the adjacency semigroup of an irreducible Wieler solenoid. Then the groupoid of
germs Γ of H is isomorphic to the tight groupoid Gtight of H.

Proof. To obtain a groupoid isomorphism between Γ and Gtight, we only need to show that transfer
of H-action on Σ+ by the homeomorphism Φ commutes with H-action on Êtight ([8], Proposition 1),
i.e., prove

Φ(h(u)) = θh(Φ(u))

for every h ∈ H and u ∈ Dom h.
Before proving the above equality, we remind that every idempotent is an identity map on an

open subset of Σ+ (see Example 1) and that, for h ∈ H and u ∈ Dom h, h(u) ∈ Dom h∗.
For every idempotent ν ∈ E, we have

Φ(h(u))(ν) = φh(u)(ν) =

{
1 if h(u) ∈ Dom ν

0 if h(u) /∈ Dom ν

and

θh(Φ(u))(ν) = θh(φu)(ν) = φu(h∗νh) =

{
1 if u ∈ Dom h∗νh

0 if u /∈ Dom h∗νh.

If Φ(h(u))(ν) = 1, then h(u) is an element of Dom ν and

ν(h(u)) = h(u) ∈ Dom h∗.

So we have u ∈ Dom h∗νh and
θh(Φ(u))(ν) = 1.

On the other hand, if θh(Φ(u))(ν) = 1, then we have u ∈ Dom h∗νh. Thus h(u) is included in
Dom ν and

Φ(h(u))(ν) = 1.

Hence, Φ(h(u))(ν) = 1 if and only if θh(Φ(u))(ν) = 1 for every ν ∈ E, which implies Φ(h(u)) =
θh(Φ(u)) for every h ∈ H and u ∈ Dom h. Therefore, Γ is isomorphic to Gtight.

Then next properties are obvious from Theorems 4 and 5.

Theorem 6. Suppose that H is the adjacency semigroup of an irreducible Wieler solenoid and that (SH , σ) is
the limit solenoid of H. Then the tight groupoid of H is equivalent to the unstable groupoid of (SH , σ) in the
sense of Muhly, Renault and Williams.
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Now, strong Morita equivalence is a trivial consequence of groupoid equivalence.

Theorem 7. Suppose that H is the adjacency semigroup of an irreducible Wieler solenoid, that Γ and Gtight are
the groupoid of germs of H and the tight groupoid of H, respectively, and that Gu is the unstable groupoid of
the Wieler solenoid. Then the groupoid C∗-algebras C∗(Γ), C∗(Gtight) and the unstable algebra C∗(Gu) are
strongly Morita equivalent to each other.

6. Traces and Invariant Means

We consider the uniqueness of tracial state on the groupoid of germs algebra C∗(Γ) of an
irreducible Wieler solenoid (X, f ). Every material in this section is taken from [23].

Let S be an inverse semigroup and E(S) the set of all idempotents in S. For s, t ∈ S, we say that s
and t are compatible if s∗t, st∗ ∈ E(S), and a set F ⊂ S is called compatible if every pair of elements of
F is compatible. For s, t ∈ S, the join (or least upper bound) of s and t is denoted s ∨ t if it exists. We
call S distributive if whenever we have a finite compatible set F ⊂ S, then ∨s∈Fs exists in S and for
every t ∈ S we have

t(∨s∈Fs) = ∨s∈Fts and (∨s∈Fs)t = ∨s∈Fst.

Definition 8 ([23], Definition 2.2). A Boolean inverse monoid is a distributive inverse monoid S with the
property that E(S) is a Boolean algebra.

For an étale groupoid (G, d, r), an open set U ⊂ G is called a bisection if r|U and d|U are injective.
An étale groupoid G is called ample if the set of compact bisections forms a basis for the topology on
G. The set of compact bisections, denoted Ga and called the ample semigroup of G, is a distributive
inverse semigroup.

Lemma 9 ([23]). Suppose that H is the adjacency semigroup of an irreducible Wieler solenoid and that Γ is the
groupoid of germs of H. Then

1. Γ is an ample groupoid,
2. Γa is a Boolean inverse monoid, and
3. Γ ' Gtight(Γa).

Proof. The first two properties are from the fact that Σ+ is a Cantor set. The third property is
from ([23], p. 816).

Remark 6. It is not difficult to observe that every bisection in Γ is given as O(h, U) = {[h, u] : u ∈ U}
where h is an element of H and U is any open subset of Dom h∗h. Since H is generated by {T(α;β) : α, β ∈
Bn(Σ+), n ≥ 0} and the collection of all cylinder sets is a basis for the topology on Σ+ = Γ(0), Γa is generated
by O(h, V) such that h = T(α;β) and V = C0(αγ) ⊂ Dom h. See [24] for the structure of ample semigroups.

Lemma 10. The groupoid of germs Γ of H is an étale amenable principal Hausdorff groupoid.

Proof. Étale property is trivial by construction of Γ. By ([12], Theorem 1.1) the unstable groupoid Gu

is an amenable groupoid. So Γ is amenable by Theorem 4 and ([25], Theorem 2.2.17).
To show that Γ is a principal groupoid, for [h, u] ∈ Γ we need to check u = h(u) if and only if h is

an idempotent.
If h ∈ H is an idempotent, then h is an identity map on an open subset of Σ+, so u = h(u) holds

for every u ∈ Dom h. For the other direction, we only consider T(α;β) as H is generated by T(α;β).
Then u ∈ Dom T(α;β) and T(α;β)(u) = u mean that u = αv for some v ∈ Σ+ and β = α. So we have
T(α;β) = T(α;α) which is the identity map on the cylinder set C0(α). Hence T(α;β) is an idempotent, and
Γ is a principal groupoid.
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Because Γ is an étale groupoid and Γ(0) is homeomorphic to Σ+, Hausdorff property is obvious
by ([15], Proposition 3.10).

Definition 9. Let S be a Boolean inverse monoid. A nonzero function m : E(S)→ [0, ∞) is called an invariant
mean if

1. m(s∗s) = m(ss∗) for every S ∈ S
2. m(µ ∨ ν) = m(µ) + m(ν) for all µ, ν ∈ E(S) such that µν = 0.

If in addition m(1) = 1, we call m a normalized invaraint mean. We denote M(S) by the affine space of all
normalized invariant means on S.

Definition 10. Let A be a C∗-algebra. A bounded linear functional τ : A→ C is called a trace if

1. τ(a∗a) ≥ 0 for every a ∈ A
2. τ(ab) = τ(ba) for all a, b ∈ A.

A trace τ on a unital C∗-algebra is called a tracial state if τ(1) = 1. The set of all tracial states of a C∗-algebra
A is denoted T(A).

Theorem 8 ([23], Theorem 4.13). Let S be a Boolean inverse monoid such that Gtight(S) is an amenable
principal Hausdorff groupoid. Then

T(C∗(Gtight(S))) ' M(S).

By Lemmas 9 and 10, Γa is a Boolean inverse monoid such that Gtight(Γa) is an amenable principal
Hausdorff groupoid. Therefore we have the following:

Proposition 6. Let Γ be the groupoid of germs of the adjacency semigroup of a Wieler solenoid. Then

T(C∗(Γ)) ' T(C∗(Gtight(Γ
a))) ' M(Γa).

To figure out M(Γa), we only consider O(T(α;β), C0(αγ)) ∈ Γa where γ and αγ are finite allowed
words in Σ+ (see Remark 6). We observe

O(T(α;β), C0(αγ))∗ = O(T(β;α), C0(T(α;β)(αγ)))

such that T(α;β)(αγ) = βδ with |αγ| = |βδ| and

O(T(α;β), C0(αγ))O(T(α;β), C0(αγ))∗ = O(Id|Dom T(β;α)
, C0(βδ))

O(T(α;β), C0(αγ))∗O(T(α;β), C0(αγ)) = O(Id|Dom T(α;β)
, C0(αγ)).

Here we note that Id|Σ+ Id|Dom T(α;β)
= Id|Dom T(α;β)

Id|Dom T(α;β)
and the definition of the groupoid

of germs imply that it is unnecessary to restrict the domain of Id map inside bisection.
If µ is a normalized invariant mean on Γa, then we have

µ(O(Id, C0(αγ))) = µ(O(Id, C0(βδ))).

So we obtain that for all η, ζ ∈ Bn(Σ+)

µ(O(Id, C0(η))) = µ(O(Id, C0(ζ))).

In addition, the set {C0(η) : η ∈ Bn(Σ+)} is a disjoint partition of Σ+. Hence we conclude that
for every η ∈ Bn(Σ+)

µ(O(Id, C0(η))) =
1

|Bn(Σ+)| .
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Since every clopen subset of Σ+ is a finite disjoint union of cylinder sets, the above formula
determines the normalized invariant mean µ. It is obvious that µ is a unique normalized invariant
mean on Γa.

We summarize the above argument:

Theorem 9. Suppose that Γ is the groupoid of germs of the adjacency semigroup of a Wieler solenoid and that
Γa is its ample semigroup. Then Γa has a unique normalized invariant mean.

The corresponding unique trace on C∗(Γ) is explained in ([23], Proposition 4.7).

Remark 7. The stable algebras and the stable Ruelle algebras of irreducible Wieler solenoids are studied in [2–4].
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