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Abstract: For Euler’s differential equation of order n, a theorem is presented to give n solutions,
by modifying a theorem given in a recent paper of the present authors in J. Adv. Math. Comput. Sci.
2018; 28(3): 1–15, and then the corresponding theorem in distribution theory is given. The latter
theorem is compared with recent studies on Euler’s differential equation in distribution theory.
A supplementary argument is provided on the solutions expressed by nonregular distributions,
on the basis of nonstandard analysis and Laplace transform.
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1. Introduction

In the preceding papers [1,2], linear differential equations of order n ∈ Z>0, with polynomial
coefficients, are studied. They take the form:

n

∑
k=0

∞

∑
m=0

ak,mtm dk

dtk u(t)=
n

∑
k=0

(ak,0 + ak,1 · t + ak,2 · t2 + ak,3 · t3 + · · · ) · dk

dtk u(t) = 0, t > 0, (1)

where t ∈ R, and ak,m ∈ C for k ∈ Z[0,n] and m ∈ Z>−1 are constants. We assume that a finite number
of the constants are nonzero.

Here, Z, R and C are the sets of all integers, all real numbers and all complex numbers, respectively,
and Z>a = {m ∈ Z|m > a} for a ∈ Z, and Z[a,b] = {m ∈ Z|a ≤ m ≤ b} for a, b ∈ Z satisfying a < b.
We also use Z<b = {m ∈ Z|m < b} for b ∈ Z, R>r = {x ∈ R|x > r} for r ∈ R, and C+ = {z ∈
C|Re z > 0}.

We use (z)k and (z)−k for z ∈ C, k ∈ Z>−1, which denote (z)k = ∏k−1
m=0(z + m) if k ∈ Z>0,

and (z)0 = 1, as usual, and

(z)−k =
k−1

∏
m=0

(z−m) = (−1)k(−z)k, k ∈ Z>0, (2)

and (z)−0 = 1.
We reassemble the terms of Equation (1) as

n

∑
l=−∞

Dl
tu(t) = 0, t > 0, (3)
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where

Dl
tu(t) =

n

∑
k=max{0,l}

ak,k−l · tk−l dk

dtk u(t). (4)

We call Dl
tu(t) a block of classified terms. When n = 2, Equation (3) is expressed as

D2
t u(t) + D1

t u(t) + D0
t u(t) + D−1

t u(t) + D−2
t u(t) + · · · = 0, t > 0, (5)

where

D2
t = a2,0

d2

dt2 , D1
t = a2,1t · d2

dt2 + a1,0
d
dt

,

D0
t = a2,2t2 · d2

dt2 + a1,1t · d
dt

+ a0,0, D−1
t = a1,2t2 · d

dt
+ a0,1t,

D−2
t = a2,4t4 · d2

dt2 + a1,3t3 · d
dt

+ a0,2t2, · · · . (6)

In Reference [1,2], discussions are focused on the solution of Equation (3) with two blocks of
classified terms. Kummer’s and the hypergeometric differential equations are special examples of them.

Equation (3), which consists of only one block of classified terms for l = 0, is expressed as

D0
t u(t) :=

n

∑
k=0

ak · tk dk

dtk u(t) = 0, t > 0, (7)

where n ∈ Z>0 and ak, which represent ak,k in Equation (6), are constants, among which an 6= 0.
This equation is called Euler’s differential equation (Section 6.3, Reference [3]), (Chapter II, Section 7,
Reference [4]). In recent papers [5–7], the solution of the equation in distribution theory, which
corresponds to Equation (7), is discussed. In Reference [5], special attention is focused to the cases
where the coefficients satisfy ak = 1 for k ∈ Z[1,n], and a0 ∈ Z. In Reference [1], a theorem is given
on the solution of Equation (7). It is the purpose of the present paper to present a theorem which
provides n solutions of Equation (7), by modifying Theorem 1.1 given in Reference [1], and then
the corresponding theorem in distribution theory. It is shown that the results in Reference [5–7] are
obtained as special results of that theorem given in Section 4.

In the Appendix A, a theorem is presented to show that there exist n and only n complementary
solutions of a linear differential equation of order n, with constant coefficients, in terms of distribution
theory. It guarantees the corresponding theorem on (7).

In Section 2, we present three theorems on the solution of Equation (7), two of which are related
with the theorems given in Reference [5–7]. In Section 4, we give the corresponding theorems on the
solution of the corresponding differential equation in distribution theory. In Section 3, formulas in
distribution theory, are presented, which are used in Section 4. In Section 5, an argument is given to
show a relation of the solutions of Equation (7), and the solutions expressed by nonregular distributions,
of the corresponding equation in distribution theory, on the basis of nonstandard analysis. In Section 5.1,
a brief discussion is given on the Laplace transform of Euler’s differential equation.

2. Theorems on the Solution of Euler’s Differential Equation

When D0
t given in (7) is operated to tα for α ∈ C, we have

D0
t tα = A0(α)tα, (8)
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where

A0(α) :=
n

∑
k=0

ak · (α)−k . (9)

By modifying Theorem 1.1 given in Reference [1], we obtain

Theorem 1. Let A0(α) for D0
t in Equation (7) be given by (9). Then, A0(α) is a polynomial of degree n.

Let kx ∈ Z>0 be the total number of distinct roots of A0(α) = 0, which are αk for k ∈ Z[0,kx ]. Then, A0(α) is
expressed as

A0(α) = an

kx

∏
k=1

(α− αk)
mk , (10)

where mk ∈ Z>0 for k ∈ Z[1,kx ] satisfy ∑kx
k=1 mk = n, and we have kx series of solutions of (7). In the kth series,

if mk = 1, we have one solution given by tαk , and if mk ≥ 2, we have mk solutions given by

tαk , tαk loge t, · · · , tαk (loge t)mk−1. (11)

Remark 1. In Reference [1], Section 6.3 in Reference [3], and Chapter II, Section 7, in Reference [4], Equation (7)
is reduced to a linear differential equation with constant coefficients, that is

kx

∏
k=1

(
d

dx
− αk)

mk y(x) = 0, (12)

by the change of variable from t to x = loge t. In the Appendix A, an argument is given to show that there exist
n complementary solutions of a linear differential equation of order n, with constant coefficients, in terms of
distribution theory.

Remark 2. By the change of variable from back x to t = ex in (12), we obtain

kx

∏
k=1

(t
d
dt
− αk)

mk u(t) = D0
t u(t) = 0, (13)

which has the n solutions given in Theorem 1.

Lemma 1. Let p ∈ C. Then, u(t) = tp is a solution of the following equation:

(t
d
dt
− p)u(t) = 0, t > 0. (14)

Lemma 2. Let p ∈ C, m ∈ Z>1, and

(t
d
dt
− p)mu(t) = 0, t > 0. (15)

Then, we have m solutions of (15), which are given by

tp, tp loge t, tp(loge t)2, · · · , tp(loge t)m−1. (16)

Proof. Lemma 1 shows that tp is a solution of (15). We note that, if l ∈ Z>0,

(t
d
dt
− p)[tp(loge t)l ] = l · tp(loge t)l−1. (17)
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By applying this formula l times and then using Lemma 1, for l ∈ Z[1,m−1], we obtain

(t
d
dt
− p)m[tp(loge t)l ] = l(t

d
dt
− p)m−1[tp(loge t)l−1] = · · · = l!(t

d
dt
− p)m−ltp = 0, (18)

which shows that we have m− 1 solutions of (15), which involve loge t and are given in (16).

Poof of Theorem 1. Noting that any pair of kx operators (t d
dt − αk)

mk can be exchanged with each
other, with the aid of Lemmas 1 and 2, we confirm that the n solutions given in Theorem 1 are the
solutions of Equation (13).

Example 1. Let p ∈ C and q ∈ C. We then consider

D0
t u(t) :=(t2 · d2

dt2 − (p + q− 1)t · d
dt

+ pq)u(t)

= (t
d
dt
− p)(t

d
dt
− q)u(t) = 0, t > 0. (19)

If u(t) = tα, D0
t u(t) = A0(α)u(t) = (α(α− 1)− (p + q− 1)α + pq)u(t) = (α− p)(α− q)u(t); hence,

we have two solutions of (19), given by u(t) = tp and u(t) = tq if p 6= q. If p = q, Lemma 2 shows that the
solutions are u(t) = tp and u(t) = tp loge t. If p = 1 and q = 0, the solutions of t2 d2

dt2 u(t) = 0 are u(t) = t
and u(t) = 1.

Remark 3. In Reference [8,9], Nishimoto developed a method of solving Kummer’s and the hypergeometric
differential equation, with the aid of the Liouville fractional derivative. In the method, the problem of solving a
differential equation of the second order is reduced the one of solving an equation of the first order. Two examples
of using the method with the aid of Riemann-Liouville fractional derivative are given in Reference [10,11].
That method is called the Euler method in Reference [12]. In Reference [13], Nishimoto applied his method to the
solution of Euler’s Equation (19) with p and q replaced by −ν and 1 + a− ν. He obtained one of the solutions,
which is t1+a−ν multiplied by a constant. He also gave a solution of the inhomogeneous equation:

(t2 · d2

dt2 − (p + q− 1)t · d
dt

+ pq)u(t) = f (t), t > 0. (20)

We notethat, if α 6= p, α 6= q and f (t) = tα, a particular solution of (20) is u(t) = 1
(α−p)(α−q) tα.

Here, we present, theorems which correspond to Theorem 3.1 given in Reference [5] and
Theorems 1 and 2 given in [7] in distribution theory.

Theorem 2. Let p ∈ C and ak ∈ C for k ∈ Z[1,n] in Equation (7) be given, and then a0 in Equation (7) be
chosen to be a0 = −A1(p), where

A1(p) :=
n

∑
k=1

ak · (p)−k . (21)

Then, tp is a solution of (7).

Proof. In this case, A0(p) = A1(p) + a0 = 0 by (9); hence, Theorem 1 guarantees that tp is a solution
of (7).

Example 2. Let n = 2, a2 = a1 = 1, for which A1(α) = α(α − 1) + α = α2, and p ∈ C. We choose
a0 = −A1(p) = −p2. Then, Equation (7) becomes

D0
t u(t) := (t2 · d2

dt2 + t · d
dt
− p2)u(t) = (t

d
dt
− p)(t

d
dt

+ p)u(t) = 0, t > 0, (22)
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and Theorem 1 gives two solutions tp and t−p of Equation (22) if p 6= 0, and u(t) = 1 and loge t if p = 0.

Theorem 3. Let the condition of Theorem 1 be satisfied. Then, we have kx solutions expressed by tαk .

In Section 4, the theorems in distribution theory, which correspond to Theorems 1–3, are given.
Among these theorems, those corresponding to Theorems 2 and 3, are due to Reference [5,7].

3. Preliminaries on Distribution Theory

Distributions in the spaceD′ are first introduced in Reference [14–17]. The distributions are either
regular ones or their derivatives. A regular distribution in D′ corresponds to a function f (t) which is
locally integrable on R. We denote the distribution by f̃ (t).

A distribution ũ ∈ D′ is a functional, to which 〈ũ, φ〉 ∈ C is associated with every φ ∈ D,
where D, that is dual to D′, is the space of testing functions, which are infinitely differentiable and
have a compact support on R.

If f̃ ∈ D′ is a regular distribution, we have

〈 f̃ , φ〉 =
∫ ∞

−∞
f (t)φ(t)dt. (23)

OperatorD is so defined that 〈Dũ, φ〉 = 〈ũ, DWφ〉 for ũ ∈ D′, where DW = − d
dt . Because of this

definition of D, we can confirm the following lemma.

Lemma 3. Let f̃ and g̃ be regular distributions inD′, which correspond to f (t) and g(t) = d
dt f (t), respectively.

Then, g̃ = D f̃ .

Proof. In this condition, we have

〈D f̃ , φ〉= 〈 f̃ , DWφ〉 = −
∫ ∞

−∞
f (t)[

d
dt

φ(t)]dt =
∫ ∞

−∞
[

d
dt

f (t)]φ(t)dt = 〈g̃, φ〉. (24)

If ũk ∈ D′ is not a regular one, it is expressed as ũk(t) = Dk f̃ (t), by k ∈ Z>0 and a regular
distribution f̃ ∈ D′, and then we have

〈ũk, φ〉 = 〈Dk f̃ , φ〉 = 〈 f̃ , Dk
Wφ〉 =

∫ ∞

−∞
f (t)[Dk

Wφ(t)]dt. (25)

If g̃ = D f̃ , operator D−1 is so defined that f̃ = D−1 g̃; hence, if D f̃ exists, f̃ = D−1D f̃ .

Lemma 4. Let the condition in Lemma 3 be satisfied. Then, f̃ = D−1 g̃, which corresponds to f (t) =∫ t
−∞ g(x)dx =

∫ t
−∞

d f (x)
dx dx.

Lemma 5. Let ũ ∈ D′ and m ∈ Z. Then,

tDmũ(t) = Dm[tũ(t)]−mDm−1ũ(t). (26)

In particular, when m = 1,

tDũ(t) = D[tũ(t)]− ũ(t). (27)
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Proof. (i) We first give a proof for the case of m ∈ Z>0, in terms of mathematical induction.
When m = 1, we have

〈tDũ(t), φ(t)〉= 〈ũ(t), DW [tφ(t)]〉 = 〈ũ(t),−φ(t) + tDWφ(t)〉 = 〈−ũ(t) + D[tũ(t)], φ(t)〉, (28)

which gives (27). If (26) holds for a value of m ∈ Z>0, we have

tDm+1ũ(t)= tDm[Dũ(t)] = Dm[tDũ(t)]−mDm−1[Dũ(t)]

=Dm[D[tũ(t)]− ũ(t)]−mDmũ(t) = Dm+1[tũ(t)]− (m + 1)Dmũ(t),

which shows that (26) holds also for m + 1. (ii) We now assume m ∈ Z>0. We apply D−m to
Equation (26), and put ṽ(t) = Dmũ(t) or ũ(t) = D−mṽ(t) in (26). We then obtain

D−m[tṽ(t)] = tD−mṽ(t)−mD−m−1ṽ(t). (29)

This shows that (26) holds even when “m > 0” and ũ(t) are replaced by “−m < 0” and ṽ(t) ∈ D′,
respectively.

Lemma 6. Let ũ ∈ D′ and k ∈ Z>1. Then,

tkDkũ(t) = (tD)(tD− 1) · · · (tD− (k− 1))ũ(t) = (tD)−k ũ(t), (30)

where in the last member, the notation defined by (2) is used for operator z = tD.

Proof. A proof by mathematical induction is given. When k = 2, by using Equation (27) in Lemma 5,
we have

t2D2ũ(t) = t[tD[Dũ(t)]] = t[Dt[Dũ(t)]− Dũ(t)] = tD(tD− 1)ũ(t), (31)

which shows that (30) holds for k = 2. If (30) holds for a value of k ∈ Z>1 and for k = 2, by using
Lemma 5, we have

tk+1Dk+1ũ(t) = tk[tDk[Dũ(t)]] = tk[Dkt[Dũ(t)]− kDk−1[Dũ(t)]]

= tkDk[(tD− k)ũ(t)] = (tD)(tD− 1) · · · (tD− (k− 1))(tD− k)ũ(t),

which shows that (30) holds also for k + 1.

Lemma 7. Let m ∈ Z and ṽ(t) ∈ D′R. Then,

D−m(tD)Dmṽ(t) = (tD−m)ṽ(t). (32)

Proof. By applying D−m to Equation (26) and then replacing ũ by Dṽ, we obtain (32).

3.1. Distributions in the Space D′R
We now consider the space of distributions D′R, which is a subspace of D′. A regular distribution

in D′R is such a distribution that it corresponds to a function which is locally integrable on R and has
a support bounded on the left. The space DR, that is dual to D′R, is the space of testing functions,
which are infinitely differentiable on R and have a support bounded on the right.

The Heaviside step function H(t) is such that H(t) = 0 for t ≤ 0, and H(t) = 1 for t >

0. The corresponding distribution H̃(t) is a regular distribution in the space D′, as well as in D′R.
Dirac’s function δ(t) is the distribution, which is defined by δ(t) = DH̃(t).
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In Reference [18,19], the solutions of special cases of Equation (3) or (1) were studied with the
aid of Riemann-Liouville fractional integral and derivative, distribution theory and the AC-Laplace
transform, that is the Laplace transform supplemented by its analytic continuation. In the study,
gν(t) for ν ∈ C\Z<1 is defined by

gν(t) :=
1

Γ(ν)
tν−1, (33)

where Γ(ν) is the gamma function, and the following condition was adopted.

Condition 1. u(t) and f (t) in (3) are expressed as a linear combination of gν(t) for t > 0 and ν ∈ S, where S
is a set of ν ∈ R>−M\Z<1 for some M ∈ Z>−1.

As a consequence, u(t) is expressed as follows:

u(t) = ∑
ν∈S

uν−1
1

Γ(ν)
tν−1, (34)

where uν−1 ∈ C are constants. Because of this condition, obtained solutions are expressed by a power
series of t multiplied by a power tα:

u(t) = tα
∞

∑
k=0

pktk, (35)

where α ∈ C\Z<0, pk ∈ C and p0 6= 0.
A basic method of solving Equation (1) is to assume the solution in the form (35) with α /∈ Z<0.

The solution is obtained by determining the coefficients pk recursively; see e.g., Section 10.3 in
Reference [20].

In the space D′R, we define regular distribution g̃ν(t) = gν(t)H̃(t) for ν ∈ C+, which corresponds
to function gν(t)H(t), and then define operator of fractional integral and derivative Dβ and distribution
g̃ν−β(t) for β ∈ C such that

Dβ g̃ν(t)=Dβ−νδ(t) = g̃ν−β(t) =

{
g̃ν−β(t), ν− β ∈ C,
Dkδ(t), k = β− ν ∈ Z>−1.

(36)

Lemma 8. D−ν−1δ(t) for ν ∈ C represents

D−νH̃(t) = D−ν−1δ(t) = g̃ν+1(t)=


g̃ν+1(t), ν ∈ C,

1
Γ(ν+1) tν H̃(t), ν + 1 ∈ C+,

δ(µ−1)(t) = DµH̃(t), µ = −ν ∈ Z>0.
(37)

Proof. The equation for ν ∈ C\Z<0 is due to (36) for β = −1.

3.2. Distributions in the Space D′R, as well as in the Space D′

Remark 4. When ν + 1 ∈ C+, D−ν−1δ(t) is a regular distribution, and when ν + 1 ∈ C\C+, it is a
non-regular distribution, which are given by

D−ν−1δ(t)= g̃ν+1(t) =


gν+1(t)H̃(t) = 1

Γ(ν+1) tν H̃(t), ν + 1 ∈ C+,

Dµ[D−λ−1δ(t)] = Dµ[gλ+1(t)H̃(t)], ν + 1 ∈ C\C+,
δ(µ−1)(t) = DµH̃(t), µ = −ν ∈ Z>0,

(38)

where µ ∈ Z>0 and λ = ν + µ for which λ + 1 ∈ C+.
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Remark 5. In (38), D−ν−1δ(t) for ν + 1 ∈ C\C+ satisfying ν /∈ Z, which is not a regular distribution,
is represented by Dµ[gλ+1(t)H̃(t)], in accordance with the definition.

Lemma 9. Let ν ∈ C. Then,

tD−ν−1δ(t) = (ν + 1)D−ν−2δ(t). (39)

Proof. If ν + 1 ∈ C+, by using (37) or (38), we have

tD−ν−1δ(t) = tgν+1(t)H̃(t) =
1

Γ(ν + 1)
tν+1H̃(t) = (ν + 1)D−ν−2δ(t). (40)

If ν + 1 ∈ C\C+, we adopt (38), and then by using Lemma 5 and also Equation (40), we have

tD−ν−1δ(t)= tDµ[D−λ−1δ(t)] = Dµ[tD−λ−1δ(t)]− µDµ−1[D−λ−1δ(t)]

= (λ + 1− µ)D−ν−2δ(t) = (ν + 1)D−ν−2δ(t), (41)

where µ ∈ Z>0 and λ = ν + µ for which λ + 1 ∈ C+. This equation and Equation (40) show that (39)
holds for all ν = λ− µ ∈ C.

Lemma 10. Let k ∈ Z>0 and ν ∈ C. Then,

tkDk[D−ν−1δ(t)] = (ν)−k D−ν−1δ(t) = (−1)k(−ν)kD−ν−1δ(t). (42)

In particular, when k = 1, we have

tD[D−ν−1δ(t)] = νD−ν−1δ(t). (43)

Proof. Lemma 9 shows that, if ũ(t) = D−ν−1δ(t), tDũ(t) = tD−νδ(t) = νD−ν−1δ(t), which gives (43).
By using (43) in (30), we obtain (42).

3.3. Regular Distributions in the Space D′R
In the present paper, we study the solution of the equation which corresponds to Equation (7),

in distribution theory. When function u(t)H(t) ∈ L1
loc(R), we introduce ũ(t) = u(t)H̃(t) ∈ D′R.

Lemma 11. Let l ∈ Z>0, and function u(t) be such that dk

dtk u(t) · H(t) ∈ L1
loc(R) for k ∈ Z[0,l]. Then,

dl

dtl u(t) · H̃(t) = Dl ũ(t)− u(l−1)(0)δ(t)− u(l−2)(0)δ′(t)− · · · − u(0)δ(l−1)(t). (44)

Proof. When l = 1, we have

〈 d
dt

u(t) · H̃(t), φ(t)〉 =
∫ ∞

−∞

d
dt

u(t) · H(t)φ(t)dt =
∫ ∞

0

d
dt

u(t) · φ(t)dt

=
∫ ∞

0

d
dt
[u(t)φ(t)]dt−

∫ ∞

0
u(t) · d

dt
φ(t)dt = −u(0)φ(0)−

∫ ∞

−∞
u(t)H(t) · d

dt
φ(t)dt (45)

= −〈u(0)δ(t), φ(t)〉+ 〈D[u(t)H̃(t)], φ(t)〉,

which gives (44) for l = 1. When l = 2, by using it, we obtain

d
dt

u′(t) · H̃(t)=D[u′(t)H̃(t)]− u′(0)δ(t) = D[D[u(t)H̃(t)]− u(0)δ(t)]− u′(0)δ(t)

=D2[u(t)H̃(t)]− u(0)δ′(t)− u′(0)δ(t), (46)
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which gives (44) for l = 2. Equation (44) can be proved by mathematical induction.

Lemma 12. Let k ∈ Z and l ∈ Z satisfy 0 ≤ k < l. Then,

tlδ(k)(t) = 0. (47)

Proof. In this case, we have

〈tlδ(k)(t), φ(t)〉 = (−1)k〈δ(t), dk

dtk [t
lφ(t)]〉 = 0. (48)

Lemma 13. Let the condition of Lemma 11 be satisfied. Then,

tl dl

dtl u(t) · H̃(t) = tl Dl ũ(t). (49)

Proof. By multiplying tl to Equation (44) and then using (47), we obtain (49).

Lemma 14. Let n ∈ Z>0, function u(t) be such that dk

dtk u(t) · H(t) ∈ L1
loc(R) for k ∈ Z[0,n], and ũ(t) =

u(t)H̃(t). Then,

n

∑
k=0

ak · tk dk

dtk u(t) · H̃(t) =
n

∑
k=0

ak · tkDkũ(t), (50)

where ak are constants.

Lemma 15. Let p ∈ C, function u(t) be such that u(t) · H(t) ∈ L1
loc(R), ũ(t) = u(t)H̃(t), and t d

dt u(t) ·
H(t) ∈ L1

loc(R). Then,

(t
d
dt
− p)u(t) · H̃(t) = (tD− p)ũ(t), (51)

where the condition t d
dt u(t) · H(t) ∈ L1

loc(R) may be replaced by d
dt [tu(t)] · H(t) ∈ L1

loc(R), since

t
d
dt

u(t) =
d
dt
[tu(t)]− u(t). (52)

4. Euler’s Equation in the Space of Distributions D′R
Lemma 14 shows that the equation which corresponds to (7), in distribution theory, is

D̃0
t ũ(t) :=

n

∑
k=0

ak · tkDkũ(t) = 0. (53)

Remark 6. Let the l-th solution of (7) given in Theorem 1 be expressed by ul(t) := tαk (loge t)m for m ∈ Z>−1.
Then, Lemma 14 shows that if Re αk > n− 1, ul(t)H̃(t) is a solution of (53).

By using (30), (9), and then (10) with an = 1 in (53), we obtain

D̃0
t ũ(t)=

n

∑
k=0

ak(tD)−k ũ(t) = A0(tD)ũ(t) =
kx

∏
k=1

(tD− αk)
mk ũ(t). (54)
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As a consequence, Equation (53) is expressed by

D̃0
t ũ(t) =

kx

∏
k=1

(tD− αk)
mk ũ(t) = 0. (55)

Lemma 16. Let µ ∈ Z and ũ(t) be a solution of (55). Then, ṽ(t) = D−µũ(t) is a solution of

kx

∏
k=1

(tD− αk − µ)mk ṽ(t) = 0. (56)

This shows that, if we choose µ such that Re αk + µ > −1 for all k ∈ Z[1,kx ], ũ(t) = Dµṽ(t) is expressed
by the regular distribution ṽ(t).

Proof. This is confirmed with the aid of Lemma 7.

Lemma 17. Let p ∈ C, ũ(t) be the solution of

(tD− p)ũ(t) = 0. (57)

Equation (43) shows that ũ(t) = D−p−1δ(t) is a solution of (57). Lemma 8 or Remark 4 shows that if
Re p > −1, the solution is given by ũ(t) = tpH̃(t). If Re p ≤ −1, Lemma 16 shows that, if we choose µ such
that Re p + µ > −1, the solution is given by ũ(t) = Dµ[tp+µH̃(t)].

Remark 7. An alternative proof of Lemma 17 is given for the case of Re p > −1. Then, we put u(t) = tp and
ũ(t) = u(t)H̃(t), and, we confirm

(tD− p)ũ(t) = ((t
d
dt
− p)u(t)) · H̃(t) = 0. (58)

The first and the second equalities are due to Lemmas 3 and 1, respectively.

Lemma 18. Let m ∈ Z>1, p ∈ C and

D̃0
t ũ(t) := (t · D− p)mũ(t) = 0. (59)

If Re p > −1, we choose µ = 0 or µ ∈ Z>0, and, if Re p ≤ −1, we choose µ ∈ Z>0 which satisfies µ ≥ −dpe,
where dpe is the least integer which is not less than p. We then put λ = p + µ, and obtain m solutions of (59)
given by

Dµ[D−λ−1δ(t)], Dµ[(loge t)D−λ−1δ(t)], · · · , Dµ[(loge t)m−1D−λ−1δ(t)]. (60)

Proof. Lemma 17 shows that ũ(t) = D−p−1δ(t) is a solution of (59). If Re p > −1, µ = 0 and λ = p,
we note that, if l > 0, D−p−1δ(t) = tp

Γ(p+1) H̃(t), and

(tD− p)[tp(loge t)l H̃(t)]= (t
d
dt
− p)[tp(loge t)l ] · H̃(t) = l · tp(loge t)l−1H̃(t). (61)

By using this formula l times and Lemma 17 for l ∈ Z[1,m−1], we obtain

(tD− p)m[tp(loge t)l H̃(t)] = l!(tD− p)m−l [tpH̃(t)] = 0, (62)
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which shows that we have m− 1 solutions of (59), which involve loge t and are given in (60) for µ = 0
and λ = p. If µ ∈ Z>0, λ = p + µ satisfies Re λ > −1, and then Lemma 16 shows that, if ṽ(t) is a
solution of the following equation:

(t · D− p− µ)mṽ(t) = 0, (63)

ũ(t) = Dµṽ(t) is a solution of (59). As a consequence of this fact, we obtain m solutions of (59) given
by (60).

The theorem which corresponds to Theorem 1 is as follows.

Theorem 4. Let the condition of Theorem 1 be satisfied. Then, Equation (53) is expressed by (55), and we have
kx series of solutions of Equation (53). In the kth series, if mk = 1, we have one solution given by D−αk−1δ(t),
and, if mk ≥ 2, we have mk solutions given by

D−αk−1δ(t), Dµk [(loge t)D−λk−1δ(t)], · · · , Dµk [(loge t)mk−1D−λk−1δ(t)], (64)

where µk ∈ Z>−1 and λk = αk + µk satisfies Re λk > −1, so that (loge t)l D−λk−1δ(t) for l ∈ Z1,mk−1 are
regular distributions. See Lemma 8 and Remark 4 for the expression D−αk−1δ(t).

Remark 8. If Re αk > −1, we may choose µk = 0 and λk = αk in (64).

Remark 9. In (64), we may choose µk = µ such that λk = αk + µ satisfies Re λk > −1 for all k ∈ Z[1,kx ].

Poof of Theorem 4. (i) With the aid of Lemmas 17 and 18, we confirm that the n solutions given in
Theorem 4 are the solutions of Equation (53) or (55). (ii) If Re αk > −1 for all k ∈ Z[1,kx ], we may
choose µk = 0 and λk = αk for all k, and then this theorem is proved with the aid of Lemma 15 and
Theorem 1. (iii) When we choose µk, as in Remark 9, this theorem is proved with the aid of Lemma 16
and Theorem 1.

Example 3. Let n = 2, p ∈ C, q ∈ C, and

D̃0
t ũ(t) :=(t2 · D2 − (p + q− 1)t · D + pq)ũ(t)

= (tD− p)(tD− q)ũ(t) = 0, (65)

where the second equality is justified by Lemma 6. Then, if ũ(t) = D−α−1δ(t), D̃0
t ũ(t) = A0(α)ũ(t) =

(α(α− 1)− (p + q− 1)α + pq)ũ(t) = (α− p)(α− q)ũ(t); hence, we have two solutions of (65) given by
ũ(t) = D−p−1δ(t) and ũ(t) = D−q−1δ(t) if p 6= q; see Lemma 8 or Remark 4 for their expressions. If p = q,
we have two solutions ũ(t) = D−p−1δ(t) and ũ1(t) := Dµ[(loge t)D−λ−1δ(t)], as shown in Lemma 18.

Remark 10. We now consider the inhomogeneous differential equation which corresponds to (65):

(t2 · D2 − (p + q− 1)t · D + pq)ũ(t) = f̃ (t). (66)

If α 6= p, α 6= q and f̃ (t) = D−α−1δ(t), a particular solution of this equation is 1
(α−p)(α−q)D−α−1δ(t).

Example 4. Let n = 2, m ∈ Z>−1 and

D̃0
t ũ(t) := (t2 · D2 + t · D−m2)ũ(t) = (tD−m)(tD + m)ũ(t) = 0, (67)

where the second equality is justified by Lemma 6. Equation (42) shows that, if ũ(t) = D−α−1δ(t), Dtũ(t) =
A0(α)ũ(t) = (α(α − 1) + α − m2)ũ(t) = (α − m)(α + m)ũ(t); hence, if m > 0, we have two solutions
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of (67), given by ũ(t) = D−m−1δ(t) = g̃m+1(t) = 1
m! t

m · H̃(t) and ũ(t) = Dm−1δ(t) = δ(m−1)(t). The case
of m = 0 is Example 3 for p = q = 0, so that we have two solutions H̃(t) and (loge t)H̃(t).

Here, we present a theorem which corresponds to Theorem 2, Theorem 3.1 given in Reference [5],
and Theorems 1 and 2 given in Reference [7].

Theorem 5. Let p ∈ C and ak for k ∈ Z[1,n] in Equation (53) be given, and then a0 in Equation (53) be chosen
to be a0 = −A1(p), where A1(p) is given by (21). Then, D−p−1δ(t) is a solution of (53). See Lemma 8 and
Remark 4 for the expression D−p−1δ(t).

Proof. This theorem is proved with the aid of Theorem 4.

Remark 11. Equation (67), for m = 1 and m = 3, is taken up in Reference [5]. When m = 1, we have two
solutions tH̃(t) and δ(t), but tH̃(t) is not mentioned there, and when m = 3, we have two solutions 1

3! t
3H̃(t)

and δ′′(t), but δ′′(t) is not mentioned there.

Example 5. Let n = 2, a2 = a1 = 1, for which A1(α) = α(α− 1) + α = α2, and m ∈ Z>−1. We choose
a0 = −A1(m) = −m2. Then, Equation (53) becomes (67), and Theorem 5 gives two solutions given in
Example 4.

Here, we present a theorem which corresponds to Theorem 3 and Theorems 1 and 2 given in
Reference [6].

Theorem 6. Let the condition of Theorem 1 be satisfied. Then, we have kx solutions of Equation (53), which are
expressed by D−αk−1δ(t). See Lemma 8 and Remark 4 for the expression D−αk−1δ(t).

Remark 12. In this theorem, when kx 6= n, the solutions involving loge t are not mentioned, among the n
solutions given by (64) in Theorem 4. When kx = n, we have all the solutions by this theorem. Such is the case
for Theorem 2 given in Reference [6].

We recall two examples from Reference [6].

Example 6. We put n = 3, kx = 1, m1 = 3 and α1 = −2 in Theorem 6. Then, Equation (53) becomes

(t3D3 + 9t2D2 + 19tD + 8)ũ(t) = (tD + 2)3ũ(t) = 0. (68)

We have three solutions D2−1δ(t) = δ′(t) = D2H̃(t), D2[(loge t)H̃(t)] and D2[(loge t)2H̃(t)].
In Reference [6], the last two are not mentioned.

Example 7. We put n = 3, kx = 2, m1 = 1, m2 = 2, α1 = −4 and α2 = 2 in Theorem 6. Then,
Equation (53) becomes

(t3D3 + 3t2D2 − 11tD + 16)ũ(t) = (tD + 4)(tD− 2)2ũ(t) = 0. (69)

We have three solutions D4−1δ(t) = δ(3)(t), D−2−1δ(t) = t2

2! H̃(t) and (loge t) t2

2! H̃(t). In Reference [6],
the last one is not mentioned.

5. Euler’s Equation Studied in Nonstandard Analysis

We first consider the solution of simple Euler’s equation:

(t
d
dt
− µ)u(t) = 0, t > 0, µ ∈ C\Z<0. (70)
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We denote the solution of (70) by uµ(t). For µ ∈ C\Z<0, we adopt the solution:

uµ(t) =
tµ

Γ(µ + 1)
. (71)

Then, we note that they are related by uµ−1(t) = d
dt uµ(t) for µ ∈ C\Z<1 and d

dt u0(t) = 0.
In nonstandard analysis [21], we consider

(t
d
dt
− µ− ε)u(t) = 0, t > 0, µ ∈ Z, (72)

in place of (70), where ε is an infinitesimal number. When µ = 0, the solution of (72) is

uε(t) =
tε

Γ(ε + 1)
=

1 + ε loge t + O(ε2)

1− γε + O(ε2)
, (73)

where γ = −Γ′(1) = 0.5772 · · · is Euler’s constant. From this, we have

uε−1(t) =
d
dt

uε(t) = ε
1
t
+ O(ε2), (74)

uε−n(t) =
dn

dtn uε(t) = ε(−1)n−1(n− 1)!
1
tn + O(ε2), n ∈ Z>0. (75)

When µ = ε− n, (71) is expressed by

uε−n(t) =
tε−n

Γ(ε− n + 1)
=

1
π
(−1)n−1 sin(επ) · Γ(n− ε)t−n+ε. (76)

The leading term of O(ε) of this expression gives (75), since sin(επ) = επ + O(ε2).
We next consider

(t
d
dt
− µ)mu(t) = 0, t > 0, m ∈ Z>1, µ ∈ C\Z<0. (77)

Lemma 2 shows that when the solution of Equation (70) is uµ(t), we have m solutions of (77),
which are given by

uµ(t), uµ(t) loge t, uµ(t)(loge t)2, · · · , uµ(t)(loge t)m−1. (78)

When µ = −n ∈ Z<0, in place of (77), we consider

(t
d
dt
− µ− ε)mu(t) = 0, t > 0, m ∈ Z>0. (79)

We now obtain the solutions:

uε−n(t), uε−n(t) loge t, uε−n(t)(loge t)2, · · · , uε−n(t)(loge t)m−1, (80)

where uε−n(t) is given by (75).

Theorem 7. Let the condition in Theorem 1 be satisfied. Then, we have n solutions of Equation (7), which are
classified into kx series. (i) If αk /∈ Z<0,

uαk (t) =
tαk

Γ(αk + 1)
(81)
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is a solution in the kth series, and if mk > 1,

uαk (t) loge t, uαk (t)(loge t)2, · · · , uαk (t)(loge t)mk−1, (82)

are also solutions in the kth series. (ii) If αk ∈ Z<0,

uαk+ε(t) = ε(−1)−αk (−αk − 1)!tαk (83)

is a solution in the kth series, and if mk > 1,

uαk+ε(t) loge t, uαk+ε(t)(loge t)2, · · · , uαk+ε(t)(loge t)mk−1, (84)

are also solutions in the kth series.

Proof. Every solution given in the theorem is confirmed to be a solution of Equation (13),
which represents Equation (7).

5.1. AC-Laplace Transform of Euler’s Equation

In Reference [18,19], the AC-Laplace transform, which is an analytic continuation of the Laplace
transform, is introduced. The AC-Laplace transform of uµ(t) given by (71) is defined by ûµ(s) = s−µ−1

for µ ∈ C\Z<0. When µ = −n ∈ Z<0, u−n(t) is not defined. In Section 5, we consider uε−n(t) expressed
by (76), in its place. Now, the AC-Laplace transform of this function is given by ûε−n(s) = s−ε+n−1.

In place of (77), we have

(− d
ds

s− µ)mû(s) = (−s
d
ds
− 1− µ)mû(s) = 0, m ∈ Z>1, µ ∈ C\Z<0. (85)

Its solutions are given by

ûµ(s) = s−µ−1, µ(s) loge s, ûµ(s)(loge s)2, · · · , ûµ(s)(loge s)m−1. (86)

When µ = −n ∈ Z<0, in place of (79), we consider

(− d
ds

s− µ− ε)mu(s) = (−s
d
ds
− 1− µ− ε)mu(s) = 0, m ∈ Z>0. (87)

We now obtain the solutions:

ûε−n(s) = s−ε+n−1, ûε−n(s) loge s, ûε−n(s)(loge s)2, · · · , ûε−n(s)(loge s)m−1. (88)

Theorem 8. Let the condition in Theorem 1 be satisfied. Then, the Laplace transform û(s) of a solution of
Equation (7) satisfies

kx

∏
k=1

(− d
ds

s− αk)
mk û(s) =

kx

∏
k=1

(−s
d
ds
− 1− αk)

mk û(s) = 0, (89)

and we have n solutions of Equation (89), which are classified into kx series. (i) If αk /∈ Z<0,

ûαk (s) = s−αk−1 (90)

is a solution in the kth series, and if mk > 1,

ûαk (s) loge s, ûαk (s)(loge s)2, · · · , ûαk (s)(loge s)mk−1 (91)
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are also solutions in the kth series. (ii) If αk ∈ Z<0,

ûαk+ε(s) = s−ε−αk−1 (92)

is a solution in the kth series, and if mk > 1,

ûαk+ε(s) loge s, ûαk+ε(s)(loge s)2, · · · , ûαk+ε(s)(loge s)mk−1, (93)

are also solutions in the kth series. We obtain n solutions of Equation (7) by the inverse Laplace transform of the
n solutions of Equation (89).

Remark 13. In Reference [22], Ghil and Kim adopt that the inverse Laplace transform of sn−1 for n ∈ Z>0

gives Ct−n, which is justified by the present study, where we obtain solution Ct−n and the Laplace transform
sn−1 for αk = −n, where C is a constant, with the aid of nonstandard analysis.

6. Conclusions

In recent papers [5–7], theorems are presented to give solutions of Equation (53). That differential
equation in distribution theory corresponds to Euler’s differential equation given by (7). In Reference [1],
a theorem is given on the solution of Equation (7). In Section 2, we present a theorem which provides
n solutions of Equation (7) of order n, by modifying the theorem given in Reference [1], and also
two theorems which are related with theorems given in Reference [5–7]. In Section 4, we give the
corresponding theorems for the solution of Equation (53) in distribution theory. It is shown that the results
in Reference [5–7] are obtained as special results of the theorems given in Section 4.
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Appendix A. Solution of a Linear Differential Equation with Constant Coefficients

A study is given on the solution of a linear differential equation of order n ∈ Z>0 with
constant coefficients:

pn(DR) := Dn
Ru(t) +

n−1

∑
l=0

al Dl
Ru(t) = f (t), t > 0, (A1)

where DR = d
dt and f (t)H(t) is locally integrable on R.

With the aid of Lemma 11, we write the equation in distribution theory, which corresponds to
Equation (A1):

pn(D) := Dnũ(t) +
n−1

∑
l=0

al Dl ũ(t) = f̃ (t) +
n

∑
l=0

al

l−1

∑
k=0

ukDl−1−kδ(t), (A2)

where an = 1, ũ(t) = u(t)H̃(t), f̃ (t) = f (t)H̃(t) and uk = u(k)(0). We note that the solution of this
equation is a linear combination of particular solutions for each of the inhomogeneous terms f̃ (t) and
tk for k ∈ Z[0,n−1].

In this Appendix A, we give a proof of the following theorem.
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Theorem A1. Let the Green’s function G(t) satisfy

pn(D)G(t)H̃(t) = δ(t). (A3)

Then,

G(t) =
tn−1

(n− 1)!
(1 + O(t)), (A4)

n complementary solutions of (A1) are given by G(m)(t) for m ∈ Z[0,n−1], and there exists no other
complementary solutions of (A1).

When we have only one term f̃ (t) on the righthand side of Equation (A2), by applying D−n to
this equation, we change this equation to an integral equation:

ũ(t) = D−n f̃ (t)− [
∫ t

0

n−1

∑
l=0

al
(t− t′)n−l−1

(n− l − 1)!
u(t′)dt′]H̃(t). (A5)

where D−n f̃ (t) = [
∫ t

0
(t−t′)n−1

(n−1)! f (t′)dt′]H̃(t). We note that this equation can be expressed by

ũ(t) = D−n f̃ (t) + [
∫ t

0
K(t− t′)u(t′)dt′]H̃(t). (A6)

Here, we put f̃ (t) = δ(t− x), and then we obtain ũ(t), which is a function of t− x. We write this
function by G(t− x), which satisfies

G(t− x)H̃(t− x) = D−nδ(t− x) + [
∫ t

x
K(t− t′)G(t′ − x)dt′]H̃(t− x). (A7)

We now put f̃ (t) = [
∫ ∞

0 δ(t− x) f (x)dx]H(t) and ũ(t) = [
∫ t

0 G(t− x) f (x)dx]H̃(t), and then (A6)
is satisfied.

Equation (A7) shows that (A4) and (A3) are satisfied. The inhomegeneous term of Equation (A2)
is a linear combination of f̃ (t) and Dmδ(t) for m ∈ Z[0,n−1]. The particular solution of (A2) for the term
Dmδ(t) is given by

DmG(t)H̃(t) = G(m)(t)H̃(t) =
tn−1−m

(n− 1−m)!
(1 + O(t))H̃(t), m ∈ Z[0,n−1]. (A8)

This shows that we have n complementary solutions of (A1), which are G(m)(t).
We, finally, show that there exists no complementary solution of (A2), which satisfies ũ(t) =

u(t)H̃(t) and

u(t) =
∫ t

0
K(t− t′)u(t′)dt′. (A9)

We assume that a solution of this equation takes finite values in a finite interval (0, b) for b > 0.
We put |u| = sup0<t<b |u(t)| and |K| = sup0<t′<t<b |K(t − t′)|, and then by using (A9), we have
|u(t)| ≤ |K||u|t, |u(t)| ≤ 1

2! |K|2|u|t2, · · · ,

|u(t)| ≤ 1
k!
|K|k|u|tk, k ∈ Z>0, 0 < t < b. (A10)

This tends to 0 as k→ ∞. This shows that there exists no complementary solution of (A2) and no
complementary solution of (A1) other than G(m)(t) for m ∈ Z[0,n−1].
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