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Abstract: We investigate the traveling wave solutions of a competitive integrodifference system
without comparison principle. In the earlier conclusions, a threshold of wave speed is defined while
the existence or nonexistence of traveling wave solutions remains open when the wave speed is
the threshold. By constructing generalized upper and lower solutions, we confirm the existence of
traveling wave solutions when the wave speed is the threshold. Our conclusion completes the known
results and shows the different decay behavior of traveling wave solutions compared with the case of
large wave speeds.
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1. Introduction

Spatial propagation thresholds of population models have attracted much attention since
these thresholds may characterize the spatial expansion of individuals [1,2], and such a constant
invasion speed is coincident with some history data; see some examples by Murray ([1], Chapter 13).
For monotone semiflows, some sharp conclusions have been established in the past decades [3,4].
In systems admitting a proper comparison principle, some results have also been given, e.g.,
in competitive systems [4–6] and predator-prey systems [7–9]. In many works, the propagation
dynamics were formulated by traveling wave solutions, and minimal wave speed and spreading
speeds are important thresholds that have been widely studied.

However, in many models, it is difficult to establish a standard comparison principle due to
different reasons, including time delay [10]. When the temporal variable is discrete, the deficiency of
monotonicity is also universal, e.g., the discrete logistic model may lead to rich dynamics ([11],
Chapter 2). When spatial propagation dynamics are considered, we may refer to some results
on the propagation dynamics of non-monotone integrodifference systems by Hsu and Zhao [12],
Li et al. [13], Lin [14], Pan and Lin [15], Pan and Zhang [16], and very recent papers [17,18] and
references cited therein for other non-monotone diffusion systems. In these works, to establish the
minimal wave speed, a general recipe is to pass to a limit function from the results of large wave speeds.
The methodology is admissible in scalar equations and irreducible systems since the irreducible leads
to proper synchronism, e.g., different components have the same spreading speed in irreducible
monotone systems [3]. When reducible system are involved, Lin et al. [19] proved that different species
may have different spreading speeds, so it is difficult to establish some thresholds by passing to a
limit function.
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In Li and Li [20,21], Pan and Lin [22], and Pan and Liu [23], the authors studied the traveling
wave solutions of the following integrodifference system;{

Xn+1(x) =
∫
R Xn(y)er1(1−Xn(y)−aYn(y))k1(x− y)dy,

Yn+1(x) =
∫
R Yn(y)er2(1−Yn(y)−bXn(y))k2(x− y)dy,

(1)

in which n ∈ N
⋃{0} is a constant, r1 > 0, r2 > 0 are constants, a ≥ 0, b ≥ 0 are constants describing

the interspecific competition, Xn(x), Yn(x) denote the densities of two competitors at time n at location
x in population dynamics, respectively, and ki, i = 1, 2, are probability functions describing the spatial
dispersal of individuals. Firstly, the corresponding difference systems of (1) have been studied by
many researchers, including Hofbauer et al. [24], who may model the interspecific and intraspecific
competition similar to the famous Lotka–Volterra ordinary differential system ([24], p. 554). Clearly,
by taking different parameters in the corresponding difference systems of (1), we may observe different
persistence or extinction results, which shows the role of strong or weak interspecific competition [24].
Moreover, the spatial factor was derived from the random movement of individuals and has been
widely investigated since the pioneering work of Weinberger [25], which models the spatial-temporal
evolutionary of two competitors without the overlapping of generations. Clearly, (0, 0) is a trivial
steady state of (1), and the corresponding linearized system at (0, 0) reads as

Xn+1(x) =
∫
R

Xn(y)er1 k1(x− y)dy, Yn+1(x) =
∫
R

Yn(y)er2 k2(x− y)dy, (2)

which is reducible since Xn, Yn are independent of each other.
In this paper, a traveling wave solution of (1) is a special solution taking the form

Xn(x) = φ(ξ), Yn(x) = ψ(ξ), ξ = x + cn ∈ R,

where (φ, ψ) is the wave profile and c > 0 is the wave speed, and so (φ, ψ), c satisfies{
φ(ξ + c) =

∫
R φ(y)er1(1−φ(y)−aψ(y))k1(ξ − y)dy,

ψ(ξ + c) =
∫
R ψ(y)er2(1−ψ(y)−bφ(y))k2(ξ − y)dy

(3)

for all ξ ∈ R. With a different asymptotic behavior of (φ, ψ), a positive solution of (3) may formulate
different biological processes. In particular, Pan and Lin [22] considered the solution of (3) satisfying

lim
ξ→−∞

(φ(ξ), ψ(ξ)) = (0, 0), lim inf
ξ→∞

φ(ξ) > 0, lim inf
ξ→∞

ψ(ξ) > 0, (4)

which may formulate the invasion of two competitors. They defined a positive threshold c∗ as follows:

c∗ = max

{
inf
λ>0

ln(er1
∫
R eλyk1(y)dy)

λ
, inf

λ>0

ln(er2
∫
R eλyk2(y)dy)

λ

}

under proper convergence conditions on k1, k2, and proved the existence of traveling wave solutions if
c > c∗, and the nonexistence of traveling wave solutions if c ∈ (0, c∗). Moreover, (3) with any given
c > 0 has a positive solution satisfying

lim
ξ→−∞

(φ(ξ), ψ(ξ)) = (0, 0). (5)

Pan and Lin ([22], Section 4) also investigated the limit behavior of ξ → ∞. However, it remains open
on the existence or nonexistence of (3)–(4) if c = c∗.

From [22], c∗ is the potential minimal wave speed, and the purpose of this paper is to further
investigate the existence or nonexistence of (3)–(4) if c = c∗. By ([22], Section 4), it suffices to confirm
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the existence or nonexistence of (3) if c = c∗. To finish the job, we cannot use the recipes for monotone
systems or scalar equations by passing to a limit function from the property of (2) and shall utilize
the abstract conclusions in Lin [14] and the methods in Li et al. [26]. However, there are also some
significant differences between (1) and the model in ([14], Section 5) or Li et al. [26]. More precisely,
the model in [26] is monotone such that the classical upper and lower solutions are applicable, but the
model in this paper is not monotone. In fact, considering xer(1−x), r > 0 with

L =

{
1, r ∈ (0, 1],

er−1/r(> 1), r > 1,

we see that [0, L] is the invariant interval of difference equation un+1 = uner(1−un),
but xer(1−x), x ∈ [0, L] with r > 1 is not monotone since 1/r < un ≤ un+1 ≤ L for some n ∈ N
leads to un+2 ≤ un+1. For coupled system (1), the non-monotonicity is also clear if r1 > 1 or r2 > 1.

In [22], the authors proved that if c > c∗, then (3) has a positive solution satisfying (5), and both
φ, ψ decay exponentially as ξ → −∞. In this paper, motivated by [14,26], we construct proper
generalized upper and lower solutions to prove the existence of traveling wave solutions if the
wave speed c = c∗, which may complete the conclusion in [22]. Moreover, our result implies that at
least one component of φ, ψ does not decay exponentially when the wave speed c = c∗ and ξ → −∞.

2. Preliminaries

In this paper, we shall use the standard partial ordering in R2. That is, if

u = (u1, u2), v = (v1, v2) ∈ R2,

then
u ≤ v if and only if u1 ≤ v1, u2 ≤ v2.

The functional space X will be defined by

X = {u(x) : R→ R2 is bounded and uniformly continuous}.

By the property of function xe−x, we define two constants

Li =

{
1, ri ≤ 1,
eri−1

ri
, ri > 1

for i = 1, 2.

Then for i = 1, 2, we have
ueri(1−u) : [0, Li]→ [0, Li],

which implies the positive invariance of the difference equation un+1 = uneri(1−un) and (1).
In this paper, we assume that k1, k2 satisfy

(K) For any i ∈ {1, 2}, ki(x) ∈ X admits compact support, ki(x) = ki(−x), and
∫
R ki(x)dx = 1.

Once (K) holds, it is evident that c∗ is well defined and is bounded. From the definition of c∗,
we also denote

c∗1 = inf
λ>0

ln(er1
∫
R eλyk1(y)dy)

λ
, c∗2 = inf

λ>0

ln(er2
∫
R eλyk2(y)dy)

λ
,

for the sake of convenience. By simple analysis, we have the following conclusion.

Lemma 1. For any given i ∈ {1, 2}, we define

Λi(λ, c) =
∫
R

eri+λy−λcki(y)dy, λ > 0, c > 0.
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Then Λi satisfies the following items:

(1) If c ∈ (0, c∗i ), then Λi(λ, c) > 1, λ > 0.
(2) Λi(λ, c∗i ) ≥ 1, λ > 0, and Λi(λ, c∗i ) = 1 has a unique solution λi(c∗i ) such that

∂Λi(λ, c)
∂λ

∣∣∣∣
(λ,c)=(λi(c∗i ),c

∗
i )
= 0.

(3) If c > c∗i is given, then Λi(λi, c) = 1 has two positive roots 0 < λi1(c) < λi2(c) such that Λi(λ, c) <
1, λ ∈ (λi1(c), λi2(c)).

Proof. Clearly, we have

lim
λ→0+

ln(er1
∫
R eλyk1(y)dy)

λ
= ∞

and

lim
λ→∞

ln(er1
∫
R eλyk1(y)dy)

λ
= ∞.

By the continuity of
ln(er1

∫
R eλyk1(y)dy)

λ
, λ ∈ (0, ∞)

and
ln(er1

∫
R

eyk1(y)dy) < ∞,

we see that c∗1 ∈ (0, ∞), as for c∗2 . Again by the convex of Λ1(λ, c), Λ2(λ, c), we may finish the
verification.

To prove the existence of traveling wave solutions, one recipe is to deduce the existence of
traveling wave solutions from the existence of upper and lower solutions [12,14,21,27]. In particular,
Lin ([14], Theorem 3.5) does not require a monotone condition and may be applied to many systems,
so it can be applied to (3). By Lin ([14], Theorem 3.5), we have the following abstract results on the
existence of (3).

Lemma 2. Assume that there exist continuous functions (φ, ψ), (φ, ψ) ∈ X such that

(1) (0, 0) ≤ (φ(ξ), ψ(ξ)), (φ(ξ), ψ(ξ)) ≤ (L1, L2), ξ ∈ R,
(2) for any given (φ̂, ψ̂) ∈ X satisfying

(φ(ξ), ψ(ξ)) ≤ (φ̂(ξ), ψ̂(ξ)) ≤ (φ(ξ), ψ(ξ)), ξ ∈ R,

we have {
φ(ξ + c) ≥

∫
R φ̂(y)er1(1−φ̂(y)−aψ̂(y))k1(ξ − y)dy,

ψ(ξ + c) ≥
∫
R ψ̂(y)er2(1−ψ̂(y)−bφ̂(y))k2(ξ − y)dy,

(6)

and {
φ(ξ + c) ≤

∫
R φ̂(y)er1(1−φ̂(y)−aψ̂(y))k1(ξ − y)dy,

ψ(ξ + c) ≤
∫
R ψ̂(y)er2(1−ψ̂(y)−bφ̂(y))k2(ξ − y)dy

(7)

for all ξ ∈ R. Then (3) has a positive solution (φ, ψ) ∈ X such that

(φ(ξ), ψ(ξ)) ≤ (φ(ξ), ψ(ξ)) ≤ (φ(ξ), ψ(ξ)), ξ ∈ R.

Remark 1. In the above lemma, (φ, ψ), (φ, ψ) ∈ X are a pair of (generalized) upper and lower solutions of (3).
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3. Main Result

We first present the main conclusion of this paper as follows.

Theorem 1. Assume that
aL2 < 1, bL1 < 1.

Then (3)–(4) admits a positive solution if and only if c ≥ c∗.

From Pan and Lin ([22], Theorems 4.6 and 5.2), we have the following conclusion.

Lemma 3. If c > (<)c∗, then (3) has (does not have) a positive solution satisfying (4). Moreover, a positive
solution of (3) satisfies (4) if

φ(ξ1) > 0, ψ(ξ2) > 0

for some ξ1, ξ2 ∈ R.

In what follows, we shall finish the proof of the remainder of Theorem 1 by Lemma 2, that is,
the case of c = c∗, and the first result is established for c∗1 > c∗2 .

Lemma 4. If c = c∗ = c∗1 > c∗2 , then (3)–(4) has a positive solution.

Proof. By Lemmas 2 and 3, it suffices to construct and verify upper and lower solutions of (3) satisfying
Lemma 2, which shall confirm the existence of (3) and are motivated by the monotone case in [26].

Firstly, we construct upper and lower solutions, and we need to introduce some parameters.
Let L > 1 be large enough such that

max
ξ<0
{−Lξeλc∗

1 ξ} > 1.

With such a constant L, denote ξ1 as the smaller root of

−Lξeλc∗
1 ξ = L1

and ξ2 as the larger root of

−Lξeλc∗
1 ξ = L1.

Clearly, if L > 1 is large enough, then ξ2 − ξ1 > S + 2c∗, where S > 0 such that k1(x) = 0, |x| > S.
By these constants, we define continuous functions

φ(ξ) =

{
−Lξeλc∗

1 ξ , ξ < ξ1,

L1, ξ ≥ ξ1,
(8)

φ(ξ) =

max
{
(−Lξ − q

√
−ξ)eλc∗

1 ξ , 0
}

, ξ < 0,

0, ξ ≥ 0,
(9)

and

ψ(ξ) = min{eλc∗
21 ξ , L2}, ξ ∈ R, (10)

ψ(ξ) = max{eλc∗
21 ξ − qeηλc∗

21 ξ , 0}, ξ ∈ R, (11)
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where q > 1 is a constant clarified later, and η ∈ (1, 2) satisfies

λc∗
21 < ηλc∗

21 < min

{
λc∗

22, λc∗
21 +

λc∗
1
2

}

such that Λ2(ηλc∗
21, c∗) < 1. For fixed constants, the boundedness and uniform continuity of (8)–(11)

are evident.
Now, we verify the definition of upper and lower solutions or inequalities (6) and (7). For the first

part of (6), the result is clear if φ(ξ + c∗) = L1. Otherwise, it suffices to prove that∫
R

φ̂(y)er1(1−φ̂(y)−aψ̂(y))k1(ξ − y)dy ≤
∫
R

φ̂(y)er1 k1(ξ − y)dy ≤
∫
R

φ(y)er1 k1(ξ − y)dy ≤ φ(ξ + c∗),

since ∫
R

φ(y)er1 k1(ξ − y)dy =
∫
R

φ(ξ − y)er1 k1(y)dy

≤ −er1 L
∫
R
(ξ − y)eλc∗

1 (ξ−y)k1(y)dy

≤ −er1 Lξeλc∗
1 ξ
∫
R

e−λc∗
1 yk1(y)dy + er1 Leλc∗

1 ξ
∫
R

ye−λc∗
1 yk1(y)dy

= −er1 Lξeλc∗
1 ξ
∫
R

eλc∗
1 yk1(y)dy− er1 Leλc∗

1 ξ
∫
R

yeλc∗
1 yk1(y)dy

= −L(ξ + c∗)eλc∗
1 (ξ+c∗) = φ(ξ + c∗),

which finishes the verification of the first part of (6).

On the second part of (6), the result is clear if ψ(ξ + c∗) = L2. Otherwise, ψ(ξ + c∗) = eλc∗
21(ξ+c∗) and

ψ(ξ − y) ≤ eλc∗
21 (ξ−y), y ∈ R

such that ∫
R

ψ̂(y)er2(1−ψ̂(y)−bφ̂(y))k2(ξ − y)dy ≤
∫
R

ψ(y)er2 k2(ξ − y)dy

≤ er2

∫
R

eλc∗
21 (ξ−y)k2(y)dy

= eλc∗
21 (ξ+c∗),

which finishes the verification of (6).
We now present the verification of (7). If φ(ξ + c∗) = 0, then (7) is clear by

φ(ξ − y) ≥ 0, y ∈ R.

Otherwise, let q > q1 > L such that

−Lξ − q1
√
−ξ > 0

implies
φ(ξ − y) ≤ φ(ξ − y) ≤ eλ′(ξ−y), |y| ≤ S,

where

λ′ + λc∗
21 > λc∗

1 , 2λ′ > λc∗
1 .
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By the boundedness, there exists a constant L > 0 such that

e−x > 1− Lx, x ∈ [0, L1 + L2],

then we have∫
R

φ̂(y)er1(1−φ̂(y)−aψ̂(y))k1(ξ − y)dy

≥
∫
R

φ(y)er1(1−φ(y)−aψ(y))k1(ξ − y)dy

≥ er1

∫
R

φ(y)(1− Lφ(y)− aLψ(y))k1(ξ − y)dy

= er1

∫
R

φ(ξ − y)(1− Lφ(ξ − y)− aLψ(ξ − y))k1(y)dy

≥ er1

∫
R

φ(ξ − y)k1(y)dy− er1 L
∫
R

φ
2
(ξ − y)k1(y)dy− er1 aL

∫
R

φ(ξ − y)ψ(ξ − y)k1(y)dy

≥ er1

∫
R
[(−L(ξ − y)− q

√
−(ξ − y))eλc∗

1 (ξ−y)]k1(y)dy

−er1 L
∫
R

e2λ′(ξ−y)k1(y)dy− er1 aL
∫
R

e(λ
′+λc∗

21 )(ξ−y)k1(y)dy.

Due to the verification of (6), we only need to confirm that

q
√
−(ξ + c∗)eλc∗

1 (ξ+c∗)

≥ qer1

∫
R

√
−(ξ − y)eλc∗

1 (ξ−y)k1(y)dy + er1 L
∫
R

e2λ′(ξ−y)k1(y)dy + er1 aL
∫
R

e(λ
′+λc∗

21 )(ξ−y)k1(y)dy

or

q
[√
−(ξ + c∗)eλc∗

1 (ξ+c∗) − er1

∫
R

√
−(ξ − y)eλc∗

1 (ξ−y)k1(y)dy
]

= qer1

∫
R

[√
−(ξ + c∗)−

√
−(ξ − y)

]
eλc∗

1 (ξ−y)k1(y)dy

= qer1 eλc∗
1 ξ
∫
R

[√
−(ξ + c∗)−

√
−(ξ − y)

]
e−λc∗

1 yk1(y)dy

= qer1 eλc∗
1 ξ
∫
R

[√
−(ξ + c∗)−

√
−(ξ + y)

]
eλc∗

1 yk1(y)dy

≥ er1 L
∫
R

e2λ′(ξ−y)k1(y)dy + er1 aL
∫
R

e(λ
′+λc∗

21 )(ξ−y)k1(y)dy. (12)

By direct calculations, we have

er1

∫
R

[√
−(ξ + c∗)−

√
−(ξ + y)

]
eλc∗

1 yk1(y)dy

= er1

∫ c∗

−∞

(y− c∗)eλc∗
1 y√

−(ξ + c∗) +
√
−(ξ + y)

k1(y)dy + er1

∫ ∞

c∗

(y− c∗)eλc∗
1 y√

−(ξ + c∗) +
√
−(ξ + y)

k1(y)dy.

If y ∈ (−∞, c∗], then y− c∗ < 0 such that

y− c∗√
−(ξ + c∗) +

√
−(ξ + y)

≥ y− c∗

2
√
−(ξ + c∗)
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and

qer1

∫
R

[√
−(ξ + c∗)−

√
−(ξ + y)

]
eλc∗

1 yk1(y)dy

≥ qer1

∫ c∗

−∞

y− c∗

2
√
−(ξ + c∗)

eλc∗
1 yk1(y)dy + qer1

∫ ∞

c∗

y− c∗√
−(ξ + c∗) +

√
−(ξ + y)

eλc∗
1 yk1(y)dy.

Moreover, since∫ c∗

−∞

y− c∗

2
√
−(ξ + c∗)

eλc∗
1 yk1(y)dy +

∫ ∞

c∗

y− c∗

2
√
−(ξ + c∗)

eλc∗
1 yk1(y)dy = 0,

then

qer1

∫
R

[√
−(ξ + c∗)−

√
−(ξ + y)

]
eλc∗

1 yk1(y)dy

≥ qer1

∫ ∞

c∗

y− c∗√
−(ξ + c∗) +

√
−(ξ + y)

eλc∗
1 yk1(y)dy− qer1

∫ ∞

c∗

y− c∗

2
√
−(ξ + c∗)

eλc∗
1 yk1(y)dy

= qer1

∫ ∞

c∗

 (y− c∗)
[√
−(ξ + c∗)−

√
−(ξ + y)

]
2
√
−(ξ + c∗)

[√
−(ξ + c∗) +

√
−(ξ + y)

]
 eλc∗

1 yk1(y)dy

= qer1

∫ ∞

c∗

 (y− c∗)2

2
√
−(ξ + c∗)

[√
−(ξ + c∗) +

√
−(ξ + y)

]2

 eλc∗
1 yk1(y)dy

≥ qer1

8(−ξ)
3
2

∫ ∞

c∗
(y− c∗)2 eλc∗

1 yk1(y)dy.

So, the result is true if

qer1 eλc∗
1 ξ

8(−ξ)
3
2

∫ ∞

c∗
(y− c∗)2 eλc∗

1 yk1(y)dy

≥ Ler1

∫
R

e2λ′(ξ−y)k1(y)dy + Laer1

∫
R

e(λ′+λc∗
21 )(ξ−y)k1(y)dy,

which holds by letting q > 1 be large enough. This completes the verification of the first part of (7).
We now consider the second part of (7), and it is clear if ψ(ξ + c∗) = 0. Otherwise, let q > 1 be

large such that ψ(ξ) > 0 implies

φ(ξ) < eλc
1ξ/2.

By the monotonicity, we may finish the verification of (7) if∫
R

ψ̂(y)er2(1−ψ̂(y)−bφ̂(y))k2(ξ − y)dy

≥
∫
R

ψ(y)er2(1−ψ(y)−bφ(y))k2(ξ − y)dy

≥ er2

∫
R

ψ(y)k2(ξ − y)dy− Ler2 b
∫
R

ψ(y)[ψ(y) + bφ(y)]k2(ξ − y)dy

≥ ψ(ξ + c).

By direct calculation, the above inequality holds if

q >
er2 L(1 + b)

[∫
R e2λc∗

21 yk2(y)dy +
∫
R e(λ

c∗
1 /2+λc∗

21 )yk2(y)dy
]

1− er2
∫
R eηλc∗

21 (y−c∗)k2(y)dy
+ 1.
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Since we obtain a pair of upper and lower solutions, the proof is complete.

In a similar way, we can obtain the existence of (3)–(4) in two other cases: c∗2 < c∗1 , c∗2 = c∗1 .
By what we have done, we confirm that c∗ is the threshold such that (3)–(4) has a positive solution,
which completes the proof of Theorem 1. Before ending this section, we point out that it is easy to
verify the conditions aL1 < 1, bL2 < 1. For example, with any given r2 > 0, a > 0, we present the
following numerical result (Figure 1).

0 1 2 3 4 5 6 7 8 9 10
r2

0

0.5

1

1.5
a

aL2=1

Figure 1. Under the line, aL2 < 1.

4. Concluding Remarks

A traveling wave solution is a special entire solution, and similar propagation phenomena have
been widely observed in different fields ([28], Chapter 1). The minimal wave speed of traveling
wave solutions is important since it may characterize the propagation threshold, and it has been
widely studied for monotone systems. Since traveling wave solutions involve long-term behavior,
it is difficult to show general results for non-monotone reducible systems, including (1). In this paper,
we obtain the minimal wave speed of (1), and the corresponding traveling wave solutions formulate
the coinvasion–coexistence process of two competitors, which is similar to the process of Tang and
Fife [6]. On the one hand, our conclusion completes the conclusions in Pan and Lin [22]. On the other
hand, we found the decay behavior of traveling wave solutions with a minimal wave speed is different
from those with a large wave speed.

In ecological communities, there are many phenomena involving interspecific competition or
predator–prey processes, and many non-cooperative or non-monotone systems have been established
to model interspecific actions [1,11]. However, non-monotonicity may lead to rich dynamics in these
systems, including the occurrence of chaos and bifurcation. Although there are some important records
on the spatial propagation of non-cooperative process [2], it is difficult to establish the propagation
thresholds in some non-monotone systems. Since we do not require monotonicity in this paper,
we hope that our recipe can be applied to more models to formulate the propagation thresholds of
multiple species.
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