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Abstract: This manuscript deals with the existence theory, uniqueness, and various kinds of
Ulam-Hyers stability of solutions for a class and coupled system of fractional order differential
equations involving Caputo derivatives. Applying Schaefer and Banach’s fixed point approaches,
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with each problem to illustrate the main results.
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1. Introduction

Fractional order differential equations (FODE) are generalizations of ordinary differential
equations to an arbitrary order. The aforesaid equations have obtained considerable attention from
researchers because of their ability to model different complex phenomena. The foregoing equations
capture nonlocal relations in space and time with power-law memory kernels. Due to the widespread
applications of FODE in science and engineering, research in this field has grown significantly all
around the world. The aforesaid equations arise in many disciplines of science and engineering as the
mathematical modeling of systems and processes in the fields of biophysics, blood flow phenomena,
signal and image processing, polymer rheology, control theory, the electrodynamics of a complex
medium, physics, aerodynamics, economics, chemistry, etc. For details, see [1-7] and the references
cited therein. However, the theory of boundary value problems for nonlinear FODE remains within
the initial stages, and plenty of aspects of this theory have to need to be explored.

The research area, that is most ideal within the field of FODE and has received extraordinary
interest from researchers, is devoted to the existence theory of solutions. Several researchers have
built up some attention-grabbing results of the existence of solutions to boundary value problems
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for FODE by using standard fixed point theorems. For a detailed study, see [8-10] and the references
cited therein. However, the study of coupled systems of differential equations of different orders is
also very significant because this kind of system appears in different problems of an applied nature;
see [11-19] and the references cited therein. Ahmad and Nieto [20] studied the existence of the solution
to the following nonlinear FODE involving the Caputo derivative of fractional order, by using the
Leray-Schauder degree theory:

{CDpu(t) —a(tu(t) =0 te 7,

u(t)’t=0 = —u(t)|t=.|., u/(t)|t=0 = —u/(t)|t=.|.,

wherel <p<2, 7 =1[0,T]withT>0,anda: ¢ x #Z — Z is continuous.
The implicit FODE represent a very important class of differential equations. This manuscript is
motivated by the importance of implicit ordinary differential equations of the form:

a(t,u(t),u'(t),...,u® V() =0

under different initial and boundary conditions. Implicit equations have been considered by many
researchers; see [21-25] and the references cited therein. Many researchers have extended the above
results to the foregoing equations by the use of different fixed point approaches. Recently, some
existence results for an implicit FODE on compact intervals have been: Benchohra and Lazreg [26],
who investigated the existence results for the following nonlinear implicit FODE involving the Caputo
derivative of fractional order:

{mqw—anmw%@»:mtej,

u(t)|t:0 = U.O, u<t)|t:T = 111,

wherel < p <2, ¢ =[0,T|withT > 0,uy,u € Z anda : 7 X Zx X — X is continuous.
For more examples, the reader may see [27,28] and the references cited therein.

Another area of research, which has received considerable attention from researchers, is the
Ulam-Hyers stability analysis of the differential equations and their different kinds. The aforesaid
stability was first introduced by Ulam [29] in 1940. The problem posed by Ulam was the following;:
“Under what conditions does there exist an additive mapping near an approximately additive
mapping?”. A significant breakthrough came in 1941 when Hyers [30] gave an answer to Ulam’s
problem in the case of Banach spaces: Let &3, & be real Banach spaces and € > 0. Then, for each
mapping & : &1 — & satisfying:

la(a+y) —a(u) —aly)| <e
for allu,y € &7, there is a unique additive mapping x : &1 — & with:
la(u) — x(u)|| <€, forallu € &.

Afterward, this type of stability was known as the Ulam-Hyers stability. In addition to the
aforesaid investigations, many researchers have investigated the Ulam stability for differential
equations of different orders; see [31-34] and the references cited therein. The mentioned stability
analysis is extremely helpful in numerous applications, for example numerical analysis and
optimization and so forth, where it is very difficult to find the exact solution of a nonlinear problem and
to provide a bridge between numerical and analytical solutions. The aforementioned stabilities [35]
for FODE are rather significant in practical problems, economics, biology, and numerical analysis.
For examples, see [36—40] and the references cited therein. Furthermore, the fractional order system
may have an additional attractive feature over the integer order system. Let us suppose the following
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example to show which one is more stable in the aforementioned (fractional order and integer
order) systems.

Example. [41]

Example 1. We have the following two systems with initial condition u(0) for v € (0,1),

d
—u(t) = vt L, (1)
§pPu(t) =vt'™!, 0<p<1. ()
Then, the analytical solutions of (1) and (2) are t" + u(0) and % +u(0), respectively.

Clearly, the integer order system (1) is unstable for 0 < v < 1. However, the fractional dynamic
system (2) is stable for each 0 < v < 1 — p. Therefore, the fractional order system may have better
features than the integer order system.

Benchohra and Lazreg [42] investigated the existence and different kinds of Ulam—Hyers stability
for the following nonlinear implicit FODE involving the Caputo derivative of fractional order:

{CDpu(t) —a(t,u(t) DPu(t)) =0; t € 7,

u(t)|t 0 = Yo,

wherel <p<2, 7 =1[0,T]withT >0,u € Z anda: 7 x Z x Z — Z is continuous.
Ali et al. [43] investigated existence theory and different kinds of Ulam-Hyers stability for the
following nonlinear implicit FODE involving the Riemann-Liouville fractional order derivative:

DPu(t) — a(t,u(t), DPu(t)) =0; t € 7,
DP2u(t ’t o+ = aDpfzu(t)’t:T,,

DPlu(t) ’t:O* = pr_lu(t)’t:T,,
wherel <p<2and # =[0,T|withT >0,a,b# 1, anda: 7 x Z x Z — Z is continuous.
Currently, mathematicians have devoted their work to the investigation of various kinds of
Ulam-Hyers stability for coupled systems of FODE. For details, see [44—48]. Currently, to the best
of our knowledge, very few papers can be found in the literature in which the authors studied the
existence theory and different kinds of Ulam—-Hyers stability for the aforesaid system of nonlinear
implicit FODE. Ali et al. [49] investigated existence theory and different kinds of Ulam—Hyers stability
for the following implicit coupled system involving the Caputo derivative of fractional order:

where # =[0,1],2<p,q<3,0<Tt1,¢<l,anda, x: ¢ X Zx Z — X are continuous functions.

Motivated by the aforesaid discussion, in this manuscript, our target is to study the existence,
uniqueness, and different kinds of Ulam-Hyers stability for the following nonlinear implicit FODE
involving the Caputo derivative of fractional order:

{CDpu(t) —a(t,u(t), DPu(t)) =0, t € 7, @)
t)’t:O = —u(t)|t:-|-, u’(t)|t:0 = —u’(t)|t:.|_,u (t)‘t:O = u/”(t)}tzo =0,
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where 3 < p <4, 7 =[0,T|withT > 0,anda : ¢ X Z X % — Z is a continuous function.
Furthermore, we investigate the same aforementioned analysis for the proposed implicit coupled
system involving the Caputo fractional order derivative. The proposed system is given by:

(4)

|t:T’ u’(t)|t:0 = _u/(t)|t:T’ u//(t)|t:0 = um(t)|t:0 =0

|t:T’ y/(t)|t70 = _yl(t)|t:T’ y”(t)|t:0 = ym(t)|t:0 =0,

where3 < p,q <4, 7 =[0,T] with T > 0. The functions &, x : _# X Z X # — Z are continuous.

The structure of the manuscript is as follows: In Section 2, we present some basic materials needed
to prove our main results. In Sections 3 and 4, we set up some adequate conditions for the uniqueness,
existence, and various kinds of the Ulam-Hyers stability of solutions to the proposed problems (3)
and (4), respectively, by applying some standard fixed point principles mentioned in the Abstract.
An example to illustrate our results is presented with each proposed problem in the concerned section.
In Section 5, we present the conclusion of the manuscript.

2. Preliminaries

Here, we present some basic definitions and auxiliary results, which will be used throughout the
manuscript. The following definitions are adopted from [2].

Definition 1. The Riemann-Liouville fractional integral of order p > 0 for a continuous function u: Z+* — #
is defined as:

IPu(t) = I,(l) /Ot(t — s)P lu(s)ds,

p
provided the integral exists.

Definition 2. Let u: 2" — 2 be an at least n-times continuously differentiable function, then the fractional
derivative of order p € Z7 in the sense of Caputo is defined as:

¢ _ 1 tulV(s)
Pu(t) = I'(n—p) /0 (t—s)p—ntl as

where n = [p| + 1 and [p] denotes the integer part of real number p.

Lemma 1. The general solution of the following FODE of order p > 0:

“DPu(t) = B(t)

is given by:
1P [DPu(t)] = IPB(t) + ko + Kyt + kpt? + -+ + Ky 1t™ L, ks € Z,

wheren=[p]+1and i =0,1,...,n— 1.
The following theorems are adopted from [43].

Theorem 1. (Schaefer’s fixed point theorem). Let & be a Banach space. Suppose that the operator F : & —
& is a continuous compact mapping (or completely continuous). Moreover, suppose:

PB={uveblu=x7F(u),0 <k <1}

is a bounded set. Then, % has at least one fixed point in &.
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Theorem 2. (Banach'’s fixed point theorem). Let 9 be a non—empty closed subset of a Banach space &. Then,
any contraction mapping F of 9 into itself has a unique fixed point.

3. Existence, Uniqueness, and Stability Results for (3)
3.1. Existence and Uniqueness Results

This section deals with the existence and uniqueness of solutions for the problems (3).

Lemma 2. Suppose p € €(_ 7, %), then the equivalent Fredholm integral equation of:

{”D”u(t) =p(t); pc (34 te 7,

u(t)}tzo = —'u.(t)|t=.|., 'u.'(t)|t=0 = —'u./(t)|t:.|., u"(t)|t:0 = u/“(t)|t:0 =0,
is given by: .
u(t) = [ Gylt,5)(s)as,

where Green's function Gy (t, s) is given as:

T—s)p1 T—2t)(T—s)P2
L U L e 0<t<s<T,
GP( t/ S) = (5)
(t—s)P 1 (T—s)P1/2 I (T—2¢)(T—s)P2
I'(p) ar(p-1)

Proof. Using Lemma 1, we have:

u(t) = IPB(t) — ko — kit — kot — k3t
1 t
_ 1 _ a\p-1 e s 142 143
) /0 (t —s)P7'B(s)ds —kg — k1t — kpt” — k3t”. (6)
Applying the boundary conditions u(0) = —u(T), v/(0) = —u’(T),u”(t)‘t:O = u”’(t)’t:0 =0,
in (6), we get the following values:

1 T B T T _

K0 =57(p) /0 (T—s)P'(s)ds — rp—1) /0 (T —s)P2B(s)ds,
T

Iy S

ky =0,

k3 =0.

Therefore, (6) becomes:
t — s -1 _ s -1 _s -2
w(e)= [ O pegas 1 [T O pgas i Lm0 [T Dp)a

OT
:/O Gp(t,5)B(s)ds,

where Green’s function Gp(t, s) is givenin (5). [

Therefore, in view of Lemma 2, the solution of the proposed problem (3) is equivalent to the
following integral equation:

.
u(t):/o Gp(t,5)a(s, y(s), DPu(s))ds, t € 7. @)
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We use the following notion for convenience:
v(t) = a(t,u(t), DPu(t)) = a(t,u(t), v(t)).
Hence, (7) becomes:
u(t) = /OT Gp(t,s)v(s)ds, t € 7. @®)
Lemma 3. Green’s function Gp(t, s) has the following properties:
(A1) Gp(t,s) is continuous functionon 7 x #;

T 7 T? [T2¢|Tt 5 v
(42) maxse 7 Jo [Golt9)|ds < 1550y + e+ arm = e T ey B €S

Proof. (A;) : Green’s function will always be continuous on _# x _¢#.
(Az) : Due to Green'’s function, we have:

T 1t _ 1 T _ (T—2t) (T _
/O |Gp(t,s)’ds:‘r(p)/0 (t—s)P 1ds—m/o (T—s)P 1ds+m/o (T —s)P2ds

7

so, we get:
/T\G(t Jas< — o 4T Lt L
max ;S =
ey o 1P "STe+1) 2(p+1)  4T(p)
_ s T
_ZF(p+l) 4T (p)’
O

Suppose & = €(_#,Z) is a Banach space endowed with given norm:
= t)|:te .
s = max {[u(e)] -+ € 7}

If u is the solution of the problem (3), then:

a(6) =gy ) 6= 9 Mulohte - g
+ 4(1:[-(;_21:1)) /OT(T — S)p_zv(s)ds, te 7.

T -
/O (T — s)P1y(s)ds

Now, to transform the problem (3) into a fixed point problem, define an operator .# : & — & as:

7 (u)(t) —F(lp) /Ot(t — )P lu(s)ds — 2;@ /OT(T — )P Ly(s)ds
2 [T e eias, v e s, ©

where v € &.
In the sequel, we need the following hypothesis:

Hypothesis 1 (H1). For every t € ¢ and u,u,v,v € X, there are constants 0 < £, < 1and 2t > 0,
such that:
’a(t,u,'u) - (X(t,ﬂ,%)‘ < %‘u—ﬂ’ —%—.i”,dv—%‘.
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The first result is based on Theorem 1 and concerned with the existence of solutions for the
problem (3).

Theorem 3. Let the hypothesis H1 hold, and if 2 < 1, then the problem (3) has at least one solution in &.

Proof. Consider the operator .# defined in (9), and suppose a(t) = «a(t,0,0) with a* =
maxge 7 a(t,0,0) where a* < oo. We have to show that the problem (3) has at least one solution.

Suppose the operator .# is continuous, and consider a sequence {uy } such that u, — uin & and
t € ¢Z,then:

t T
|7 (wa) (8) — F (0) (1)) <o /O (t — 5)Pva(s) — v(s)|as %@ /O (T — 5)Pva(s) — v(s)|as

I'(p)
_ T
+ 4(;@_21;1)) /0 (T —8)P"|va(s) — v(s)|ds, (10)

where vy, v € & and :

By utilizing H1, we have:

[va(t) = v(t)] = [a(t, un(t), va(t) —a(t,u(t), v(t))]
< Halua(t) —u(t) va(t) —v(t)],

and we obtain:

|vn(t) — v(t)| < 7 _%f%‘ ‘un(t) — u(t)|.

Since we supposed that u, — u, then v, = vasn — woforeach t € ¢, by the Lebesgue dominated
convergence theorem, (10) implies that:

|7 (1) (t) — F(u)(t)] >0 as n— oo,

hence:
|7 (wn) — F(u)||le =0 as n — .

Therefore, .% is continuous.
Now, we show that .# is bounded in &. Therefore, for any ¢* > 0, there is R, > 0, such that:

E={ueé:|ulls <}

then, we have:

17 (u)

¢ < RE.
Taking the absolute of (9), it becomes:

T

1 t _ 1 _
|y(u)(t);=’r(p)/0 (t—s)P 1V(s)ds—m/0 (T —s)PLv(s)ds

(T —2¢t)

+ ar(p—1) (/OT(T —s)P2y(s)ds]|. (11)
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Now, by H1, we have:

[v(t)| = [al(t,u(t),v(¢))]

< |a(t,u(t),v(t)) —a(t,0,0)| + |a(t,0,0)]
< My lu(t)| + Zu|v(t)| +a(t)

<a'+ Al + L vl

Therefore, we get:

a*_i_%g*
< ——F = .
vlle < TH%E — a4 1)
By using (12) and (A7), (11) becomes:
3TP TP
F(u)(t)| < A /
[FW)] < O(ZT(p+1) +4T(p)>
which implies that:
312 T
F < . = RE.
17 e < (50 + ey ) = R

Hence, .7 (E) is uniformly bounded.
Now, we show that the operator .# is equicontinuous in &. Suppose 0 < t; < tp < T, and letu € E,
then:

ty - T
‘9‘(11) (t2) — ﬁ(u)(m)’ :‘F(lp) /O (t2 — s)P—lv(S)dS — M /0 (T-— S)P—2V(S)ds
1 "t _ (T —2t ) T _
1) o (oo w(e)as — e T [T - s u(s)as
<y [ 2= 0P = o= o ute)as + | [ - 0 u(a)as
by using (12), we get:
7 (0)(52) = F ) 0)] <t sl (e2 = 0Pt (v = 0P Has s [Mas
(tp —tq)TP2 T
Lot ds). (13)

The right-handed side of (13) tends to zero, when t; — t1. Thus, .# is equicontinuous and therefore
completely continuous.
Finally, we consider a set # C &, which is defined as:

B={uveb:u=xF(u),0<xk<1}.
We need to prove that the set % is bounded. Suppose u € %, such that:

u(t) = k% (u)(t), where x € (0,1).
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Then, for every t € _#, we have:

1 t _ 1 T _
[u(t)] :’K<r(1>)/() (t—s)P 1v(s)ds—m/0 (T — s)Pu(s)ds

T [ o)

L TP |T—2¢|TP !
—m’V(S)Hm\V(S)\ LTI

‘v(s)‘. (14)

Now, by Hlfort € 7,

[v(t)| = [a(t,u(t), v(t))|
|a(t, u(t), v(t)) — a(t,0,0)| + |x(t,0,0)]

Halu(t)| + Zlv(e)| +a(t).

7

<
<

Therefore, we get:

lv(t)] < (a(t) + Az u(t)]). (15)

1-%
Plugging (15) in (14) and taking the maximum on both sides, it becomes:

TPty (3" + Hallulls)] | TPz (a" + Hallulls)] |7 —2¢[TP!

> <
ulle < T(p+1) 2 (p+1) 4T (p)
X [1_:% (@" + Hallulle)]- (16)

For simplicity, let:

TPa* TPa* |T — 2t|TP_1a*

W = + + ,

(1-Z)(e+1) 20-L)l+1)  4(1-Z)0(p)
9= TP, N TP.X, |T—2¢|TP L7

- Z)Tp+1)  20-Z)T(p+1) | 41— Z)(p) "

Therefore, (16) becomes:

[ulle < 2ffulle + 7

We obtain:

/4
[ —
HUHO”’ =1 9

Hence, % is bounded. Thus, by Theorem 1, we get that the operator .%# has at least one fixed point.
Therefore, the considered problem (3) has at least one solution in &. [

The following result is based on Theorem 2 and concerned with the uniqueness of solutions for
the problem (3).

Theorem 4. Suppose that the hypothesis H1 holds. In addition, assume that:

3TP.%, n TP 2%y
21-Z)T(p+1) 41— Z)T(p)

<1 (17)

Then, the problem (3) has a unique solution in &.
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Proof. Supposeu,d € &, and for t € ¢, we have:

_ 1 t _ _ 1 T _ _
’9(u)(t)—<ﬁz(u)(t)| S@/O (t—s)? 1’v(s)—v(s)|ds—T<p)/o (T—s)P 1‘v(s)—v(s)‘ds

(T—2t)

.
m/o (T —s)P72|v(s) — 7(s)|ds, as)

where v,V € &, such that:

By use of H1, we have:

lv(t) = 7(¢t)| = |a(s,u(s),v(s)) — a(s,u(s),7(s))|
< Hplu(t) —a(t)| + Zlv(t) —v(t)].

Thus:

Therefore, (18) becomes:

o - o 1 't _ B 1 T B B
‘J(u)(t)ff(u)(t)‘ Sl—gtx (F(P)/O (t—s)P 1’u(s)—u(s)’d87m/0 (T—s)P 1’u(s)fu(s)’ds

(T —2t)

?
Ar(p—1) | = ue) u(s>yds>.

Now, taking the maximum on both sides, we get:

o 3T 4, ™ 4 _
17 =2 @le < (g=gyrirrsy + a2y o T

Hence, the operator .# is a contraction. Thus, .# has a unique fixed point, so the problem (3) has a
unique solution. [J

3.2. Ulam Stability Results

In this section, we introduce Ulam—-Hyers stability concepts for the problem (3). The following
definitions were adopted from [50].

Lete > 0,a: 7 X %X % — X be a continuous function and ¢ : ¢ — #* nondecreasing.
Consider the following inequalities.

°DPu(t) — a(t,u(t) S DPu(t))| <€, t € 7, (19)
DPu(t) — a(t, u(t), DPu(t))| < 8(t), t€ 7, (20)
DPu(t) — a(t, u(t), DPu(t))| < 8(t)e, t € 7. (21)

Definition 3. Problem (3) is called Ulam—Hyers stable if there is Cp, € %7 such that for each € > 0 and each
solution u € & of (19), there is a solution v € & of (3) with:

|u(t) —v(t)| < Cpe, te 7.
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Definition 4. Problem (3) is called generalized Ulam—Hyers stable if there is ¥ € € (%", %), ¥(0) = 0,
such that for each solution v € & of (19), there is a solution v € & of (3) with:

‘u(t)—’u(t)‘ <Y te 7.

Definition 5. Problem (3) is called Ulam—Hyers—Rassias stable with respect to O if there is Cy € Z™, such
that for each € > 0 and each solution u € & of (21), there is a solution v € & of (3) with:

|u(t) —v(t)| < Cod(t)e, te 7.

Definition 6. Problem (3) is called generalized Ulam—Hyers—Rassias stable with respect to O if there is
Cy € Z7, such that for each solution u € & of (20), there is a solution v € & of (3) with:

|u(t) —v(t)| < Cod(t), te 7.

Remark 1. A function w € & is a solution of (19) if there is w, € & (dependent on ), such that:

(b1) “DPu(t) = a(t, u(t),  DPu(t)) + wa(t), te€ 7;
(b2) |wa(t)| <€ forall te 7.

Lemma 4. If u € & is the solution of the inequality (19), then u will be the solution of the following inequality:

3T? T
lu(t) — m(t)| < (zp(p+1) * 4F(p)> '

Proof. Let u be the solution of Inequality (19). Then, by (by) of Remark 1, we have:

{CDPu(t) =a(t,u(t), DPu(t)) + wa, t € 7, 22)
u(t)|t:0 = —u(t)|t:.|., u/(t)|t:0 = —u/(t)|t:-|-, u//(t)|t:0 = um<t)|t:0 =0.
Then, the solution of (22) is given as:
a0) = [ (6= o (o) — s [T -9 u(s)as
— T t
+ éfl:r(p _21:1)) /o (T —s)P 2v(s)ds + 1“(1p) /0 (t —s)P!
1 T B (T —2¢t)
X wa(s)ds — M/O (T — 8)P Laog(s)ds + o1
T
></0 (T — s)P 2w, (s)ds. (23)

For simplicity, let m(t) be used for the terms that are free of w,, so we have:

1 T

t _ 1 _
(t) =5 [ (8= o) (e)as - g (T @) Mu()as

(T—2t) /T _
+ m/o (T—s)P 2v(s)ds.

Therefore, (23) can be written as:

1 t _ 1 T _
[u(t) —m(t)] S@/@ (t —s)P 1|wa(s)|ds+m/0 (T —5)P!|wa(s)|ds

(T—2t) (T _
+m/0 (T—S)p 2|w,x(s)|ds.
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By using (by) of Remark 1, we get:

3TP TP
) ~5)| < (57015 * 1))

O

Theorem 5. Suppose the hypothesis H1 and:

3TP.%, 4 TPy
2(1 —Z,X)r(p—i—l) 4(1 _za)r(P)

<1 (24)
hold. Then, Problem (3) will be Ulam—Hyers stable and generalized Ulam—Hyers stable.

Proof. Suppose u € & is any solution of the inequality (19) and v is the solution of the considered
problem (3), then:

{CDpv(t) —a(t,v(t), DPv(t)) =0; t € 7,
v(t)] g = —v(t) [, V (V)] =~V (0) |y, V' (E)[ (g = V" (¥)](_y = O

Let:
lu(t) —v(t)] < |u(t) —m(t)]| + [m(t) — v(t)]. (25)

Utilizing Lemma 4 in (25), we have:

a0) 0] = (s + 2y )€+ [Ty o (= o Gulo) — gu())as — s [ (T =
(T—2t) (T _
x (ra(s) ~ go())as + gre s (T =022 (ya(s) — g (5)) s
We get:
3TP TP 3TP TP
o)) < (g3 + 117 )¢+ (o * arey) @) -0l @9
For y,, g, € &, where:
alt) = (t,u(8), yu(t)),
gu(t) = a(t,v(t), g, ()
By H1:
[ya() — ()] = [a(t,u(e), ya(8) + (e, v(5), g4 (2))]
< Hafu(®) = ()] + Zlyalt) — g (0)]
We get:
70(8) — ()] £ T ule) — v(e)]. @)
For t € ¢ and utilizing (27), (26) implies that:
3TP TP 3TP.%, TPZ,
Io=vle < g1y * a1 )+ (= oriery + =1
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After simplification, we get:

3TP__ | TP
(p+l) © AT(p)
1_ 3T I
2(1-Z)r(p+1) * 4(1-Z)I(p)

[u—vle <

Thus, we have:
[u(t) = v(t)| < Gpe,

where: . .
3T + T
C. — 2T (p+1) 4T (p)
P 1 3TP.%, + TP.Y%,
4(1-Z4)T (p)

- 2(1-ZJT(p+1)

Thus, the problem (3) is Ulam-Hyers stable.
Now, by putting ¥ (e) = Gye, ¥(0) = 0 yields that the problem (3) is generalized Ulam-Hyers stable.
This completes the proof. [

Hypothesis 2 (H2). Suppose an increasing function 9, € ( Z,Z%)and t € ¢. Then, there is jig , > 0,
such that the given integral inequalities:

IP9,(t) < pgpdy(t); consequently 17719,(¢) < Ho,p0p(t)
holds.

Remark 2. Under the hypotheses H1 and H2 and condition (24), Problem (3) will be Ulam—Hyers—Rassias
and generalized Ulam—Hyers—Rassias stable.

3.3. Example

Example 2.

|u(t)] cos |“Diu(t)]
30(t+2)(1+ |u(t)]) 30 + ¢2 ctelodl (28)
u(0) = —u(1), ¥'(0) = —4/(1), «"(0) = «(0) =0,

Diu(t) =

where p = % and T = 1. Now, for any v, %, v,v € Z and t € [0,1], we get:
’a(t,u,v) —(X(t,ﬂ,%)! < —’u—'ﬂ’ +

Therefore, H1 is satisfied with 4, = £ = 31—0.
Furthermore, plug T =1,p = % and Ky = £y = % in (17); we get:

3TPH, TP %,
2

n ~ 0.007040789549 < 1.
1-ZJ)T(p+1) 41— fa)F(p))

The solution of the problem (28) is unique, and the problem is Ulam—Hyers, generalized Ulam—Hyers stable,
Ulam—Hyers—Rassias stable, and generalized Ulam—Hyers—Rassias stable.

4. Existence, Uniqueness, and Stability Results for (4)
4.1. Existence and Uniqueness Results

In this section, we will investigate coupled systems of nonlinear implicit FODE.
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Lemma 5. Forany B,y € €(_7, %), then the problem:

‘DPu(t) = p(t); pe (3,4], te 7,
Cqu( t)=(t); g€ (3, 4] te g,
()] 4o = —ut)| g Y(D)| (g = =¥ ()] jp W' (D) g = v (B)] ;g = O,
t)|t:O: -Y t)}t T Y t)‘t:():_yl(t”t:T’ (t) |t:O:ym ’t:OZO’
has a solution if and only if:
-
u(t) :/ G,p(t,s)B(s)ds, te 7,
o (29)
wt) = | Go(t,9)r(s)as, te 7,
where Gy and G g are Green’s functions as given by:
(T—s)2 ! | (T-2¢)(T—5)?2
T e OstsssT
Gp(t,s) =
(t—s)P 1 (T—s)P"1/2 | (T—2¢)(T—s)P2
T(p) + 4T (p—1) ’ 0 <s S t<T
(T-s) ! | (T-2¢)(T—5)92
Tatg T A 0<iss=<T
Gq(t,s) =
(t—s)4 1 (T—s)21/2 | (T—2¢)(T—s)92
(g T o 0ssstsd
Proof. The proof is similar as given in Lemma 2. [
Let & = {u(t)| u € ¥(7)} be a Banach space endowed with a norm defined as ||uf s =
maxee g [u(t)|. Similarly, the norm defined on the product space is |[(u,y)llexes = [[ulls + [lylls-

Obviously, (& x &, || (u,y)|lsxe) is a Banach space.

Definition 7. (u,y) € & x & is said to be a solution of the system (4) if (u, y) satisfies the system “DPu(t) =
a(t,y(t),  DPu(t)), “Diy(t) = x(t, u(t),  Diy(t)) on [0, T] and the conditions u(0) = —u(T), ¥/ (0) =

—/(T), «'(0) = 4"(0) = 0and y(0) = —y(T), ¥/ (0) = —¢/(T), ¢'(0) = ¥""(0) 0

Therefore, in view of Lemma 5, the solution of the proposed system (4) is equivalent to the integral
equations given by:

.
u(t) :/O Gp(t,5)a(s, y(s), DPu(s))ds, t € 7,
T
y(t) = [ Galt)x(s,u(s) DIy(s))as, v € 7.
We use the following notions for convenience:
v(t) = a(t,y(t), DPu(t)) = a(t, y(t),v(t)),

z(t) = x(t,u(t), Dy(r)) = x(t,u(t) z(¢)).

(30)

Hence, (30) becomes:

.

u(t) :/O Gp(t,s)v(s)ds, t € 7,
T

v(t) :/0 Gq(t,8)z(s)ds, t € 7,

where v, z € & satisfies the implicit functional equations.
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Lemma 6. We use Gp q(t,s) = (Gp(t,s),Gy(t, s)) as the Green’s function of the proposed system (4),
having the following properties:

(A3) Gp,q(t, s) is continuous on 7 x _¢;

T tP TP |T*2t’T”71 _aTe TP

(Ag) maxee g [y |Gp(t, s)]ds < i) T D) W) = wpr) Tarp)y bSE€ S
T 44 Te |T*2t’Trl _ 3Ts Ta

maXie g Jo 1Gq(t,s)]ds < TerD) | 2D Mg~ — (gD Tar(gr ¥S€ S

Proof. The proofs are similar as given in Lemma 3. [

For computational convenience, we introduce the following notations:

7 :max{zr(spT—i N 4;(};) } "
A (ot g )
% :max{z(l_gj)ﬁ‘pﬂ) T —T%F(p) } (33)
% _max{2(1 —3_;:){}((“ 0 A —T%F@ } >

Now, System (4) transforms into a fixed point problem. Therefore, in view of Lemma 5, an operator
F 1 E X E — & x & is defined as:

.
o) = Opr(t,S)Dé(t,y(S),v(S))ds _<yp<y,v>(t>>_(y},(u)(t)). 5
, }—Gq(t,s))((t,u(s),z(s))ds Fq(u,z)(t) Fa(y)(t)
0

Then, the solution of the proposed system (4) coincides with the fixed point of the operator .#, where:

Fo(u)(t) —F(lp) /Ot(t 8P ly(s)ds — —— /OT(T — )P ly(s)ds

2I'(p)
_ T
+ M/O (T—s)P2v(s)ds, t € ¢

and:

Fa(y)(x) —F(lq)
+ 4(;(;21;1)) /OT(T — s)quz(s)ds, te #.

t _ 1 T _
/0 (t —s) 1z(s)ds — T@/O (T—s)¢ 1z(s)ds

In the sequel, we need the following hypothesis:

Hypothesis 3 (H3). Forevery t € 7 and y,v, Y, v € %, there are constants 7, > 0,0 < £, < 1, such that:
’a(t, y,v) — tx(t,@,%)‘ < %‘y—?’ +$,X|'u—5‘.

Similarly, for every t € ¢ and u, 2,4,z € %, there are constants %y, > 0,0 < & < 1, such that:

|X(t,u, z) —)((t,'TJ,,E)| < Jiﬂu—ﬂ +$X|z—2|.
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The following result is based on Theorem 1 and concerned with the existence of solutions for the
problem (4).

Theorem 6. Suppose the functions a,x : F X X X X — X are continuous and hypothesis H3 hold.
In addition, it is assumed that:
21 <1, 2, <1

Then, there is at least one solution for the proposed system (4).

Proof. Since «, x, Gp(t,s) and Gq(t, s) are continuous, so the operator .7 : & x & — & x & is also
continuous. Suppose a1(t) = a(t,0,0) with a] = max.c ¢y «(t,0,0) and ax(t) = x(t,0,0) with
a; = maxge ¢ X(t,0,0), where aj,a; < oo, such that for any {* = max {¢p,Eq} > O, there exist

RE > 0, such that:
RE > Sp ™ + SN

We have to show that .# (E) C E, where:

E={(wy)e&x&:|(wy)lexe <}

then, we have:
|7 (wy)llexs < RE-

Then, for every v € [E, we have:

1 't 1 T
Fp(u)(t)| = —/ t—sp_lvsds—i/ T—s)P ly(s)ds
Fo)] =[5 [ =8 l)as g [TT - )
(szt) /T _ «\p—2
+m A (T —s)P “v(s)ds]|. (36)
Now, by using (31) and H3 in (36), we get:
3TP TP
. < *
1720l = (57, 15 * sy} 7
where: ‘4t
a
o < 1 a5p — *'
lWllse < 72— — = (38)
with [|y|| < ¢p. In the same fashion, we obtain:
3Ta Ta
e < N, 39
where g
« = 22 Axbq
N = - (40)

with [Ju|| < &q. Thus, from (37) and (39), we get:

_ 3TP TP . 374 T *
15 (@)l + | Za(3) e < (mpH) +4r<p))/ff * (zr(q+1) +4r<q>)”

which implies that:
17 (wy)

éex& < RE.
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Thus, the operator .# is uniformly bounded. Next, we show that the operator .# is equicontinuous.
Suppose 0 < t; < t; < Tand u € [, then:

Folw)e2) ~ Fp)en)| =| iy [ (62 o) wlo)as - {2 [NT o Pu(oas
1 m _ (T 21;1) T
iy fo (61 w(e)as — = [T e P(s)as
< %/Ot (2 — )P — (11 — )P Ju(s)ds| + ‘ s )/ (b2 — s)Plu(s)as

2T(p—1) ’
by using (38), we get:
T o «f 1 1 e
| Fp(0) (t2) — Fp(w)(t1)| < <r(p)|(t2—s)P — (t1 —s)P|ds + ) /t1 ds
(b2 —t)TP2 (T
| ds>. (41)

In the same fashion and by using (40), we can show that:

—1 ,ty
7400)e2) = Fa )] < (gl = = G = o e

(b2 —t)TO2 (T
e ds) .

The right-hand sides of (41) and (42) tend to zero, when t; — tj. Therefore, by the result, we
infer that .# is equicontinuous and hence uniformly equicontinuous. Therefore, the operator .# is
completely continuous.

Finally, it will be verified that the set:

B={(v,y) €&xE| (vy) =xF(9,y),0<x <1}

is bounded. Suppose (u,y) € %, then by definition (u,y) = x.% (u,y). Now, for u € %, then in a
similar way as in Theorem 3 and by using H3, we have:

V2
Il < 1205 #3)
Similarly, for y € 28, we can obtain:
2!
, < 44
Ivle < 125 (4)
where:
* * —1,%
Wi = TPaj N TPa; N |T —2¢|TP =
(1-Z)rp+1) 201-L)r(+1) 4(1-Z4)T(p)
9 A N TP %, N |T—2¢|TP L7,
'TA-Z)Te+]) 20-Z)Te+1) | 41— Z)T(p)
5 — Tda} N Tda} N T— 2t|Tq*1a;,
(1-2)l(a+1) 21-ZL)l(q+1) 4(1-ZL)(a)
2, — Ty N Tty T —2¢|Te Lz

- Z)T(a+1) 20— Z)la+1) 41— Z)(q)
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From (43) and (44), it is implied:

W Ws
< .
s+ I¥lle < 7205 + T2

Consequently,
" (&)
o <
@D lloxs < 725 + 12

18 of 26

forany t € _Z, and set # is bounded. Hence, by Theorem 1, the operator .% has at least one fixed

point. Thus, the proposed system (4) has at least one solutionon #. [

The following result is concerned with the uniqueness of solutions for the problem (4) and is

based on Theorem 2.
Theorem 7. Suppose the hypothesis H3 holds and if:

Zn+ 2 <1
Then, the proposed system (4) has a unique solution on 7 .

Proof. Letu,u € &, and consider:

_ ~ 1t B 1 /T B
Fo()(6) ~ Fp @) =| pi [ (6 -9 as = s [T - o) as

(T—2t) /T _ _
+ A(p—1) /0 (T —s)P2ds |v(s) —v(s)|

where:

v(t) = a(t,y(t), v(t)),

v(t) = a(t, y(t),¥(t))
By using H3:

[v(t) —v(t)| = |a(t,y(t), v(t)) — a(t,F(t),7(¢))]

< Haly(6) ~F(8)| + Zafv(e) — %(x)].

We get:

[v(8) ~9(0)] < 12 [y (o) -

y(t)].
Put (47) in (46) and taking max on both sides over #, we get:

1720 - Z @l < (= gores * Trmapr 17 Tl

In the same fashion, we can obtain:

151~ Za0 e < (sr—gitirs * 7 g ) e

Therefore, from (48) and (49), we get:

17 (w,y) = Z@Ilexs < (Za+ Z) (wy) — @F)llsxe-

(45)

(46)

(47)

(48)

(49)
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Thus, .7 is a contraction. Therefore, we infer by Theorem 2 that .# has a fixed point that is the unique
solution of the considered system (4). O

4.2. Ulam Stability Results

In the current section, we study the Ulam-Hyers stability results of the proposed system (4).
The following definitions were adopted from [50].

Letep,eq > 0,0, x : F X Z XX — % be continuous functions, and O, Qq : ¢ — Ft are
nondecreasing. Consider the following inequalities.

[DPu(t) — a(t, y(t),DPu(t))| < &, t € 7, 50)
Dy (t) — x(t,u(t),Dly(t))| < eq t € 7,
[DPu(t) — a(t,y(t),DPu(t))| < Qp(t)ep, t € 7, 1)
IDdy(t) — x(t,u(t),Dy(t))| < Oq(t)eg, t € 7,
[DPu(t) — a(t, y(t),DPu(t))| < Qp(t), t € 7, 52)
IDdy(t) — x(t,u(t), Dy (t))| < Qq(t), t € 7

Definition 8. System (4) is Ulam—Hyers stable if there is Cp,q = (Cp, Cq) > 0 such that for some e =
(€p,€¢) > 0and for each solution (u,y) € & x & of (50), there is a solution (0,0) € & x & of (4) with:

|(w9)(£) = (,0)(t)| < Cpue, tE 7. (53)

Definition 9. System (4) is generalized Ulam—Hyers stable, if there is © € € (%, Z™") with ©(0) = 0, such
that for each solution (u, y) € & x & of (50), there is a solution (o, 0) € & x & of the system (4) that satisfies:

|(w,y)(t) = (0,0)(t)] <O(e), te 7. (54)

Definition 10. System (4) is Ulam—Hyers—Rassias stable with respect to Qp g = (Qp, Q) € €17, %),
if there is constant Cq 0, = (Cq,, Ca,) > 0 such that for some € = (€p,€4) > 0 and for each solution
(u,y) € & x & of (51), there is a solution (¢,0) € & x & of the system (4) with:

|(w9)(t) = (0,0)(t)] < Ca,0,pq(t)e, t€ 7. (55)

Definition 11. System (4) is generalized Ulam—Hyers—Rassias stable with respect to Oy ¢ = (Qp, Qq) €
¢ (7, #), and there is constant Cqq, = (Cq,, Ca,) > 0, such that for each solution (u,y) € & X & of
(52), there is a solution (o, 0) € & X & of the system (4), which satisfies:

|(w9)(t) = (,0)(t)] < Ca,0,Q,4(t), tE 7. (56)

Remark 3. We say that (u,y) € & x & is a solution of (50), if there are functions wy, Py € € (7, %) that
depend on wu, y, respectively, such that:

Py(t)| <eq te 7;
{Dpu(t) = a(t,y(t), DPu(t)) +wa(t), t€ 7,

(b3) |wa(t)| < ep,
by

Diy(t) = x(t,u(t), Dy(t)) + 9y (t), t€ 7.

Lemma 7. Consider (u,y) € & X & to be the solution of the inequality (50), then:

{’u(t)—m(t)’ < Spep, tE J,
ly(t) —n(t)| < Fgeq te 7.
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Proof. Using (by) of Remark 3, we have:

DPu(t) = a(t,y(t), D7u(t)) + wa(t), t € 7,
Dy (t) = x(t,u(t), DIy(t)) + ¢x(t), t € 7, (57)
(t)] 4o = —u(®)[sog W (E)|sg = —0/(t) [,y 0 (8) | ;g = 0" (E) |y = O,
Y(t)|t=0 = _Y(t>|t='|'/ yl(t)|t=0 = _yl(t)|t='|'r y”(t)|t_0 = y”/(t)|t=0 =0
Therefore, by Lemma 1, the solution of (57) will be in the given form:
T
u(t) :/0 Gp(T,s)a(s,y(s),DPu(s ds+/ (t,s)wa(s)ds, t € 7,
(58)
T
5(6) = | Galt,s)x(s,u(s), Dy (s))ds + / (t,8)iy(s)ds, t € 7.
From the first equation of the system (58), we have:
1 € _ 1 T _
u(t) :@/O (t —s)P 1v(s)ds—m/0 (T — s)Pv(s)ds
(T—2t) /T _ 1 t _
+47r(p_1)/0 (T—s)? 2v(s)ds+w./o (t—s)P!
1 T 1 (T —2¢)
X wy(s)ds — T@/O (T—s)P a(s)ds—i—m
T
X/ (T-— s)szw,x(s)ds. (59)
0

Therefore, (59) becomes after taking the absolute:

1 t _ 1 T _
lu(t) —m(t)] S‘r(p)/o (t—s)P 1w“(s)ds_T(p)/o (T —s)P 1 w,(s)ds

+ m /OT(T —5)P %wa(s)ds

7

where:

1 t _ 1 T _
m(t) :@/O (t—s)P 1v(s)ds—m/0 (T — s)PLv(s)ds

+ 4(;(;_21:1)) /OT(T — s)P2y(s)ds.

Using (b3) of Remark 3 and by (31), we obtain:
lu(t) —m(t)| < Hep.

Repeating the similar procedure for the second equation of the system (58) and using (32) and (b3 ) of
Remark 3, we have:

ly(t) —n(t)| < Hqeq,
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where:

1 t _ 1 T _
aft) =g, (=97 =) — g (T )7 z(e)as

+ 4(1:[-(;_21:1)) /OT(T — )97 2z(s)ds.

Hence, this completes the proof. [
Theorem 8. Under the hypothesis H3 and if:

A=1-2,2%>0 (60)
holds, then the proposed system (4) is Ulam—Hyers stable.

Proof. Suppose (u,y) € & x & is the solution of the inequality (50) and (o,0) € & X & is the solution
to the given system:

‘DPo(t) —a(t,o(t), DPe(t)) = 0; £ € 7,
( )

‘Dlor(t) — x(t,0(t),Dlor(t)) =0, t € 7, 1)
Q(t)|t:0 Q(t)‘t:TI Ql(t)|t=0 = _Ql(t)|t=T’ |t = QW )’t =0 0,
t)|t:0 U(t)|t:T’ a/(t)|t:0 = _(T/(t>|t:T’ | ”/ |t 0 =0.
Then, in view of Lemma 1, the solution of (61) is:
T
o(t) = | Gplt,)a(s,o(s), DPe(s))ds, t € 7,
o(t) :/OTGq(t,s))((s,g(s),ch(T(s))ds, te 7.
Consider:
[u(t) —o(t)| <|u(t) —m(t)| + [m(t) — o(t)]
1 't _ 1 T _
< Fep + ﬁ./0 (t—s)P 1ds—m/o (T—s)Plas
_ T
+ ‘&3_21:1))/0 (T —s)P2ds [v(s) —vo(s)]. (62)

where v, v, € &, are given:

By using H3:

[v(t) = vo(t)] = |a(t, y(t), v(t)) —alt,o(t), vo(t))]
< Haly(t) —o(t)]| + Zilv(t) — vo(t)]-

We obtain the following:
[v(t) = vo(t)| < mb’(t) —o(t)]. (63)
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Using (31) and (63) in (62), we get:
3TP.%, TP%,
—0lle £ A —0||e-

After using (33) in (64), we have:
lu—olle < Fpep+ Zilly —lle

and similarly, we use (34), we get:
[y —clle < Faeq + Zxllu—ells,

where z,z, € &; we have:
z(t) = x(t,y(t),z(t)),

From (65) and (66), we write:
[lu—olle = Zally —olle < Fpep

Iy =clle = 2yl —ells < Fqeq

1 —Zy lu—olls “pép
<
—Zx 1 ly —olle q€q
Solving the above inequality, we have:
1 Z
[u—olls A A || ep
< /
2
ly —clle = 1 q€q
where:
A=1-2,2,>0.
Further simplification gives:
Spep  ZuSy€
_ < 7P x7q€q
e~ lle < T2 4 2

q€q T ZySpep

_ <
Iy - ol < 7559 4 2
from which we have:
BN SHE S HE 5 S €
Al . < PP q€q 2" q€q X7
lw=elle+ly—olls < ——+—(=+—7x =%

Let max {€p,€q} = €, then from (67), we have:

(e, y) = (0, 0)llgxes < Cpqe,

22 of 26

(64)

(65)

(66)

(67)

(68)
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where:
c. |72 Ya AT LT
Pa A A A A |

O

Remark 4. By setting ©(e) = Cpq4€e, ©(0) = 0 in (68), then by Definition 9, the proposed system (4) is
generalized Ulam—Hyers stable.

Hypothesis 4 (H4). Suppose Oy, Qq € (7, %7 ) are increasing functions. Then, there are Aq,, Aq, > 0,
such that for each t € _Z, the given integral inequalities:

IPQp(t) < Aq,Qp(t); consequently 17710,(¢) < A, Qp(t)

and:
1904(t) < A, Qq(t); consequently 19710,(t) < A, Qg(t)

hold.
Remark 5. Under the hypotheses H4 and (60) and by utilizing Definitions 10 and 11, then by the same process

as in Lemma 7 and Theorem 8, System (4) will be Ulam—Hyers—Rassias and generalized Ulam—Hyers—Rassias
stable.

4.3. Example
Example 3.
t “Diu(t
cphu(t) = [v(®)] cos| u | s,
30(t+2)(1+|y(t)]) 30+ ¢
2 )|+ DIyt
cphy(t) +[u(8)] + [ 225(2)] =0, te01], (69)

N 70et+2(1+ |u(t)| + \CD%y(t) )
u(0) = —u(1), u/(O) = —'u,'(l), 'u,”(O) = u/”(O) =0,
y(0) = —y(1), ¥'(0) = —4/(1), ¥"(0) = ¥"'(0) = 0.

From System (69), we can see p = q = % and T = 1. Furthermore, we can easily find %, = £, = % and

Ty =Ly = 7017. Therefore:

2y + 25 = 0.007436314061 < 1.

Hence, the system (69) has a unique solution. Moreover,
A=1—- 2%~ 09999972152 > 0.

Condition (60) is also satisfied.  Thus, System (69) is Ulam—Hyers, generalized Ulam—Hyers,
Ulam—-Hyers—Rassias, and generalized Ulam—Hyers—Rassias stable.

5. Conclusions

We have successfully derived some essential conditions for the existence, uniqueness, and different
kinds of Ulam-Hyers stability for the solutions of the considered problems (3) and (4). The required
outcomes have been obtained by utilizing standard fixed point theorems mentioned in the Abstract.
Additionally, we have set up some suitable conditions for different kinds of Ulam-Hyers stability of
the solutions of the aforesaid problems. For the justification, we have presented an example for each
problem that supported the main results.
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