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Abstract: Selecting optimal suppliers in fuzzy environments has become a major challenge for
enterprises. Reputation plays an important role in the process of supplier selection because of its
fuzziness, dynamicity, and transitivity. In this study, we first present a novel intuitionistic fuzzy
sets (IFS)-hyperlink-induced topic search (HITS) method that combines the intuitionistic fuzzy set
with the hyperlink-induced topic search (HITS) algorithm to extend the ability of processing fuzzy
information in order to obtain post-propagated reputation values of suppliers. Then, we employ
the dynamic intuitionistic fuzzy weighted average operator to gain dynamic reputation values
and other evaluation attribute values. After that, intuitionistic fuzzy entropy weight method is
adopted to acquire more accurate weights for each evaluation attribute. Finally, we employ the
Vlsekriterijumska Optimizacija I Kompromisno Resenje method to acquire comprehensive evaluation
values of candidate supplier to select optimal suppliers. Two groups of experiments for supplier
selection are given to explain feasibility and practicality of the proposed method.

Keywords: supplier selection; HITS algorithm; intuitionistic fuzzy number; reputation propagation

1. Introduction

With the rapid development of information technologies, an increasing number of enterprises
have developed and deployed electronic procurement systems to improve the efficiency and quality of
procurement [1,2]. Supplier selection, a crucial component of electronic procurement, has been widely
researched by scholars and many achievements have been obtained in recent decades. For example,
Barbarosoglu et al. [3] applied the analytic hierarchy process (AHP) method to select an optimum
supplier. Liu et al. [4] introduced data envelopment analysis (DEA) to improve the overall performance
of a supplier. Dulmin et al. [5] presented a multi-objective decision aid method to improve procurement
quality. Narasimhan et al. [6] constructed a multi-product, multi-criteria model product to optimize
supplier selection with life-cycle considerations. These studies have focused mainly on leveraging
exact evaluation values to select optimal suppliers. Because of the inherent complexity, uncertainty, and
ambiguity of man-made evaluations, over the past decade, some researchers have focused on applying
fuzzy theory to select optimal suppliers. For example, Boran et al. [7] incorporated the technique for
order preference by similarity to ideal solution method into intuitionistic fuzzy sets (IFSs) to select an
appropriate supplier. Jiang et al. [8] employed a fuzzy number to describe different attributes including
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quality, service, warranty, delivery, reputation, and position to determine a supplier’s selection. In our
previous work [9], we combined the extended fuzzy AHP with fuzzy grey relational analysis to obtain
optimal suppliers.

However, these studies have shown two shortcomings. Firstly, most of references either did not
take supplier reputation into consideration or ignored the propagation characteristic of reputation.
However, reputation is the important attribute to evaluate suppliers in the real life and it can be
influenced by each other and propagated along the link of the supply chain network. Therefore,
reputation computing has emerged as a difficult problem for supplier selection because of its
uncertainty and transitivity. Secondly, most of existing works mainly use precise numbers or a
group of attribute ratings to evaluate suppliers. However, it is difficult to accurately determine the
attribute ratings using precise numbers or static numbers, because attribute ratings of suppliers always
change over time, especially in fuzzy environment. Thus, fuzziness and dynamicity are important
factors that influence the attribute ratings of suppliers. To address the aforementioned issues, we
first present a novel IFS-HITS approach that combines IFSs with the hyperlink-induced topic search
(HITS) algorithm to obtain post-propagated reputation values of suppliers in the fuzzy environment.
Then, we employ the dynamic intuitionistic fuzzy weighted average (DIFWA) operator to obtain
dynamic reputation values and other evaluation attribute values. Next, the intuitionistic fuzzy entropy
weight (IFEW) method is adopted to acquire more accurate weights for each evaluation attribute.
Finally, we apply the Vlsekriterijumska Optimizacija I Kompromisno Resenje (VIKOR) method to gain
comprehensive evaluation values of candidate suppliers to select optimal suppliers.

The remainder of this paper is structured as follows. In Section 2, we review related work.
In Section 3, we present a reputation-enhanced hybrid approach using the HITS algorithm, DIFWA
operator, IFEW method, and VIKOR method for supplier selection with intuitionistic fuzzy information.
Two groups of experiments are given to demonstrate the practicality and feasibility of the proposed
approach in Section 4. In the final section, we conclude with our main contributions and present
suggestions for future research.

2. Related Work

In this section, we will review the relevant literatures including supplier selection, intuitionistic
fuzzy sets, and HITS.

2.1. Supplier Selection

Supplier selection is a key issue of the procurement process. An increasing number of scholars
have focused on the study of supplier selection and proposed a variety of models and methods during
the past decades.

Ebrahim et al. [10] designed a mathematical model that takes the different types of discounts
to select an appropriate supplier into account. Mohammaditabar et al. [11] presented a model that
considers the capacity-constrained, supplier-selection, and order-allocation problem to optimize
supplier selection. Kuo et al. [12] developed a green supplier selection model that integrates an
artificial neural network and two multi-attribute decision analysis methods to maintain sustainable
development. Falagario et al. [13] extended a DEA-cross efficiency approach to improve the quality
of government procurement. Wang et al. [14] proposed a cloud-based government procurement
information integration platform to solve problems in government procurement information resources
management such as low shared utilization, uncommunicated information, information risk, and other
issues. Fong et al. [15] designed a web-based tendering system to improve the quality and transparency
of procurement in the tendering process. Xu et al. [16] proposed a product semantic relevance model
and developed an intelligent business-partner-locator recommendation system prototype to provide
personalized government to business e-services. Wang et al. [17] proposed new and feasible approaches
for supplier evaluation and selection in the food processing industry under a fuzzy environment to
improve the efficiency of supplier selection in the food industry and other industries.
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Nevertheless, these studies have two limitations that are obstacles for further development of
supplier selection. Firstly, few studies concentrate on reputation propagation, which plays an important
role during supplier selection. Secondly, describing the rating values by precise numbers or static
numbers during supplier selection are not a favorable approach because of the inherent dynamicity,
uncertainty, and ambiguity of the supplier evaluation.

2.2. IFS

Fuzzy sets were first proposed by Zadeh [18] to tackle vague and uncertain data. Atanassov [19]
extended fuzzy sets and proposed the IFS, which is characterized by a membership degree,
non-membership degree, and hesitancy degree. The IFS has been applied in various fields including
supplier selection [20], job shop scheduling [21], and manufacturing grids [22].

Next, we briefly introduce relevant concepts and definitions related to IFSs.

Definition 1 [18]. Let X be a fixed set. An IFS can be defined by the following formula:

A = {< x, µA(x), vA(x) >|x ∈ X}, (1)

where µA : X→ [0, 1] and vA : X→ [0, 1] are the degree of membership and degree of non-membership,
respectively, of the element x ∈ X to A for any x ∈ X. Moreover, 0 ≤ µA(x) + vA(x) ≤ 1.

Szmidt et al. [23] introduced a new element called the degree of indeterminacy or the degree of
hesitancy of the element x ∈ X to A, i.e.,

πA(x) = 1− µA(x)− νA(x). (2)

In particular, if πA(x) = 1− µA(x)− [1− µA(x)] = 0, for any x ∈ X, then an IFS can be degraded
into a fuzzy set. In fact, a smaller degree of hesitancy indicates that more accurate information is
acquired. In the computation process, we often omit the degree of hesitancy to simplify the calculation
procedure [23].

Chen et al. [24] and Hong et al. [25] defined the score function and the accurate function to
compare the numeric size of intuitionistic fuzzy numbers (IFNs).

Definition 2 [24,25]. Let s(a) and h(a) represent the score function and accuracy function, respectively, of the
IFN a. These functions are defined according to the following formulas:

s(a) = µa − νa (3)

h(a) = µa + νa, (4)

where a greater s(a) implies a higher degree of score of the IFN a, and a greater h(a) implies a higher
degree of accuracy of the IFN a.

Based on the score and accuracy functions, Xu et al. [26] defined an order relation between
two IFNs.

Definition 3 [26]. Let a = (µa, va) and b = (µb, vb) be two IFNs, s(a) = µa − va and s(b) = µb − vb
be the scores of a and b, respectively, and h(a) = µa + va and h(b) = µb + vb be the accuracies of a and b,
respectively. Then,

• If s(a) < s(b), then a < b.
• If s(a) = s(b), then:
• If h(a) = h(b), then a = b.
• If h(a) < h(b), then a < b.
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• If h(a) > h(b), then a > b.

Xu [27] later presented the following IFN operation laws.

Definition 4 [27]. Let a and b be two IFNs, a = (µa, va) and b = (µb, vb), then:

a⊕ b = (µa + µb − µaµb, vavb) (5)

a⊗ b = (µaµb, va + vb − vavb) (6)

λa = (1− (1− µa)
λ, νλ

a ), λ > 0. (7)

2.3. HITS

The HITS algorithm, which was proposed by Jon Kleinberg in 1999 [28], is a useful method for
evaluating the quality of web pages by authority values and hub values on the internet. If a hub
page with high quality is pointed to by many authority pages, these authority pages will be higher
quality; if an authority page with high quality is pointed to by many hub pages, these hub pages will
be higher quality [29]. The algorithm has been constantly extended and applied in numerous fields.
Nomura et al. [30] modified the traditional HITS algorithm with the purpose of improving the service
level of web communities. Deguchi et al. [31] adopted a weighted HITS algorithm to investigate the
economic relationships of the world trade network from 1992 to 2012. Otsuka et al. [32] employed
the HITS algorithm and PageRank algorithm to evaluate a reputation network. Chawla [33] used the
HITS method to propagate reputation to improve the precision of personalized web searches. Ivanov
et al. [34] constructed user trust models for automatic geotag propagation in images based on the
HITS algorithm. In our previous work [35], we presented a novel approach to calculate the global and
dynamic reputation values of enterprises by employing a time-aware HITS algorithm in the domain of
manufacturing service.

In summary, HITS is a promising method for reputation evaluation because of its excellent
propagation characteristic. However, the existing research results in HITS can only process the
type of link where the value is a precise number and cannot process the type of link which value
is fuzzy number. Describing the link value as a fuzzy number during supplier selection is a more
favorable approach because of the inherent complexity, uncertainty, and ambiguity of the supplier
evaluation. Since IFSs are powerful tools to concurrently represent positive, negative, and uncertain
fuzzy information, we first apply IFNs to simultaneously express a positive rating (i.e., praise), a
negative rating (i.e., criticism), and a hesitating rating (i.e., uncertainty) for the link of the supply chain
in this study. Then, a novel IFS-HITS approach that combines IFSs with the HITS algorithm is presented
to extend the ability of processing fuzzy information to perform fuzzy reputation propagation.

3. The Proposed Method

The proposed approach for supplier selection contains five subsections: (1) notations, (2) using
the IFS-HITS method to obtain the post-propagated reputation, (3) using the DIFWA operator to obtain
dynamic attribute ratings, (4) using the IFEW method to obtain attribute weights, and (5) using the
VIKOR to select an optimal supplier.

3.1. Notations

To better illustrate our proposed method, the following notations are given.
Indices and sets

Ei Index of enterprises, i = 1, . . . , I, where I is the number of enterprises
Pj Index of products provided by suppliers, j = 1, . . . , J, where J is the number of products

As
Index of the sth year original vector of reputation values for different suppliers, s = 1, . . . , S, where
S is the number of years
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m Index of suppliers, m = 1, . . . , M, where M represents the number of suppliers

wn

Index of attribute weights, n = 1, . . . , N, where N is the number of evaluation attributes and
N
∑

n=1
wn = 1

Cn Index of evaluation attributes, n = 1, . . . , N, where N is the number of evaluation attributes

Parameters

t Iteration times
Aij The number of enterprises Ei that have purchased product Pj
AJ1 The authority vector of product Pj
HI1 The hub vector of enterprise Ei

f+n
The positive solution ( f+n = (µ+

n , ν+n )), where µ+
n and v+n represent the degree of membership and

degree of non-membership for positive solution, respectively

f−n
The negative solution ( f−n = (µ−n , ν−n )), where µ−n and v−n represent the degree of membership and
degree of non-membership for negative solution, respectively

fmn
The current solution ( fmn = (µmn, νmn)), where µmn and vmn represent the degree of membership
and degree of non-membership for current solution, respectively

d Hamming distance
Qm The influence index of each solution, the smaller the influence index, the better the solution

Decision variables

MI J The rating matrix of product Pj by enterprise Ei
MT

I J The transition matrix of product Pj by enterprise Ei

µij The positive reputation rating given by Ei to Pj, which is expressed by membership
vij The negative reputation rating given by Ei to Pj, which is expressed by non-membership

µb
ij

The bth positive reputation rating given by Ei to Pj, which is expressed by membership,
b = 1, . . . , Bij, where Bij represents the number of times enterprise Ei has purchased product Pj

vb
ij

The bth negative reputation rating given by Ei to Pj, which is expressed by non-membership,
b = 1, . . . , Bij, where Bij represents the number of times enterprise Ei has purchased product Pj

αj1 The positive authority value of product Pj, which is expressed by membership
β j1 The negative authority value of product Pj, which is expressed by non-membership
χi1 The positive hub value of enterprise Ei, which is expressed by membership
δi1 The negative hub value of enterprise Ei, which is expressed by non-membership

3.2. Using the IFS-HITS to Obtain the Post-Propagated Reputation

The HITS algorithm, which is famous for its excellent propagation characteristic, is often used
to evaluate the quality of web pages [28]. The quality of hub pages and authority pages can be
propagated along the link direction and are mutually influential on the internet. Similarly, the
reputation of a supplier can also be propagated along the link direction of the supply chain and
be mutually influential in the supply chain network. Consequently, we apply the HITS algorithm to
conduct reputation propagation of supply chain networks to obtain the post-propagated reputation of
suppliers in this study.

In a supply chain network, there are two types of nodes. One of them is represented as enterprise,
and another is represented as product which is provided by suppliers. A consumer enterprise may
point to one or more products which is provided by suppliers through a provision link or purchase link.
Each link carries a corresponding rating. According to the link structure of the HITS algorithm, the
authority score can be considered as a reputation value of a supplier. Figure 1 illustrates an example of
a reputation-propagated supply chain network.

We assume that there is a directed network of supply chain G = (E, P, L), where E and P indicate
the sets of nodes (including both nodes of consumer enterprise and product) and L represents a set of
links (including provision and purchase links). We build a rating matrix M, where H is the hub vector
and A is the authority vector. Through iterative calculations, we obtain the hub value and authority
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value until the results converge (termination criterion). The iterative formulas of the traditional HITS
algorithm are as follows [28]:

H(t+1) = M×A(t) (8)

A(t+1) = MT ×H(t). (9)

Nevertheless, the traditional HITS algorithm can only process links in which the values are
precise numbers and cannot process links in which the values are fuzzy numbers. Since an IFS has
the powerful ability to express fuzzy information, we first apply IFNs to simultaneously express a
positive rating (i.e., praise), a negative rating (i.e., criticism), and a hesitating rating (i.e., uncertainty)
for every purchase link of the supply chain (provision links do not have ratings). Then, we incorporate
IFNs into the HITS algorithm to extend the ability of processing fuzzy information to perform fuzzy
reputation propagation.

For example, a purchase link from an enterprise to a product has a reputation rating (µij, vij),
which is shown as RD = (0.8, 0.1, 0.1). The first value 0.8 indicates a positive rating (equivalent
to the membership degree), the middle value 0.1 indicates a negative rating (equivalent to the
non-membership degree), and the last value 0.1 indicates an uncertain rating (equivalent to the
hesitancy degree). In order to simplify the calculation, we omit the third value according to Equation (2).
Table 1 shows the rating matrix M1 corresponding to the supply chain network in Figure 1.
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Table 1. The raw rating matrix M1.

S E Edge Rating S E Edge Rating

E1 P1 1 (0.7, 0.2) E3 P2 1 (0.3, 0.3)
E1 P1 2 (0.8, 0.1) E3 P3 1 null
E1 P2 1 null E3 P4 1 null
E1 P3 1 (0.6, 0.1) E3 P5 1 (0.8, 0.2)
E1 P4 1 (0.3, 0.5) E3 P5 2 (0.7, 0.1)
E1 P5 0 0 E3 P5 3 (0.6, 0.1)
E2 P1 1 null E4 P1 0 0
E2 P2 1 (0.5, 0.1) E4 P2 1 (0.3, 0.1)
E2 P3 1 (0.7, 0.1) E4 P3 1 (0.4, 0.2)
E2 P4 1 (0.4, 0.2) E4 P3 2 (0.4, 0.1)
E2 P5 1 (0.9, 0.1) E4 P4 1 (0.3, 0.4)
E3 P1 1 (0.3, 0.2) E4 P5 1 null
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In Table 1, S denotes the start point, E denotes the end point, edge denotes the number of links
from the start point to the end point, and rating denotes the reputation rating given by Ei to Pj. Because
the HITS algorithm cannot be used directly to calculate the raw ratings under intuitionistic fuzzy
environment, the original data must be preprocessed. Thus, the following three types of special ratings
are discussed. (a) If enterprise Ei provides product Pj, then the matrix elements (µij, vij) is equal to
null because the enterprise cannot evaluate the products which can provide by themselves to avoid
subjective rating. (b) If enterprise Ei has not purchased product Pj (i.e., rating is zero in Table 1),
then the rating (µij, vij) is equal to the average value of all purchase ratings from other enterprises

to product Pj, i.e., 1
I

∑
i=1

Aij

I
∑

i=1
(µij, vij) (inspired by the intuitionistic fuzzy average operator [27]). (c) If

enterprise Ei purchases product Pj repeatedly, then the rating (µij, vij) is equal to the average rating

value of all purchase ratings from enterprise Ei to product Pj, i.e., 1
Bij

Bij

∑
b=1

(µb
ij, vb

ij) . The above three

types of special ratings can be summarized by the following equation:

(µb
ij, vb

ij)=



null i f Ei provide Pj

1
I

∑
i=1

Aij

I
∑

i=1
(µij, vij) i f Ei does not purchase Pj

1
Bij

Bij

∑
b=1

(µb
ij, vb

ij) i f Ei repeatedly purchases Pj,

(10)

The three kinds of special ratings can be calculated using Equation (10); the final results are
displayed in Table 2.

Table 2. Rating matrix after preprocessing.

S E Rating S E Rating

E1 P1 (0.7551, 0.1414) E3 P1 (0.3, 0.2)
E1 P2 null E3 P2 (0.3, 0.3)
E1 P3 (0.6, 0.1) E3 P3 null
E1 P4 (0.3,0.5) E3 P4 null
E1 P5 (0.6680, 0.2976) E3 P5 (0.7116, 0.1260)
E2 P1 null E4 P1 (0.6293, 0.3080)
E2 P2 (0.5, 0.1) E4 P2 (0.3, 0.1)
E2 P3 (0.7, 0.1) E4 P3 (0.4, 0.1414)
E2 P4 (0.4, 0.2) E4 P4 (0.3, 0.4)
E2 P5 (0.9, 0.1) E4 P5 null

Considering the drawbacks of the traditional HITS algorithm, we propose a new method (i.e.,
IFS-HITS), which combines IFSs with the HITS algorithm to obtain post-propagated reputation values.
The iterative computation process is shown in Equations (11)–(14):

H(t+1)
I1 = MI J ⊗A(t)

J1 , (11)
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In addition, the formulation for the elements of MI J and AJ1 is as follows:

H(t+1)
I1 =


(µ11, v11) . . . (µ1j, v1j) . . . (µ1J , v1J)

. . . . . . . . . . . . . . .
(µi1, vi1) . . . (µij, vij) . . . (µi J , vi J)

. . . . . . . . . . . . . . .
(µI1, vI1) . . . (µI j, vI j) . . . (µI J , vI J)

⊗


(α11, β11)

. . .
(αj1, β j1)

. . .
(αJ1, β J1)



=


(µ11 × α11, v11 + β11 − v11 × β11)⊕ . . .⊕ (µ1j × αj1, v1j + β j1 − v1j × β j1)⊕ . . .⊕ (µ1J × αJ1, v1J + β J1 − v1J × β J1)

. . . . . . . . .
(µi1 × α11, vi1 + β11 − vi1 × β11)⊕ . . .⊕ (µij × αj1, vij + β j1 − vij × β j1)⊕ . . .⊕ (µi J × αJ1, vi J + β J1 − vi J × β J1)

. . . . . . . . .
(µI1 × α11, vI1 + β11 − vI1 × β11)⊕ . . .⊕ (µI j × αj1, vI j + β j1 − vI j × β j1)⊕ . . .⊕ (µI J × αJ1, vI J + β J1 − vI J × β J1)



=



(
J

∑
j=1

µ1j × αj1 −
J

∏
j=1

µ1j × αj1,
J

∏
j=1

v1j + β j1 − v1j × β j1)

. . .

(
J

∑
j=1

µij × αj1 −
J

∏
j=1

µij × αj1,
J

∏
j=1

νij + β j1 − νij × β j1)

. . .

(
J

∑
j=1

µI j × αj1 −
J

∏
j=1

µI j × αj1,
J

∏
j=1

vI j + β j1 − vI j × β j1)



(12)

According to Formulations (11) and (12), we can compute the hub values of enterprise node. In
addition, we can use the following formulas to calculate the authority value.

A(t+1)
J1 = MT

I J ⊗H(t)
I1 (13)

The formulation for the elements of MT
I J and HI1 is as follows:

A(t+1)
J1 =


(µ11, v11) . . . (µi1, vi1) . . . (µI1, vI1)

. . . . . . . . . . . . . . .
(µ1j, v1j) . . . (µij, vij) . . . (µI j, vI j)

. . . . . . . . . . . . . . .
(µ1J , v1J) . . . (µi J , vi J) . . . (µI J , vI J)

⊗


(χ11, δ11)

. . .
(χi1, δi1)

. . .
(χI1, δI1)



=


(µ11 × χ11, v11 + δ11 − v11 × δ11)⊕ . . .⊕ (µi1 × χi1, vi1 + δi1 − vi1 × δi1)⊕ . . .⊕ (µI1 × χI1, vI1 + δI1 − vI1 × δI1)

. . . . . . . . .
(µ1j × χ11, v1j + δ11 − v1j × δ11)⊕ . . .⊕ (µij × χi1, vij + δi1 − vij × δi1)⊕ . . .⊕ (µI j × χI1, vI j + δI1 − vI j × δI1)

. . . . . . . . .
(µ1J × χ11, v1J + δ11 − v1J × δ11)⊕ . . .⊕ (µi J × χi1, vi J + δi1 − vi J × δi1)⊕ . . .⊕ (µI J × χI1, vI J + δI1 − vI J × δI1)



=



(
I

∑
i=1

µi1 × χi1 −
I

∏
i=1

µi1 × χi1,
I

∏
i=1

vi1 + δi1 − vi1 × δi1)

. . .

(
I

∑
i=1

µij × χi1 −
I

∏
I=1

µij × χi1,
I

∏
i=1

vij + δi1 − vij × δi1)

. . .

(
I

∑
i=1

µi J × χi1 −
I

∏
i=1

µi J × χi1,
I

∏
i=1

vi J + δi1 − vi J × δi1)



(14)

According to Formulations (13) and (14), we can calculate the authority values of product node.
The termination conditions are different from those of the standard HITS method. The termination

conditions standard HITS algorithm is the result of last two iterations in approximation, i.e., the
difference of H(t+1) −H(t) or A(t+1) −A(t) among all elements is less than a defined value. Herein, H
denotes hub vector, A denotes authority vector, and t denotes the iteration times.

Because the IFN is different from the operation law of precise number, the termination condition
is also different. Thus, we use Equation (4) to modify the termination condition. According to
Equation (4), we firstly compute the accuracy function value of H(t) and A(t) for each vector element.
Then, we can compute the accuracy function value of H(t+1) and A(t+1) for each vector element. Finally,
if the difference of H(t+1) −H(t) or A(t+1) −A(t) among all elements is less than a defined value, then
the termination condition is reached. In this study, we set that the difference of termination condition
is 10−6. Because we need to obtain reputation values of products, the termination condition only
computes the difference among the accuracy function values of each element for authority vector.

Based on IFS-HITS method, we take the five products nodes and four enterprise nodes as
example to compute all the reputation values of suppliers. The original reputation rating matrix
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and the preprocessing rating matrix are listed in the Tables 1 and 2. Let us assume that the original
authority vector of the five product nodes is A1 = [(0.5, 0.5), (0.7, 0.3), (0.8, 0.2), (0.6, 0.4), (0.9, 0.1)]T .
We assume that original reputation values for product are regarded as the original reputation values for
supplier. According to Equations (10)–(14), we can compute the reputation values of overall suppliers.
The ultimate result, namely the reputation values of suppliers in the first year, can be obtained as
follows (all values are rounded off to four decimal places):

A[5]1 = [(0.9009, 0.0092), (0.7118, 0.0031), (0.9110, 0.0015), (0.6746, 0.0403), (0.9826, 0.0039)]T

where A[5]s (s = 1, . . . , S) represents the sth year reputation value of five products which provided by
five different suppliers. However, the computation rules of IFNs are different from those of precise
numbers. In order to compare the trust values, we sort the values in decreasing order using accuracy
and score functions (see Definition 3). Then, the maximum value that represents a supplier with the
highest reputation value is chosen as the best one. Accordingly, we determined that supplier 5 is the
best candidate supplier with respect to reputation.

3.3. Using the DIFWA to Obtain the Attribute Ratings

It is difficult to accurately determine the attribute ratings using a group of static values. In fact,
attribute ratings of suppliers always change over time. For example, despite a supplier having an
extremely low score for their reputation degree in former years, it has constantly enhanced their
service ability since then. Therefore, the reputation value of the supplier is improved in recent years.
Dynamism is an important factor that influences the reputation degree of a supplier. It is reasonable to
introduce the DIFWA operator to obtain dynamic attribute ratings from different periods (inspired by
Reference [36]). Next, we describe the DIFWA operator.

In actual problems, some data use IFNs to demonstrate criteria ratings that are collected from
different periods. Therefore, Xu et al. [37] proposed a novel operator called the DIFWA operator to
aggregate information from different periods.

Definition 5. Let a1, . . . , as, . . . , aS be a collection of IFNs collected from S different periods s = 1, . . . , S, and
let W = (ω1, . . . , ωs . . . , ωS)

T be the weight vectors of different periods s = 1, . . . , S with ωs ≥ 0, s = 1, . . . ,

S,
S
∑

s=1
ωs = 1. Then, we call

DIFWAW(a1, . . . , as . . . , aS) = ω1a1 ⊕ . . .⊕ωsas ⊕ . . .⊕ωSaS, (15)

a dynamic DIFWA operator.

According to Definition 5, we can rewrite this equation as follows [37]:

DIFWAW(a1, . . . as, . . . , aS)

=

(
1−

S
∏

s=1
(1− µas)

ωs ,
S
∏

s=1
νωs

as ,
S
∏

s=1
(1− µωs

as −
S
∏

s=1
νωs

as )

)
.

(16)

The time weight and the length of time can be defined based on the real situation. As time passes,
the time becomes closer, which means the weight increases.

For example, we consider three groups of values in the last three years with different time
weights to better assess the reputation degree. Let W = (0.2, 0.3, 0.5)T be the dynamic time weights
for the three years, the original authority vector of five suppliers are A2 = [(0.7, 0.3), (0.4, 0.6),
(0.6, 0.4), (0.5, 0.5), (0.5, 0.5)]T and A3 = [(0.9, 0.1), (0.6, 0.4), (0.8, 0.2), (0.5, 0.5), (0.4, 0.6)]T for the
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remaining two years. Using the proposed IFS-HITS method, we can calculate the reputation values of
the remaining two years for suppliers shown as follows:

A[5]2 = [(0.9535, 0.0083), (0.8852, 0.0062), (0.9467, 0.0089), (0.8870, 0.0154), (0.8918, 0.0062)]T

A[5]3 = [(0.9767, 0.0041), (0.8697, 0.0124), (0.9539, 0.0031), (0.8982, 0.0087), (0.8295, 0.0107)]T

Using Function (16), we acquire the following overall dynamic reputation ratings:

A[5] = [(0.9617, 0.0060), (0.8529, 0.0077), (0.9451, 0.0037), (0.8675, 0.0140), (0.9058, 0.0075)]T

According to the final outcome, we determine that supplier 1 is the best candidate supplier with
the highest reputation degree. In this study, other dynamic attribute ratings also can be acquired by
the DIFWA operator in a similar manner.

3.4. Using the DIFWA to Obtain the Attribute Weights

Different services have different type of attributes. According to the characteristics of supplier
selection, we consider suitable attributes [38] including reputation, quality, cost, satisfaction, and
safety. In this section, we employ the IFEW method to compute attribute weights. The formula is as
follows [39]:

wn =
1− Hn

N −
N
∑

n=1
Hn

, (17)

where Hn = 1
M

M
∑

m=1
πA(Cn) (m = 1, 2, . . . , M), and 0 ≤ Hn ≤ 1.

Herein, πA represents the degree of hesitancy that is computed by Formula (2). Using Equation (17),
we can obtain the attribute weights.

3.5. Using VIKOR to Select Optimal Suppliers

Opricovic et al. [40] developed a method called the VIKOR method to determine a compromising
solution by sorting a series of options. The main idea of this method should be as close to a positive
solution and as far from a negative solution as possible. The primary steps of the VIKOR method are
as follows [41]:

(1) Utilize the DIFWA operator. We first use the DIFWA operator (see Definition 5) to aggregate
all the intuitionistic fuzzy ratings into an intuitionistic fuzzy decision matrix D, which is given by

D =

 x11 · · · x1N
...

. . .
...

xM1 · · · xMN

, (18)

where M denotes the total number of suppliers and N denotes the total number of criteria.
(2) Determine a positive solution and a negative solution. As the name implies, the positive

solution is the best value, and the negative solution is the worst value. If the attributes are benefit
criteria, a greater preference value is better (see the below Formula (19)). If the attributes are cost criteria,
a smaller preference value is better (see the below Formula (20)). Under the corresponding evaluation
criterion Cn, max fmn and min fmn denote largest and lowest IFNs, respectively. The corresponding
formulas shown as follows:

f+n = max fmn, f−n = min fmn, (benefit criteria) (19)

f+n = min fmn, f−n = max fmn. (cos t criteria) (20)
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(3) Calculate the group utility value and the individual regret value. We can compute the group
utility value Sm and the individual regret value Rm using the following formulas:

Sm =
N

∑
n=1

wn( f+n − fmn)/( f+n − f−n ) (21)

Rm = max[wn( f+n − fmn)/( f+n − f−n )] (22)

According to the characteristics of IFNs, we modify the above formulas (inspired by Reference [36])
and choose the Hamming distance to calculate Sm and Rm as follows:

Sm=
N
∑

n=1
wn × d( f+n , fmn)

= 1
2

N
∑

n=1
wn(|µ+

n − µmn|+ |ν+n − νmn|)
(23)

Rm= max
1≤n≤N

wn × d( f+n , fmn)

= max
1≤n≤N

wn(|µ+
n −µmn|+|ν+n −νmn|)

2 ,
(24)

(4) Compute the influence index Qm of each solution. Qm can be computed as follows:

Qm = v
(Sm − S+)

(S− − S+)
+ (1− v)

(Rm − R+)

(R− − R+)
, (25)

where S+ = minSm, S− = maxSm, R+ = minRm, and R− = maxRm. Here, v denotes the weight of
the maximum group utility; specifically, v > 0.5 denotes the decision of the majority of people, v < 0.5
denotes the minimization of individual regrets, and v = 0.5 denotes a consensus. Herein, we set the
value to v = 0.5.

(5) Determine a compromising solution. We rank the compromising solutions in ascending
order of the influence index Qm. The enterprise with the lowest influence index is considered the
optimum supplier.

Using the above methods, we select the optimum supplier.

4. Experimental Evaluation on Supplier Selection

In this section, we perform some experiments for supplier selection to validate the proposed
approach in terms of feasibility and practicality.

4.1. Evaluating the Feasibility of Our Proposed Method through an Illustrative Example

To evaluate the feasibility of the proposed method, we illustrate an example on supplier
selection to elaborate on the feasibility of our proposed method. By reviewing basic information
of suppliers, there are five candidate suppliers Xi (i = 1, 2, 3, 4, 5) that meet the specified procurement
requirements; the procurement committee determines the attributes including C1: cost, C2: quality,
C3: reputation, C4: safety, and C5: satisfaction to evaluate different suppliers. The corresponding
ratings of different suppliers in the last three years s (s = 1, 2, 3) can be extracted from historical
feedback. Let W = (0.2, 0.3, 0.5)T be the weights vector in the last three years.

Step 1: Using the IFS-HITS method (see Equations (10)–(14)) to obtain post-propagated
reputation values.

According to the previous transaction records with other enterprises, the four enterprises Ei (i = 1,
2, 3, 4) give the reputation ratings to five different products Pj (j = 1, 2, 3, 4, 5) provided by different
suppliers. The first year of reputation rating matrix has been showed in Table 1 and the remaining two
years’ values are listed in Tables 3 and 4. Using Equation (10), we can process three types of special
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situations (zero value, null value, and the repeat purchasing). Then, we apply Formulas (11)–(14) to
obtain the post-propagation reputation values for three years in Table 5.

Table 3. The raw reputation rating matrix M2.

P1 P2 P3 P4 P5

E1 (0.7, 0.2) null
(0.7, 0.1)

(0.5, 0.5) 0(0.7, 0.2)
E2 null (0.5, 0.3) (0.5, 0.3) (0.5, 0.3) (0.6, 0.2)
E3 (0.4, 0.2) (0.4, 0.1) null null (0.5, 0.1)
E4 (0.8, 0.2) (0.7, 0.2) (0.7, 0.2) (0.6, 0.1) null

Table 4. The raw reputation rating matrix M3.

P1 P2 P3 P4 P5

E1
(0.8, 0.1)

null
(0.8, 0.1) (0.6, 0.2)

(0.5, 0.5)(0.9, 0.1) (0.7, 0.1) (0.5, 0.1)
E2 null (0.5, 0.3) (0.6, 0.3) (0.6, 0.3) (0.5, 0.2)
E3 (0.4, 0.2) (0.3, 0.2) null null (0.5, 0.1)
E4 (0.8, 0.2) (0.7, 0.2) (0.6, 0.1) (0.5, 0.2) null

Table 5. The final reputation rating matrix M.

P1 P2 P3 P4 P5

1 (0.9008, 0.0092) (0.7117, 0.0031) (0.9110, 0.0015) (0.6746, 0.0403) (0.9826, 0.0039)
2 (0.9535, 0.0083) (0.8852, 0.0062) (0.9467, 0.0089) (0.8870, 0.0154) (0.8918, 0.0062)
3 (0.9767, 0.0041) (0.8696, 0.0124) (0.9539, 0.0087) (0.8981, 0.0086) (0.8295, 0.0107)

Step 2: Extracting the related attributes rating data at different time periods and using the DIFWA
operator to aggregate all the intuitionistic fuzzy rating matrices Ds into a collective intuitionistic fuzzy
decision matrix D.

The corresponding attributes rating for five candidate suppliers Xi (i = 1, 2, 3, 4, 5) in the last three
years are listed in Tables 6–8. According to the DIFWA operator (see Equation (16)), all the intuitionistic
fuzzy decision matrix Ds can be aggregated into a final collective fuzzy decision matrix D (see the
Table 9).

Table 6. Intuitionistic fuzzy decision matrix D1.

C1 C2 C3 C4 C5

X1 (0.3, 0.6) (0.7, 0.1) (0.9008, 0.0092) (0.7, 0.2) (0.8, 0.1)
X2 (0.7, 0.2) (0.6, 0.1) (0.7117, 0.0031) (0.5, 0.1) (0.6, 0.2)
X3 (0.6, 0.3) (0.7, 0.1) (0.9110, 0.0015) (0.7, 0.2) (0.5, 0.3)
X4 (0.5, 0.1) (0.3, 0.2) (0.6746, 0.0403) (0.5, 0.1) (0.8, 0.2)
X5 (0.4, 0.6) (0.7, 0.3) (0.9826, 0.0039) (0.6, 0.2) (0.7, 0.1)

Table 7. Intuitionistic fuzzy decision matrix D2.

C1 C2 C3 C4 C5

X1 (0.2, 0.7) (0.9, 0.1) (0.9767, 0.0041) (0.8, 0.2) (0.7, 0.1)
X2 (0.4, 0.6) (0.7, 0.1) (0.8696, 0.0124) (0.7, 0.1) (0.8, 0.2)
X3 (0.6, 0.2) (0.7, 0.1) (0.9539, 0.0031) (0.6, 0.2) (0.6, 0.1)
X4 (0.6, 0.1) (0.5, 0.2) (0.8981, 0.0086) (0.6, 0.1) (0.9, 0.1)
X5 (0.5, 0.5) (0.6, 0.4) (0.8295, 0.0107) (0.7, 0.2) (0.6, 0.3)
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Table 8. Intuitionistic fuzzy decision matrix D3.

C1 C2 C3 C4 C5

X1 (0.2, 0.7) (0.9, 0.1) (0.9767, 0.0041) (0.8, 0.2) (0.7, 0.1)
X2 (0.4, 0.6) (0.7, 0.1) (0.8696, 0.0124) (0.7, 0.1) (0.8, 0.2)
X3 (0.6, 0.2) (0.7, 0.1) (0.9539, 0.0031) (0.6, 0.2) (0.6, 0.1)
X4 (0.6, 0.1) (0.5, 0.2) (0.8981, 0.0086) (0.6, 0.1) (0.9, 0.1)
X5 (0.5, 0.5) (0.6, 0.4) (0.8295, 0.0107) (0.7, 0.2) (0.6, 0.3)

Table 9. The collective intuitionistic fuzzy decision matrix D.

C1 C2 C3 C4 C5

X1 (0.25, 0.68) (0.81, 0.10) (0.9617, 0.0059) (0.78, 0.20) (0.70, 0.10)
X2 (0.54, 0.35) (0.68, 0.10) (0.8529, 0.0077) (0.64, 0.10) (0.74, 0.20)
X3 (0.60, 0.18) (0.65, 0.10) (0.9450, 0.0037) (0.69, 0.20) (0.53, 0.17)
X4 (0.53, 0.10) (0.47, 0.20) (0.8675, 0.0140) (0.58, 0.10) (0.86, 0.14)
X5 (0.48, 0.48) (0.60, 0.38) (0.9058, 0.0075) (0.65, 0.20) (0.60, 0.21)

Step 3: Determining both positive and negative solutions of each attribute.
According to Equations (19) and (20), both positive and negative solutions can be shown in

Table 10.

Table 10. Positive and negative solutions.

C1 C2 C3 C4 C5

Positive Solution (0.25, 0.68) (0.81, 0.10) (0.9617, 0.0059) (0.78, 0.20) (0.86, 0.14)
Negative Solution (0.60, 0.18) (0.47, 0.20) (0.8296, 0.0042) (0.58, 0.10) (0.53, 0.17)

Step 4: Determining the criteria weights.
According to Equation (17), we acquire the optimal five criteria weights for the five candidate

enterprises considered in this example. These weights are: “Cost 0.2153”, “Quality 0.1922”, “Reputation
0.2153”, “Safety 0.1954”, and “Satisfaction 0.2001”, respectively.

Step 5: Calculating the influence index Qm.
According to Equations (23)–(25), we can compute Sm, Rm, and influence index Qm for each

supplier (see Table 11).

Table 11. The final evaluation result of candidate suppliers.

Sm Rm Qm

X1 0.1119 0.0570 0.4037
X2 0.1410 0.0524 0.7793
X3 0.1328 0.0422 0.3584
X4 0.1243 0.0503 0.4348
X5 0.1269 0.0606 0.7566

Step 6: Ranking the order of candidate suppliers.
After calculating the closeness coefficient of each supplier, we can rank the order of candidate

suppliers as follows:
X3 � X1 � X4 � X5 � X2

Based on the above analysis, supplier 3 is ranked as the best supplier.

4.2. Evaluating the Practicality of Our Proposed Method through a Software Prototype Implementation

To evaluate the practicality of the proposed method, we study a case for supplier selection
through a software prototype implementation. The software prototype was developed in the C#
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programming language and the SQL Server database. The source code of the software prototype is
provided in the Figshare database (Supplementary Materials). In the software prototype system, five
graphical user interfaces (GUI) are developed, including GUI of enterprise information, GUI of time
weights, GUI of criteria weights, GUI of expert ratings, GUI of criteria weights, and GUI of optimized
enterprises. The illustrated case is to select an optimal one from 10 candidate suppliers, including
“Aomiao”, “Chengguang”, “Haiqi”, “Huaguang”, “Jiannan”, “Languang”, “Leida”, “Longchang”,
“Qianjiang”, and “Yamei”. Detailed information about these suppliers is provided in the Figshare
database (Supplementary Materials).

Figure 2 partially shows the ratings of criteria including “Cost”, “Quality”, “Reputation”, “Safety”,
and “Satisfaction” of these suppliers. In this figure, u1 denotes satisfaction (i.e., the degree of
membership) and v1 denotes dissatisfaction (i.e., the degree of non-membership) in the first year, and
likewise for the remaining two years. Using the DIFWA operator (see Function (16)), the overall ratings
can be obtained, which denote the dynamic criteria ratings for the 10 candidate suppliers. In order to
maintain consistency, all values are rounded to four decimal places.
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According to Equation (17), the criteria weights of the 10 suppliers can be calculated as: “Cost
0.2053”, “Quality 0.1781”, “Reputation 0.2244”, “Safety 0.1994”, and “Satisfaction 0.1928”, respectively.
Figure 3 shows the experimental results with the 10 suppliers, indicating that the supplier “Qianjiang”
has the lowest influence index “0.0571”. Thus, “Qianjiang” is the best candidate for the procurement
department requirements among the 10 suppliers.
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5. Conclusions and Future Work

In this study, we presented a novel approach that can be represented as IFS-HITS, which
incorporates IFNs into the traditional HITS algorithm to extend the ability of processing fuzzy
information in order to obtain post-propagated reputation values of supplier. Then, we applied
the IFS-HITS method, DIFWA operator, IFEW method, and VIKOR method to select optimal suppliers
in the intuitionistic fuzzy environment. Finally, an example was provided to prove the feasibility and
practicality of the proposed reputation-enhanced hybrid approach.

Despite these contributions, our approach still has some limitations, which will be addressed in
the future research. For example, the current work only focuses on the theoretical contribution
of a novel reputation-enhanced hybrid approach for supplier selection with intuitionistic fuzzy
evaluation information through experiment, instead of presenting a comprehensive personalized
supplier recommendation system. In the future, we will extend the proposed model to suit some new
problem areas and further present a comprehensive personalized supplier recommendation system
to provide a high-quality service of supplier selection. In addition, we mainly use simulated data
on supplier selection to verify the practicality and feasibility of our proposed method. In the future,
we will use the real data to verify the performance of the proposed method more comprehensively.
The proposed IFS-HITS approach should be further enhanced to meet other types of fuzzy numbers
such as triangular fuzzy numbers and trapezoidal fuzzy numbers. Moreover, the reputation transitivity
can be further improved by combining a fuzzy number with other web page evaluating algorithms
such as PageRank.

Supplementary Materials: All the data and the code of the experiment are displayed in the Figshare database
(https://doi.org/10.6084/m9.figshare.7776683.v1).
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