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Abstract: Patient-centered care is an essential part of the implementation of integrated medicine,
integrating humanistic care into nursing services, enhancing communication between caregivers and
patients, and providing personalized service to patients. Based on the similarity of interval type-2
fuzzy numbers (IT2FNs), a novel similarity-based methodology is presented for the selection of the
most suitable medical treatment under a patient-centered environment. First, we propose a new
similarity based on the geometric properties of interval type-2 fuzzy numbers and present a new
property based on the center of gravity. Meanwhile, in order to better highlight the advantages of
the proposed similarity, we selected 30 samples for comparative experiments. Second, considering
the straightforward logic of the multi-attributive border approximation area comparison (MABAC)
method, we extended it based on similarity to make the decision more accurate. Finally, a realistic
patient-centered type-2 diabetes treatment selection problem is presented to verify the practicality
and effectiveness of the proposed algorithm. A comparative analysis with existing methods is
also described.

Keywords: patient-centered care; interval type-2 fuzzy similarity; similarity-based MABAC method;
interval type-2 fuzzy numbers; type-2 diabetes treatment selection problem

1. Introduction

With the advancement of human society and medical technology, the medical service mode of
disease-centered care has been gradually replaced by patient-centered care (PCC). Patient-centered
care can provide patients with a full range of quality services in a variety of ways, including physical,
psychological, and social needs [1,2] by satisfying and responding the patient's wants, needs, and
preferences, allowing patients to participate in decision-making of their own treatment and care [3].
As Steiger and Balog [4] point out, PCC treats the patient as a unique individual, places the patient
in the center of the care process, and takes into account the patient’s beliefs and values, as well
as physical and emotional needs [5,6]. PCC provides patients with plenty of opportunities to
participate in decision-making, that is, to assume that the patient can quantify their needs and make
decisions that meet their specific needs and wants [7]. However, it is difficult to provide patients
with appropriate advice so that they can make decisions easily. First, the degree of the patient's
involvement in decision-making is highly inconsistent [8]. Some patients are willing to participate
actively in discussions on treatment options, but others are more dependent on the decision of the
attending physician. Second, despite the active participation of patients, the patient's medical skills
and knowledge is not enough to support them to make a decision by themselves, but may delay the
treatment of the disease [9]. Third, in the process of patient-centered decision-making, there are many
restrictions here, such as the subjective ambiguity of the patient, uncertainty of the decision-making
environment, and the complexity of objective things. Hence, it is not adequate to determine the values
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with a certain number. Instead, it is easy to express the linguistic assessment values using interval
type-2 fuzzy numbers (IT2FNs) [10,11].

In real life, decision makers (DMs) prefer to use linguistic terms to explain the criteria of various
kinds of alternatives [12–17]. Zadeh [18] put forward a new concept called linguistic variables,
which can correspond to different fuzzy sets, such as triangular fuzzy numbers, intuitionistic fuzzy
numbers, interval type-2 fuzzy sets, etc. The concept of linguistic variables can effectively be applied
to deal with complicated or unexplained situations and are frequently represented by type-2 fuzzy
sets [19]. The general type-2 fuzzy numbers (GT2FNs) have been around for decades as one of the
major areas in the field of fuzzy sets [20]. This is because many applications in the use of GT2FNs have a
strong performance, compared to other fuzzy sets [21]. For example, GT2FNs are most widely applied
to the fuzzy recognition, decision making, knowledge classification, medical diagnosis, clustering,
control systems, databases, and so on [22–29]. With regard to patient-centered decision-making, it is
not easy for patients to express the subjective ideas of the medical care. Therefore, it is better to
represent a higher order fuzzy set rather than an exact membership grade. Wei and Chen [30] extended
the GT2FNs to IT2FNs, giving the decision maker greater freedom to take the decision. Moreover,
the primary and secondary functions of IT2FNs can express uncertain information more accurately
and have lower computational complexity than GT2FNs. Therefore, many studied have focused on
the research topic of IT2FNs [31–34]. In our study, IT2FNs are applied to develop the new algorithm to
solve the medical treatment selection decision-making problem in a patient-centered environment.

In recent years, a lot of researchers have proposed various methods to expand the degree of
similarity between fuzzy numbers [35–40]. However, these similarity measures have their own
shortcomings, such as the results do not agree with intuition, or the results cannot calculate for the
denominator when it is equal to 0. Due to this situation, in this paper, based on the difference of
proportion, geometric distance, height, and center-of-gravity distance of two interval type-2 fuzzy
numbers, we developed a new similarity measure within an interval type-2 fuzzy environment.
Then, we confirmed the basic properties and proposed a new property that is based the center
of gravity. Next, comparative analysis of 30 different sets of generalized type-2 fuzzy numbers
was conducted, and its results prove the superiority of the proposed similarity measure. Finally,
the proposed similarity measure is used to handle the medical treatment options selection problem in
interval type-2 fuzzy environment.

Pamučar and Ćirović [41] proposed the multi-attributive border approximation area comparison
(MABAC) method in 2015, which has a straightforward computation procedure and expresses the
systematic and logical decision theory. Furthermore, the MABAC method subsequently was further
developed in References [42–44], which applied the MABAC method for material selection problems
under interval-valued intuitionistic fuzzy environments. Peng and Yang [44] presented a new approach
to R&D project selection problems to find the best project based on both Pythagorean fuzzy sets and
MABAC. As far as we know, the studies of the MABAC methods are few. This paper proposes a
similarity-based MABAC approach under the interval type-2 fuzzy numbers.

In recent years, there are many similarity-based multiple criteria decision making (MCDM)
methods, such as References [45,46], which can improve the method’s flexibility. Until now, related
studies of similarity-based MABAC method under an interval type-2 fuzzy numbers environment
have been not seen. Therefore, paying attention to this aspect is a meaningful subject. Therefore,
we focus our attention on extending the MABAC method to accommodate the interval type-2 fuzzy
environment and look at their application to medical treatment selection problems in this paper. Then,
we summarize the motives and contributions of this paper as follows:

1. There are several motivations for using IT2FNs. First, common fuzzy numbers, such as triangular
fuzzy numbers and generalized type-2 fuzzy numbers, have some limitations regarding directly
dealing with uncertain information. In practical applications, the same linguistic term may
represent different meanings for different people. IT2FNs give DMs greater freedom in the
determination of the membership function, and it can better describe and deal with inaccurate
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information. Second, compared with GT2FNs, IT2FNs have lower computational complexity.
Therefore, IT2FNs is applied to develop the new algorithm to solve the medical treatment selection
decision-making problem in a patient-centered environment.

2. Considering the existing interval type-2 fuzzy similarity measures, there are some limitations
for some particular sets. Therefore, we propose a new similarity, which represents the degree of
closeness between two IT2FNs. Moreover, we not only present a new property of the similarity
measure, but it also overcomes the drawback of other existing interval type-2 fuzzy similarity
measures. Through a large number of comparative experiments, the advantages of the proposed
interval type-2 fuzzy similarity are confirmed. Thereby, the proposed similarity algorithm is
more scientific and effective.

3. Due to the computational complexity of the interval type-2 fuzzy similarity, we need a simpler
and more straightforward approach to making decisions. Compared to other decision-making
methods, MABAC is more simplified and straightforward. MABAC is applied to solve the
computational complexity of IT2FNs and interval type-2 fuzzy similarity, which is helpful to
improve the performance of the interval type-2 fuzzy similarity in practice. Moreover, in order to
optimize the composition of the proposed algorithm and improve the efficiency and accuracy of
the calculation process, we propose a similarity-based MABAC method. The proposed method is
less complex and more straightforward than the other methods.

The remainder of this paper is organized as follows. In Section 2, we briefly introduce the
definition of GT2FNs, IT2FNs, and their arithmetic. In Section 3, we present a new similarity measure
and extend it in IT2FNs. Furthermore, we also prove a new property of the new similarity measure.
Finally, we use thirty sets of GT2FNs to make a comparison with the existing similarity measures.
In Section 4, based on the proposed similarity, the MABAC approach is developed under interval
type-2 fuzzy environments. In Section 5, we introduce a procedure for the patient-centered care
problem based on the modified MABAC method. Then, we use a real treatment selection problem to
illustrate the proposed method and compare it with other existing methods. Finally, the conclusions
are discussed in Section 6.

2. Preliminaries

In this section, we briefly introduce the concept of generalized type-2 fuzzy set (GT2FS) and
IT2FNs. Then, we review the arithmetic operations between interval type-2 fuzzy numbers.

Definition 1 [24]. A GT2FS Ã in the universe of discourse can be denoted by its membership function µÃ(x),
where x ∈ X, u ∈ Jx ⊆ [0, 1] and 0 ≤ µÃ(x) ≤ 1, and Ã is given as follows:

Ã =
{(

(x, u), µÃ(x, u)|∀x ∈ X, ∀u ∈ Jx ⊆ [0, 1]
)}

.

If Ã is continuous, it also can be expressed as:

Ã =

{∫
x∈X

µÃ(x)
x

}
=

{∫
x∈X

∫
u∈Ju

x⊆[0,1]

µÃ(x)
x

}
=


∫

x∈X

[∫
u∈Ju

x⊆[0,1]

fx(x,u)
u

]
x

,

where
∫ ∫

represents the union for x and u, and Jx is called the primary membership of x in Ã.
If µÃ(x)= 1 for ∀x ∈ X, Ã is called an interval type-2 fuzzy set (IT2FS) and represented by:

Ã =
{(

(x, u), µÃ(x, u) = 1|∀x ∈ X, ∀u ∈ Jx ⊆ [0, 1]
)}

.
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Definition 2 [47]. Let Ã be an IT2FS in the universe of discourse X and U, where Ã is equal to the union of
all its embedded T2FSs Ãj

e. An embedded T1FS Aj
e is the domain of each Ãj

e, and Ã can therefore be expressed
as follows:

Ã = 1
/ nA∪

j=1
Aj

e,

where nA is the number of embedded T1FS Aj
e. For convenience, Ã can be denoted as Ã = ∪n

i=1 Ai, where Ai is an
embedded T1FS. When X has only one element, IT2FS Ã is reduced to interval type-2 fuzzy numbers (IT2FNs).

Definition 3 [48]. Let ˜̃A be an IT2FNs, which can be represented as follows:

˜̃A =

[ ˜̃AL
, ˜̃AU

]
=

[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ˜̃AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ˜̃AU

)]
.

˜̃A is shown in Figure 1, where 0 ≤ aL
1 ≤ aL

2 ≤ aL
3 ≤ aL

4 ≤ 1, 0 ≤ aU
1 ≤ aU

2 ≤ aU
3 ≤ aU

4 ≤ 1,

0 ≤ w ˜̃AL ≤ w ˜̃AU ≤ 1, w ˜̃AU 6= 0, and ˜̃AL
⊂ ˜̃AU

. Figure 1 shows that interval type-2 fuzzy number ˜̃A is

composed of two type-2 fuzzy numbers ˜̃AL
and ˜̃AU

, where ˜̃AL
is referred to as the lower type-2 fuzzy

number and ˜̃AU
is referred to as the upper type-2 fuzzy number.
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Figure 1. An interval type-2 fuzzy number ˜̃A.

Suppose there are two interval-valued fuzzy numbers ˜̃A and ˜̃B, denoted as

˜̃A =

[ ˜̃AL
, ˜̃AU

]
=

[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ˜̃AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ˜̃AU

)]
and ˜̃B =

[˜̃BL
, ˜̃BU

]
=

[(
bL

1 , bL
2 , bL

3 , bL
4 ; w˜̃BL

)
,
(

bU
1 , bU

2 , bU
3 , bU

4 ; w˜̃BU

)]
,

where 0 ≤ aL
1 ≤ aL

2 ≤ aL
3 ≤ aL

4 ≤ 1, 0 ≤ aU
1 ≤ aU

2 ≤ aU
3 ≤ aU

4 ≤ 1, 0 ≤ bL
1 ≤ bL

2 ≤ bL
3 ≤ bL

4 ≤ 1, and
0 ≤ bU

1 ≤ bU
2 ≤ bU

3 ≤ bU
4 ≤ 1. Then, by Reference [49], the operational laws between the interval

type-2 fuzzy numbers ˜̃A and ˜̃B are defined as follows:
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(1) Interval type-2 fuzzy numbers addition operation:

≈
A ⊕

≈
B =

[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ≈

AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ≈
AU

)]
⊕
[(

bL
1 , bL

2 , bL
3 , bL

4 ; w ≈
BL

)
,
(

bU
1 , bU

2 , bU
3 , bU

4 ; w ≈
BU

)]
=

[(
aL

1 + bL
1 − aL

1 bL
1 , aL

2 + bL
2 − aL

2 bL
2 , aL

3 + bL
3 − aL

3 bL
3 , aL

4 + bL
4 − aL

4 bL
4 ; min

(
w ≈

AL
, w ≈

BL

))
,(

aU
1 + bU

1 − aU
1 bU

1 , aU
2 + bU

2 − aU
2 bU

2 , aU
3 + bU

3 − aU
3 bU

3 , aU
4 + bU

4 − aU
4 bU

4 ; min
(

w ≈
AU

w ≈
BU

))]
.

(2) Interval type-2 fuzzy numbers subtraction operation:

≈
A Θ

≈
B =

[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ≈

AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ≈
AU

)]
Θ
[(

bL
1 , bL

2 , bL
3 , bL

4 ; w ≈
BL

)
,
(

bU
1 , bU

2 , bU
3 , bU

4 ; w ≈
BU

)]
=

[(
aL

1 − bL
1 , aL

2 − bL
2 , aL

3 − bL
3 , aL

4 − bL
4 ; min

(
w ≈

AL
, w ≈

BL

))
,
(

aU
1 − bU

1 , aU
2 − bU

2 , aU
3 − bU

3 , aU
4 − bU

4 ; min
(

w ≈
AU

w ≈
BU

))]
.

(3) Interval type-2 fuzzy numbers multiplication operation:

≈
A ⊗

≈
B =

[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ≈

AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ≈
AU

)]
⊗
[(

bL
1 , bL

2 , bL
3 , bL

4 ; w ≈
BL

)
,
(

bU
1 , bU

2 , bU
3 , bU

4 ; w ≈
BU

)]
=

[(
aL

1 bL
1 , aL

2 bL
2 , aL

3 bL
3 , aL

4 bL
4 ; min

(
w ≈

AL
, w ≈

BL

))
,
(

aU
1 bU

1 , aU
2 bU

2 , aU
3 bU

3 , aU
4 bU

4 ; min
(

w ≈
AU

, w ≈
BU

))]
(4) Interval type-2 fuzzy numbers division operation:

≈
A ∅

≈
B =

[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ≈

AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ≈
AU

)]
∅
[(

bL
1 , bL

2 , bL
3 , bL

4 ; w ≈
BL

)
,
(

bU
1 , bU

2 , bU
3 , bU

4 ; w ≈
BU

)]
=

[(
aL

1 /bL
4 , aL

2 /bL
3 , aL

3 /bL
2 , aL

4 /bL
1 ; min

(
w ≈

AL
, w ≈

BL

))
,
(

aU
1 /bU

4 , aU
2 /bU

3 , aU
3 /bU

2 , aU
4 /bU

1 ; min
(

w ≈
AU

, w ≈
BU

))]
where

a/b =

{
a
b , if a<b,
1, otherwise.

Definition 4 [50]. An interval type-2 fuzzy number can be represented as
≈
A =

[ ≈
AL,

≈
AU
]

=[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ≈

AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ≈
AU

)]
(i = 1, 2, . . . , n), and p, q ≥ 0, then the aggregation

function given as:

ITFGBMp,q
( ≈

A1,
≈
A2, . . . ,

≈
An

)
=

1
p + q


n
⊗

i, j = 1
i 6= j

(
p
≈
Ai ⊕ q

≈
Aj

)


1/n(n−1)

(1)

is called the interval type-2 fuzzy geometric Bonferroni mean (ITFGBM) operator.
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3. New Similarity Measures for Interval Type-2 Fuzzy Numbers

3.1. The New Similarity Measures

In this section, we present a new similarity measure between GT2FNs and IT2FNs. This method
combines the concept of geometric distance, the center of gravity (COG) distance, proportion,
and height of a type-2 fuzzy number.

Definition 5. Let
∼
A =

(
a1, a2, a3, a4; w∼

A

)
and

∼
B =

(
b1, b2, b3, b4; w∼

B

)
be two generalized type-2 fuzzy

numbers, then the similarity between these two fuzzy numbers, is defined as:

S(
∼
A,
∼
B) =

(
1− 1

8

4

∑
i=1
|ai − bi| −

d(A∗, B∗)
2

)
×
(

1− 1
2
×
(∣∣∣∣pr(

∼
A)− pr(

∼
B)
∣∣∣∣+ ∣∣∣w∼A − w∼

B

∣∣∣)), (2)

where

pr(
∼
A) =

(a4 + a3 − a2 − a1)× w∼
A

2
,

pr(
∼
B) =

(b4+b3−b2−b1)×w∼
B

2 ,

d(
∼
A
∗
,
∼
B
∗
) =

√
(x∼

A
∗−x∼

B
∗ )2+(y∼

A
∗−y∼

B
∗ )2

√
1.25

,

y∗∼
A
=


w∼

A
×
(

a3−a2
a4−a1

+2
)

6 if a1 6= a4 and 0 < w∼
A
≤ 1,

W∼
A

2 , if a1 = a4 and 0 < w∼
A
≤ 1,

x∗∼
A
=


y∗∼

A
(a3+a2)+(a4+a1)

(
w∼

A
−y∗∼

A

)
2w∼

A

if w∼
A
6= 0,

a4+a1
2 if w∼

A
= 0,

y∗∼
B
=


w∼

B
×
(

b3−b2
b4−b1

+2
)

6 if b1 6= b4 and 0 < w∼
B
≤ 1,

W∼
B

2 , if b1 = b4 and 0 < wB ≤ 1,

x∗∼
B
=


y∗∼

B
(b3+b2)+(b4+b1)

(
w∼

B
−y∗∼

B

)
2w∼

B

if w∼
B
6= 0,

b4+b1
2 if w∼

B
= 0.

Definition 6. Let
≈
A =

[ ≈
AL,

≈
AU
]

=

[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ≈

AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ≈
AU

)]
and

≈
B =[ ≈

BL,
≈

BU
]
=

[(
bL

1 , bL
2 , bL

3 , bL
4 ; w ≈

BL

)
,
(

bU
1 , bU

2 , bU
3 , bU

4 ; w ≈
BU

)]
be two interval type-2 fuzzy numbers, where

0 ≤ aL
1 ≤ aL

2 ≤ aL
3 ≤ aL

4 ≤ 1, 0 ≤ aU
1 ≤ aU

2 ≤ aU
3 ≤ aU

4 ≤ 1, 0 ≤ bL
1 ≤ bL

2 ≤ bL
3 ≤ bL

4 ≤ 1,

and 0 ≤ bU
1 ≤ bU

2 ≤ bU
3 ≤ bU

4 ≤ 1. Based on Equation (2), the lower fuzzy similarity S
( ≈

AL,
≈
BL
)

and the

upper similarity S
( ≈

AU ,
≈

BU
)

are calculated. Then, the new similarity measures of two interval type-2 fuzzy

numbers can be calculated as follows:

S(
≈
A,
≈
B) =

√
S(
≈

AL,
≈
BL)× S(

≈
AU ,

≈
BU) (3)
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where

S(
≈

AL,
≈
BL) =

(
1− 1

8

4
∑

i=1

∣∣aL
i − bL

i

∣∣− d(AL∗ ,BL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr(
≈

AL)− pr(
≈
BL)

∣∣∣∣+ ∣∣∣∣w ≈
AL
− w ≈

BL

∣∣∣∣}), (4)

S(
≈

AU ,
≈

BU) =

(
1− 1

8

4
∑

i=1

∣∣aU
i − bU

i

∣∣− d(AU∗ ,BU∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr(
≈

AU)− pr(
≈

BU)

∣∣∣∣+ ∣∣∣∣w ≈
AU
− w ≈

BU

∣∣∣∣}). (5)

Now, some properties of this presented similarity measure between interval-valued fuzzy
numbers are deduced as follows:

Property 1. S
(≈

A,
≈
B
)
= 1 if and only if

≈
A =

≈
B.

Proof. When
≈
A =

≈
B, there are aL

i = bL
i , aU

i = bU
i , w ≈

AL
= w ≈

BL
, and w ≈

AU
= w ≈

BU
. Then, there are

pr
( ≈

AL
)

= pr
( ≈

BL
)

and pr
( ≈

AU
)

= pr
( ≈

BU
)

. Based on Equation (1), the lower similarity and the

upper similarity are calculated as follows:

S
( ≈

AL,
≈
BL
)
=

(
1− 1

8

4
∑

i=1

∣∣aL
i − bL

i

∣∣− d(AL∗ ,BL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣+ ∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣})
= (1− 0)× (1− 0) = 1,

S
( ≈

AU ,
≈

BU
)
=

(
1− 1

8

4
∑

i=1

∣∣aU
i − bU

i

∣∣− d(AU∗ ,BU∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

AU
)
− pr

( ≈
BU
)∣∣∣∣+ ∣∣∣∣w ≈

AU
− w ≈

BU

∣∣∣∣})
= (1− 0)× (1− 0) = 1,

S
(≈

A,
≈
B
)
=

√
S
( ≈

AL,
≈
BL
)
× S

( ≈
AU ,

≈
BU
)
=
√

1× 1 = 1.

Conversely, if S
(≈

A,
≈
B
)

= 1, there are S
( ≈

AL,
≈
BL
)

= 1 and S
( ≈

AU ,
≈

BU
)

= 1. Therefore, there

are aU
i = bU

i , aL
i = bL

i , w ≈
AL

= w ≈
BL

, and w ≈
AU

= w ≈
BU

. Therefore, S
(≈

A,
≈
B
)

= 1 if and only if two

interval-valued type-2 fuzzy numbers ˜̃A and ˜̃B are identical.

Property 2.

S
(≈

A,
≈
B
)
= S

(≈
B,
≈
A
)

.

Proof. We know that:

S
(≈

A,
≈
B
)
=

√
S
( ≈

AL,
≈
BL
)
× S

( ≈
AL,

≈
BL
)

,

S
(≈

B,
≈
A
)
=

√
S
( ≈

BL,
≈

AL
)
× S

( ≈
BU ,

≈
AU
)

,

where

S
( ≈

AL,
≈
BL
)
=

(
1− 1

8

4
∑

i=1

∣∣aL
i − bL

i

∣∣− d(AL∗ ,BL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣+ ∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣}),

S
( ≈

BL,
≈

AL
)
=

(
1− 1

8

4
∑

i=1

∣∣bL
i − aL

i

∣∣− d(BL∗ ,AL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

BL
)
− pr

( ≈
AL
)∣∣∣∣+ ∣∣∣∣w ≈

BL
− w ≈

AL

∣∣∣∣}),
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where
1
8

4

∑
i=1

∣∣∣aL
i − bL

i

∣∣∣ = 1
8

4

∑
i=1

∣∣∣bL
i − aL

i

∣∣∣
d
(

AL∗, BL∗) = d
(

BL∗, AL∗),∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣ = ∣∣∣∣pr

( ≈
BL
)
− pr

( ≈
AL
)∣∣∣∣,∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣ = ∣∣∣∣w ≈
BL
− w ≈

AL

∣∣∣∣,
since S

( ≈
AL,

≈
BL
)
= S

( ≈
BL,

≈
AL
)

. Furthermore, similar to the lower similarity, the upper similarity also

has S
( ≈

AU ,
≈

BU
)
= S

( ≈
BU ,

≈
AU
)

. Hence, S
(≈

A,
≈
B
)
= S

(≈
B,
≈
A
)

.

Property 3. Let
≈
A and

≈
B be two real numbers between 0 and 1, where

≈
A = a and

≈
B = b. Then:

S
(≈

A,
≈
B
)
= 1− |a− b|.

Proof. If ˜̃A and ˜̃B are two real numbers, then we can see that:

≈
A =

[(
aL

1 , aL
2 , aL

3 , aL
4 ; w ≈

AL

)
,
(

aU
1 , aU

2 , aU
3 , aU

4 ; w ≈
AU

)]
= [(a, a, a, a; 1), (a, a, a, a; 1)] = (a, a, a, a; 1) = a,

≈
B =

[(
bL

1 , bL
2 , bL

3 , bL
4 ; w ≈

BL

)
,
(

bU
1 , bU

2 , bU
3 , bU

4 ; w ≈
BU

)]
= [(b, b, b, b; 1), (b, b, b, b; 1)] = (b, b, b, b; 1) = b.

According to the definition of the concept of the proportion and height, we know that pr
( ≈

AL
)

=

pr
( ≈

BL
)
= 0, w ≈

AL
= w ≈

BL
= 0 and d

(
AL∗, BL∗) = |a− b|. We can see that:

S
( ≈

AL,
≈
BL
)
=

(
1− 1

8

4
∑

i=1

∣∣aL
i − bL

i

∣∣− d(AL∗ ,BL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣+ ∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣})

=

(
1− |a− b|

2
− |a− b|

2

)
× (1− 0) = 1− |a− b|.

Furthermore, similar to the lower similarity, the upper similarity S
( ≈

AU ,
≈

BU
)

= 1 − |a− b|.
Therefore:

S
(≈

A,
≈
B
)
=

√
S
( ≈

AL,
≈
BL
)
× S

( ≈
AU ,

≈
BU
)
=
√
(1− |a− b|)× (1− |a− b|) = 1− |a− b|.

Property 4. S
(≈

A,
≈
B
)

= 0 if and only if
≈
A = [(0, 0, 0, 0; 0), (0, 0, 0, 0; 0)] and

≈
B =

[(1, 1, 1, 1; 1), (1, 1, 1, 1; 1)].

Proof. When there are
≈
A = [(0, 0, 0, 0; 0), (0, 0, 0, 0; 0)] and

≈
B = [(1, 1, 1, 1; 1), (1, 1, 1, 1; 1)], there are

1
8

4
∑

i=1

∣∣aL
i − bL

i

∣∣ = 1
2 , d
(

AL∗, BL∗) = 1, and
∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣ = 0,

∣∣∣∣w ≈
AL
− w ≈

BL

∣∣∣∣ = 0. Therefore:

S
( ≈

AL,
≈
BL
)
=

(
1− 1

8

4
∑

i=1

∣∣aL
i − bL

i

∣∣− d(AL∗ ,BL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣+ ∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣})
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=

(
1− 1

2
− 1

2

)
× (1− 0) = 0.

Furthermore, similar to the lower similarity, the upper similarity S
( ≈

AU ,
≈

BU
)

= 0. Therefore,

we can see that S
(≈

A,
≈
B
)
=

√
S
( ≈

AL,
≈
BL
)
× S

( ≈
AU ,

≈
BU
)
=
√

0× 0 = 0.

The Property 4 also coincides with our intuition.

Property 5. (a) If
≈
A,
≈
B, and

≈
C are of the same shape, and x∗≈

A
≤ x∗≈

B
≤ x∗≈

C
, then S

(≈
A,
≈
B
)

> S
(≈

A,
≈
C
)
≥ 0,

or S
(≈

A,
≈
B
)
= S

(≈
A,
≈
C
)

.

(b) If x∗≈
A
= x∗≈

B
= x∗≈

C
and

≈
A ⊆

≈
B ⊆

≈
C, then S

(≈
A,
≈
B
)
≥ S

(≈
A,
≈
C
)
≥ 0.

Proof. (a) When
≈
A,
≈
B, and

≈
C have the same shape, then

≈
AL,

≈
BL, and

≈
CL also have the same shape, so

pr

(
≈

AL

)
= pr

(
≈
BL

)
= pr

(
≈

CL

)
,

w ≈
AL

= w ≈
BL

= w ≈
CL

,

and

y∗≈
AL

= y∗≈
BL

= y∗≈
CL

=
w ≈

AL

2
=

w ≈
BL

2
=

w ≈
CL

2
.

Furthermore, according to the definition of the point of gravity, x∗≈
A
≤ x∗≈

B
≤ x∗≈

C
implies

∣∣aL
i − bL

i

∣∣ <∣∣aL
i − cL

i

∣∣. Then, 1
8

4
∑

i=1

∣∣aL
i − bL

i

∣∣ < 1
8

4
∑

i=1

∣∣aL
i − cL

i

∣∣ and d
( ≈

AL,
≈
BL
)
< d

( ≈
AL,

≈
CL
)

. Therefore:

s
( ≈

AL,
≈
BL
)
=

(
1− 1

8

4
∑

i=1

∣∣aL
i − bL

i

∣∣− d(AL∗ ,BL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣+ ∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣})

=

(
1− 1

8

4
∑

i=1

∣∣aL
i − bL

i

∣∣− d(AL∗ ,BL∗)
2

)
× (1− 0)>

(
1− 1

8

4
∑

i=1

∣∣aL
i − cL

i

∣∣− d(AL∗ ,CL∗)
2

)
= s
( ≈

AL,
≈

CL
)

.

Furthermore, similar to the lower similarity, the upper similarity S
( ≈

AU ,
≈

BU
)
> S

( ≈
AU ,

≈
CU
)
≥ 0.

Hence, we can see that:

S
(≈

A,
≈
B
)
=

√
S
( ≈

AL,
≈
BL
)
× S

( ≈
AU ,

≈
BU
)
>

√
S
( ≈

AL,
≈

CL
)
× S

( ≈
AU ,

≈
CU
)
≥ 0.

(b) When x∗≈
AL

= x∗≈
BL

= x∗≈
CL

and
≈

AL ⊆
≈
BL ⊆

≈
CL, there are y∗≈

A
≤ y∗≈

B
≤ y∗≈

C
,
∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣ ≤∣∣∣∣pr

( ≈
AL
)
− pr

( ≈
CL
)∣∣∣∣, ∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣ ≤ ∣∣∣∣w ≈
AL
− w ≈

CL

∣∣∣∣, and
∣∣aL

i − bL
i

∣∣ < ∣∣aL
i − cL

i

∣∣.
Then:

s
( ≈

AL,
≈
BL
)
=

(
1− 1

8

4
∑

i=1

∣∣aL
i − bL

i

∣∣− d(AL∗ ,BL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣+ ∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣})
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>

(
1− 1

8

4
∑

i=1

∣∣aL
i − cL

i

∣∣− d(AL∗ ,CL∗)
2

)
×
(

1− 1
2

{∣∣∣∣pr
( ≈

AL
)
− pr

( ≈
BL
)∣∣∣∣+ ∣∣∣∣w ≈

AL
− w ≈

BL

∣∣∣∣})= S
( ≈

AL,
≈

CL
)

.

Furthermore, similar to the lower similarity, the upper similarity S
( ≈

AU ,
≈

BU
)

>

S
( ≈

AU ,
≈

CU
)
≥ 0; therefore,

S
(≈

A,
≈
B
)
=

√
S
( ≈

AL,
≈
BL
)
× S

( ≈
AU ,

≈
BU
)
>

√
S
( ≈

AL,
≈

CL
)
× S

( ≈
AU ,

≈
CU
)
≥ 0.

3.2. Experimental Results and Analysis

In this section, we selected 30 different sets of GT2FNs given in Figure 2 to operate an comparative
experiment with the existing similarity measures [30,32,35–39]. In these 30 cases, they mainly show
many counter-intuitive problems. The final calculation result, shown in Table 1, indicates that our
proposed similarity measures have better performance than those similarity measures. The detailed
experimental results are briefly discussed as follows:

• From sets 9, 13, 15, 18, and 27 of Figure 2 and Table 1, we can see that the graphical representations
of these sets were different, but looking at the calculation results of the method of Reference [35],
the degree of similarity between Ã and B̃ were equal to 1. However, from the results of Table 1,
the degree of our proposed similarity was not equal to 1. This is in line with our intuition.
Therefore, this proves that our method is better than that found in Reference [35].

• From sets 22 and 23 of Figure 2 and Table 1, as shown in Figure 2, the height and area of these
geometric figures were equal to 0, but their perimeters are different. This means that the two
type-2 fuzzy numbers were different. However, from Reference [38], the results from Table 1
were equal. Furthermore, our proposed similarity measure gives different results for these two
type-2 fuzzy sets. This is more in line with human intuition. Hence, this shows that our method is
superior to the method of Reference [38].

• From sets 24 and 26 of Figure 2 and Table 1, we can see that
≈
A and

≈
B have the same shape,

perimeter, and height. However, according to the methods of References [30,32,36,37], it is difficult

to obtain the similarity between
≈
A and

≈
B and unreasonable results are obtained. Moreover, from

set 27, according to the results of the method of References [30,37], we find that the similarity
was equal to 0. However, the similarity of geometrical figures was almost equal. Instead, the
similarity of our methods was equal to 0.9928. This proves that our proposed similarity measure
is more reasonable.

• From set 28 of Figure 2 and Table 1, we know that
≈
A and

≈
B were two completely different type-2

fuzzy numbers. Therefore, the similarity of our proposed method was equal to 0. However, from
the calculation results of Reference [36], the results were unreasonable. Hence, our method is
superior that found in Reference [36].

• From sets 29 and 30 of Figure 2 and Table 1, according to Reference [39], we can see that the result

of the similarity measure of
≈
A and

≈
B were the same, but their graphical representation shows

that they were different. In contrast, the results of the similarity of our methods were different.
Therefore, our proposed method shows better performance.

In summary, the experimental results more clearly illustrate the advantages of the proposed
similarity over other existing similarity measures. Its result is more intuitive and reasonable.
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Figure 2. Graphical representation of 30 different sets of general type-2 fuzzy numbers (GT2FNs).
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Table 1. Comparative analysis of the calculation results.

Sets Chen (1996) [35] Chen and Chen
(2001) [36]

Chen and Chen
(2007) [32]

Wei and Chen
(2009) [30]

Cui and Xu
(2010) [39]

Hejazi et al.
(2011) [37]

Patra and Mondal
(2015) [38]

The Proposed
Method

1 0.975 0.8357 0.9499 0.9499 0.9627 0.9004 0.9506 0.9386
2 0.6 0.3086 0.5846 0.5846 0.6194 0.5555 0.585 0.6039
3 0.8 0.5486 0.7794 0.7794 0.8072 0.7407 0.78 0.7870
4 0.975 0.1671 0.2859 0.2859 0.8434 0.0644 0.5021 0.4160
5 0.9 - 0.1583 0.1583 0.7704 0 0.36 0.3149
6 1 1 1 1 1 1 1 1
7 0.6 0.36 0.6 0.6 0.6211 0.6 0.6 0.6211
8 0.8 0.64 0.8 0.8 0.8126 0.8 0.8 0.8106
9 1 0.8 0.8248 0.8248 0.9652 0.668 0.88 0.8332
10 0.9 0.4397 0.3167 0.3167 0.8626 0.0996 0.54 0.4958
11 0.9 0.6075 0.7093 0.7093 0.8933 0.2624 0.684 0.6584
12 0.9 - 0.1920 0.1920 0.8039 0 0.378 0.4092
13 1 - 0.9820 0.9820 0.9983 0 0.994 0.8829
14 1 - 1 1 1 - 1 1
15 1 0.75 0.7834 0.7834 0.9702 0.5979 0.885 0.8467
16 0.8 0.48 0.6267 0.6267 0.8057 0.4783 0.708 0.7701
17 0.8 - 0.1760 0.1760 0.7509 0 0.432 0.3999
18 1 - 0.9825 0.9825 0.9985 0 0.9943 0.8831
19 0.9 0.76 0.5939 0.5939 0.9231 0.3653 0.756 0.7748
20 0.9 - 0 0 0.8287 0 0.486 0.3237
21 0.9 - 0.1920 0.1920 0.8039 0 0.468 0.4092
22 0.9 - 0.9 0.9 0.9053 - 0.9 0.9053
23 0.9 - 0 0 0.9276 - 0.9 0.9276
24 0.8 - - - 0.8106 - 0.8 0.8106
25 0.8 0.4 0.4 0.4 0.8 0.225 0.4 0.8110
26 1 - - - 1 - 1 1
27 1 - 0 0 0.9978 0 0.995 0.9928
28 0 - 0 0 0 0 0 0
29 0.7 0.6518 0.28 0.6222 0.7166 0.5012 0.63 0.6443
30 0.7 0.6206 0.28 0.7 0.7166 0.7 0.7 0.7158
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4. An Interval Type-2 Fuzzy Similarity-Based MABAC Approach in MCDM

Pamučar and Ćirović [41] originally introduced a new MCDM method, called multi-attributive
border approximation area comparison (MABAC) method. Because of its directness and stability,
this method becomes a practical decision tool. In this section, we present a modified MABAC based on
similarity for handling MCDM problems under an interval type-2 fuzzy environment. The detailed
process of the proposed method can be shown in Figure 3. Assume that X, is a set of alternatives
and C is a set of attributes, where X = {x1, x2, . . . , xn} and C = {c1, c2, . . . cm}. Suppose the attribute
weights are completely determined using DMs; that is, the weight vector W = (wj)1×m of the attribute
cj(j = 1, 2, . . . , m) can be obtained in advance, where wj is an IT2FN. Let R = (rij)n×m be an interval
type-2 fuzzy decision matrix, where rij is a linguistic term for the alternative xi with respect to the
attribute cj. Then, we can transform linguistic values into IT2FNs based on the corresponding rules
in the Table 2. In order to solve the aforementioned MCDM problems, a similarity-based MABAC
method can be proposed consisting of the follow steps.Mathematics 2019, 7, x FOR PEER REVIEW 15 of 28 
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multi-attributive border approximation area comparison.

Table 2. Linguistic variables and their corresponding IT2FNs.

Importance Rating Corresponding IT2FNs

Absolutely low (AL) Absolutely poor (AP) [(0.0,0.0,0.0,0.0;1.0),(0.0,0.0,0.0,0.0;1.0)]
Very low (VL) Very poor (VP) [(0.0075,0.0075,0.015,0.0525;0.8),(0.0,0.0,0.02,0.07;1.0)]

Low (L) Poor (P) [(0.0875,0.12,0.16,0.1825;0.8),(0.04,0.10,0.18,0.23;1.0)]
Medium low (ML) Medium poor (MP) [(0.2325,0.255,0.325,0.3575;0.8),(0.17,0.22,0.36,0.42;1.0)]

Medium (M) Fair (F) [(0.4025,0.4525,0.5375,0.5675;0.8),(0.32,0.41,0.58,0.65;1.0)]
Medium high (MH) Medium good (MG) [(0.65,0.6725,0.7575,0.79;0.8),(0.58,0.63,0.80,0.86;1.0)]

High (H) Good (G) [(0.7825,0.815,0.885,0.9075;0.8),(0.72,0.78,0.92,0.97;1.0)]
Very high (VH) Very good (VG) [(0.9475,0.985,0.9925,0.9925;0.8),(0.93,0.98,1.0,1.0;1.0)]

Absolutely high (AH) Absolutely good (AG) [(1.0,1.0,1.0,1.0;1.0),(1.0,1.0,1.0,1.0;1.0)]
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Step 1. Determine the alternatives and attributes, and construct the linguistic decision matrix
R = (rij)n×m(i = 1, . . . , n; j = 1, . . . m), shown as follows:

R =


r11 r12 . . . r1m
r21 r22 . . . r2m
...

...
. . .

...
rn1 rn2 . . . rnm

.

Based on Table 2, the linguistic value is converted to IT2FNs. This paper transforms the linguistic

decision matrix R =
(
rij
)

n×m into the interval type-2 fuzzy decision matrix T =

(
≈
tij

)
n×m

:

T =



≈
t 11

≈
t 12 . . .

≈
t 1m

≈
t 21

≈
t 22 . . .

≈
t 2m

...
...

. . .
...

≈
t n1

≈
t n2 . . .

≈
t nm

.

Step 2. Normalize the interval type-2 decision matrix T =

(
≈
tij

)
n×m

into N =
(≈

nij

)
n×m

.

The normalization procedure is calculated as follows. For each attribute,
≈

rU
j+ = max

1≤i≤m

(
tU
ij4

)
and

≈
rU

j− = min
1≤i≤m

(
tU
ij1

)
, j = 1, 2, .., m.

If Cj is a benefit attribute, the normalization operation is as follows:

≈
nij =

 ≈
rL

ij1−
≈

rU
j−

≈
rU

j+−
≈

rU
j−

,

≈
rL

ij2−
≈

rU
j−

≈
rU

j+−
≈

rU
j−

,

≈
rL

ij3−
≈

rU
j−

≈
rU

j+−
≈

rU
j−

,

≈
rL

ij4−
≈

rU
j−

≈
rU

j+−
≈

rU
j−

; wL
Rij

,

 ≈
rU

ij1−
≈

rU
j−

≈
rU

j+−
≈

rU
j−

,

≈
rU

ij2−
≈

rU
j−

≈
rU

j+−
≈

rU
j−

,

≈
rU

ij3−
≈

rU
j−

≈
rU

j+−
≈

rU
j−

,

≈
rU

ij4−
≈

rU
j−

≈
rU

j+−
≈

rU
j−

; wU
Rij

. (6)

If Cj is a cost attribute, the normalization operation is as follows:

≈
nij =

 ≈
rU

j+−
≈

rL
ij4

≈
rU

j+−
≈

rU
j−

,

≈
rU

j+−
≈

rL
ij3

≈
rU

j+−
≈

rU
j−

,

≈
rU

j+−
≈

rL
ij2

≈
rU

j+−
≈

rU
j−

,

≈
rU

j+−
≈

rL
ij1

≈
rU

j+−
≈

rU
j−

; wL
Rij

,

 ≈
rU

j+−
≈

rU
ij4

≈
rU

j+−
≈

rU
j−

,

≈
rU

j+−
≈

rU
ij3

≈
rU

j+−
≈

rU
j−

,

≈
rU

j+−
≈

rU
ij2

≈
rU

j+−
≈

rU
j−

,

≈
rU

j+−
≈

rU
ij1

≈
rU

j+−
≈

rU
j−

; wU
Rij

. (7)

Step 3. Determine the weight value
≈

wij of the criterion Cj and calculate the weight matrix.

Compute the weighted matrix V =
( ≈

vij

)
n×m

, where
≈
vij =

≈
wij ×

≈
nij.

Step 4. Calculate the border approximation area (BAA) matrix G =
(≈

g j

)
1×m

, where the border

approximation area for each criterion is obtained according to Equation (1):


1

p + q


n

∏
i, j = 1
i 6= j

(
pvL

i1 + qvL
j1

)


1/n(n−1)

,
1

p + q


n

∏
i, j = 1
i 6= j

(
pvL

i2 + qvL
j2

)


1/n(n−1)

,
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1
p+q


n
∏

i, j = 1
i 6= j

(
pvL

i3 + qvL
j3

)


1/n(n−1)

, 1
p+q


n
∏

i, j = 1
i 6= j

(
pvL

i4 + qvL
j4

)


1/n(n−1)

; min
i=1,2,...n

{
wL

i
}
,


1

p+q


n
∏

i, j = 1
i 6= j

(
pvU

i1 + qvU
j1

)


1/n(n−1)

, 1
p+q


n
∏

i, j = 1
i 6= j

(
pvU

i2 + qvU
j2

)


1/n(n−1)

,

1
p+q


n
∏

i, j = 1
i 6= j

(
pvU

i3 + qvU
j3

)


1/n(n−1)

, 1
p+q


n
∏

i, j = 1
i 6= j

(
pvU

i4 + qvU
j4

)


1/n(n−1)

; min
i=1,2,...n

{
wU

i
}


. (8)

Step 5. Compute of distance matrix D = (dij)n×m and Q = (qij)n×m, where the element of the
distance matrix is calculated as follows:

dij = 1− s(
≈
vij,

≈
Vj), (9)

qij = 1− s(
≈
gj,
≈
Vj), (10)

where:
If Cj is a benefit attribute, then we can define the ideal solution as follows:

≈
V j =

[(
vL+

j1 , vL+
j2 , vL+

j3 , vL+
j4 ; wL+

j

)
,
(

vU+
j1 , vU+

j2 , vU+
j3 , vU+

j4 ; wU+
j

)]
=

[(
max

i
(vL

ij), max
i

(vL
ij), max

i
(vL

ij), max
i

(vL
ij); max

i
(wL

ij)

)
,(

max
i

(vU
ij ), max

i
(vU

ij ), max
i

(vU
ij ), max

i
(vU

ij ); max
i

(wU
ij )

)]
. (11)

If Cj is a cost attribute, then we can define the ideal solution as follows:

≈
V j =

[(
vL−

j1 , vL−
j2 , vL−

j3 , vL−
j4 ; wL−

j

)
,
(

vU−
j1 , vU−

j2 , vU−
j3 , vU−

j4 ; wU−
j

)]
=

[(
min

i
(vL

ij), min
i
(vL

ij), min
i
(vL

ij), min
i
(vL

ij); min
i
(wL

ij)

)
,(

min
i
(vU

ij ), min
i
(vU

ij ), min
i
(vU

ij ), min
i
(vU

ij ); min
i
(wU

ij )

)]
. (12)

s
(
≈
vij,

≈
Vj

)
denotes that the similarity between the weighted matrix V and the ideal solution

≈
Vj

using Equation (3). s
(
≈
gj,
≈
Vj

)
denotes that the similarity between the matrix G and the ideal solution

using Equation (3). Then, we can obtain the distance matrix M = (mij)n×m, where:

mij = qij − dij. (13)

Step 6. Obtain the ranking orders.



Mathematics 2019, 7, 140 16 of 25

According to the principle of the MABAC method, we can know that if mij = 0, the alternative
xi could belongs to the border approximation area (G); if mij > 0, the alternative xi belongs to the
upper approximation area (G+); and if mij < 0, the alternative xi belongs to the lower approximation
area (G−):

xi ∈


G+, mij > 0,
G, mij = 0,
G−, mij < 0.

Since the ideal alternative x+i is located on the upper approximation area (G+), whereas the
anti-ideal alternative x−i is located on the lower approximation area (G−) (see Figure 4), in order to
select the best alternative, the criterion of the alternative is required as much as possible in the upper
approximation area (G+). Furthermore, by computing the final score value Si, we can rank all the
alternatives according to the decreasing value of Si:

S(xi) =
m

∑
j=1

mij, (i = 1, 2, . . . n; j = 1, 2, . . . m). (14)
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5. Application in Selecting Medical Treatment

In this section, a patient-centered medical treatment selection problem was used to illustrate the
effective application of the approach proposed in Section 4. In order to fully demonstrate the flexibility
of the proposed similarity-based MABAC, we compared them with the other methods on the same
medical data. The medical treatment selection problem is described as follows.

5.1. Problem Description

The case comes from the Department of Endocrinology, XiangYa Third Hospital in China.
The patient was a 38-year-old female who was diagnosed with type-2 diabetes mellitus disease. Type-2
diabetes mellitus is known as adult-onset diabetes, occurring after 35 to 40 years old, accounting for
more than 90% of diabetic patients. The disease can cause life-threatening complications, such as
retinopathy, lower extremity ulcers, heart disease, and so on. The most typical symptoms of this
disease are polydipsia, polyuria, bulimia, weight loss, and so on. In the early stage, the insulin function
of patients with type-2 diabetes is not completely lost, so the treatment of this period is critical. If not
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actively treated, the ability of insulin B cells to secretion insulin will be completely lost, and diabetes
complications will follow, and the patient's organs will suffer serious damage.

Based on the patient’s medical history and current physical condition, the attending doctor
provided three treatment options, including insulin injection therapy (A1), stem cell transplant therapy
(A2), and gastric bypass surgery (A3). In order to facilitate the patients and their families with
understanding the related knowledge for each treatment, the physician provided descriptions of
the treatment options based on several evaluative criteria, including survival rate (C1), severity of
the side effects (C2), severity of the complications (C3), probability of a cure (C4), discomfort index
of the treatment (C5), cost (C6), number of days of hospitalization (C7), probability of a recurrence
(C8), and self-care capacity (C9). Moreover, the specific description of the three treatment methods
is summarized in Table 3. Taking into account the patient-centered principle, the doctor wanted the
patient and her family members to participate in the discussion and assessment of treatment options.
The assessment results are shown in Table 4.

Table 3. Descriptions of the treatment methods.

Insulin injection therapy (A1)

(1) A very high survival rate

(2) The possibility of a reactive hypoglycemia

(3) The possibility of an allergic shock as a complication

(4) About a 40% probability of a cure

(5) No pain/discomfort during treatment

(6) Health insurance covers most of the expenses, with a low out-of-pocket expense

(7) Do not need hospitalization

(8) A significantly high probability of a recurrence

(9) A good prognosis for the patient’s self-care ability

Stem cell transplant therapy (A2)

(1) A high survival rate

(2) There are no obvious side effects

(3) The low possibility of diabetic nephropathy and retinopathy

(4) A very high probability of a cure

(5) There is some pain/discomfort during treatment

(6) Health insurance covers some of the expenses, with a moderately higher out-of-pocket expense

(7) A moderate hospitalization

(8) A low probability of a recurrence

(9) A moderate prognosis for the patient’s self-care capacity

Gastric bypass surgery (A3)

(1) A high survival rate

(2) The possibility of a stomach paralysis

(3) The possibility of a ketoacidosis or hypertonic coma

(4) A high probability of a cure

(5) There is some pain/discomfort during treatment

(6) Low coverage by the patient’s health insurance and very high out-of-pocket expenses

(7) A slightly shorter hospitalization than A2

(8) A low probability of a recurrence

(9) A moderate prognosis for the patient’s self-care capacity
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Table 4. The criterion importance weights and therapeutic ratings.

Criteria Importance Weights Treatment Options

A1 A2 A3

C1 (survival rate) AH VG G G
C2 (severity of the side effects) L F G F

C3 (severity of the complications) ML P MG P
C4 (probability of a cure) AH MP VG G

C5 (discomfort index of the treatment) VL VG P P
C6 (cost) M G MP AP

C7 (number of days of hospitalization) VH AG MP F
C8 (probability of a recurrence) H AP G G

C9 (self-care capacity) MH G F F

5.2. Illustration of the Modified MABAC Approach

The interval type-2 similarity-based MABAC approach, proposed in Section 4, can be applied to
solve the medical treatment selection problems.

Step 1. Translate linguistic terms into IT2FNs according to the nine-point linguistic rating scale
introduced in Reference [51], which is shown in Table 2. According to Table 3, we can convert the

evaluation term into IT2FNs. Then, we can construct a decision matrix X =
(≈

x ij

)
3×9

.

X =



[(0 .9475, 0.985, 0.9925, 0.9925; 0 .8),
(0 .93, 0.98, 1.0, 1.0; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .4025, 0.4525, 0.5375, 0.5675; 0 .8),
(0 .32, 0.41, 0.58, 0.65; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .4025, 0.4525, 0.5375, 0.5675; 0 .8),
(0 .32, 0.41, 0.58, 0.65; 1 .0)]

[(0 .0875, 0.12, 0.16, 0.1825; 0 .8),
(0 .04, 0.10, 0.18, 0.23; 1 .0)]

[(0 .65, 0.6725, 0.7575, 0.79; 0 .8),
(0 .58, 0.63, 0.80, 0.86; 1 .0)]

[(0 .0875, 0.12, 0.16, 0.1825; 0 .8),
(0 .04, 0.10, 0.18, 0.23; 1 .0)]

[(0 .2325, 0.255, 0.325, 0.3575; 0 .8),
(0 .17, 0.22, 0.36, 0.42; 1 .0)]

[(0 .9475, 0.985, 0.9925, 0.9925; 0 .8),
(0 .93, 0.98, 1.0, 1.0; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .9475, 0.985, 0.9925, 0.9925; 0 .8),
(0 .93, 0.98, 1.0, 1.0; 1 .0)]

[(0 .0875, 0.12, 0.16, 0.1825; 0 .8),
(0 .04, 0.10, 0.18, 0.23; 1 .0)]

[(0 .0875, 0.12, 0.16, 0.1825; 0 .8),
(0 .04, 0.10, 0.18, 0.23; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .2325, 0.255, 0.325, 0.3575; 0 .8),
(0 .17, 0.22, 0.36, 0.42; 1 .0)]

[(0 .0, 0.0, 0.0, 0.0; 1 .0),
(0 .0, 0.0, 0.0, 0.0; 1 .0)]

[(1 .0, 1.0, 1.0, 1.0; 1 .0),
(1 .0, 1.0, 1.0, 1.0; 1 .0)]

[(0 .2325, 0.255, 0.325, 0.3575; 0 .8),
(0 .17, 0.22, 0.36, 0.42; 1 .0)]

[(0 .4025, 0.4525, 0.5375, 0.5675; 0 .8),
(0 .32, 0.41, 0.58, 0.65; 1 .0)]

[(0 .0, 0.0, 0.0, 0.0; 1 .0),
(0 .0, 0.0, 0.0, 0.0; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .4025, 0.4525, 0.5375, 0.5675; 0 .8),
(0 .32, 0.41, 0.58, 0.65; 1 .0)]

[(0 .4025, 0.4525, 0.5375, 0.5675; 0 .8),
(0 .32, 0.41, 0.58, 0.65; 1 .0)]



T

Step 2. Normalize the interval type-2 decision matrix X =
(≈

x ij

)
3×9

into N =
(≈

nij

)
3×9

.

In this case, C1,C4,C8,C9 are benefit attributes, and C2,C3 ,C5,C6,C7 are cost attributes. The matrix
N =

(≈
nij

)
3×9

can be calculated according to Equations (6) and (7).

N =



[(0 .8125, 0.9464, 0.9732, 0.9732; 0 .8),
(0 .75, 0.9286, 1.0, 1.0; 1 .0)]

[(0 .9475, 0.985, 0.9925, 0.9925; 0 .8),
(0 .93, 0.98, 1.0, 1.0; 1 .0)]

[(0 .9475, 0.985, 0.9925, 0.9925; 0 .8),
(0 .93, 0.98, 1.0, 1.0; 1 .0)]

[(0 .6192, 0.6654, 0.7962, 0.8731; 0 .8),
(0 .4923, 0.6, 0.8615, 1.0; 1 .0)]

[(0 .4325, 0.4625, 0.5475, 0.5975; 0 .8),
(0 .35, 0.42, 0.59, 0.68; 1 .0)]

[(0.21, 0.2425, 0.3275, 0.35; 0.8),
(0.14, 0.2, 0.37, 0.42; 1.0)]

[(0.8262, 0.8537, 0.9024, 0.9421; 0.8),
(0.7683, 0.8293, 0.9268, 1.0; 1.0)]

[(0.21, 0.2425, 0.3275, 0.35; 0.8),
(0.14, 0.2, 0.37, 0.42; 1.0)]

[(0.8175, 0.84, 0.88, 0.9125; 0.8),
(0.77, 0.82, 0.90, 0.96; 1.0)]

[(0 .0753, 0.1024, 0.1657, 0.2259; 0 .8),
(0 .0, 0.0602, 0.2289, 0.3012; 1 .0)]

[(0 .9475, 0.985, 0.9925, 0.9925; 0 .8),
(0 .93, 0.98, 1.0, 1.0; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0.0075, 0.0075, 0.015, 0.0524; 0.8),
(0, 0, 0.02, 0.07; 1.0)]

[(0.8175, 0.84, 0.88, 0.9125; 0.8),
(0.77, 0.82, 0.9, 0.96; 1.0)]

[(0.0075, 0.0075, 0.015, 0.0525; 0.8),
(0, 0, 0.02, 0.07; 1.0)]

[(0.0925, 0.1150, 0.1850, 0.2175; 0.8),
(0.03, 0.08, 0.22, 0.28; 1.0)]

[(0.6425, 0.9675, 0.745, 0.7675; 0.8),
(0.58, 0.64, 0.78, 0.83; 1.0)]

[(1, 1, 1, 1; 1.0),
(1, 1, 1, 1; 1.0)]

[(0.9475, 0.9985, 0.9925, 0.9925; 0.8),
(0.93, 0.98, 1, 1; 1.0)]

[(0.6425, 0.9675, 0.7450, 0.7675; 0.8),
(0.58, 0.64, 0.78, 0.83; 1.0)]

[(0.4325, 0.4625, 0.5475, 0.5975; 0.8),
(0.35, 0.42, 0.59, 0.68; 1.0)]

[(0 .0, 0.0, 0.0, 0.0; 1 .0),
(0 .0, 0.0, 0.0, 0.0; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .7825, 0.815, 0.885, 0.9075; 0 .8),
(0 .72, 0.78, 0.92, 0.97; 1 .0)]

[(0 .0875, 0.12, 0.16, 0.1825; 0 .8),
(0 .04, 0.10, 0.18, 0.23; 1 .0)]

[(0 .4025, 0.4525, 0.5375, 0.5675; 0 .8),
(0 .32, 0.41, 0.58, 0.65; 1 .0)]

[(0 .4025, 0.4525, 0.5375, 0.5675; 0 .8),
(0 .32, 0.41, 0.58, 0.65; 1 .0)]



T
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Step 3. Determine the weight value
≈

wij of the criterion Cj (j = 1, 2, . . . , 9) from Table 3, and

compute the weighted matrix V =
( ≈

vij

)
3×9

.

V =



[(0.7825, 0.815, 0.885, 0.9075; 0.8),
(0.72, 0.78, 0.92, 0.97; 1.0)]

[(0.9475, 0.985, 0.9925, 0.9925; 0.8),
(0.93, 0.98, 1, 1; 1.0)]

[(0.9475, 0.985, 0.9925, 0.9925; 0.8),
(0.93, 0.98, 1, 1; 1.0)]

[(0.0081, 0.0138, 0.0286, 0.3262; 0.8),
(0.0012, 0.0080, 0.0396, 0.0644; 1.0)]

[(0.0378, 0.0555, 0.0876, 0.109; 0.8),
(0.0238, 0.0440, 0.1332, 0.1764; 1.0)]

[(0.0184, 0.0291, 0.0524, 0.0639; 0.8),
(0.0056, 0.02, 0.0666, 0.0966; 1.0)]

[(0.1901, 0.2142, 0.0286, 0.3262; 0.8),
(0.1309.0.1804, 0.3240, 0.4032; 1.0)]

[(0.0488, 0.0618, 0.106, 0.1251; 0.8),
(0.0238, 0.044, 0.1332, 0.1764; 1.0)]

[(0.1901, 0.2142, 0.0286, 0.3262; 0.8),
(0.1309, 0.1804, 0.3240, 0.4032; 1.0)]

[(0.2325, 0.2550, 0.325, 0.3575; 0.8),
(0.17, 0.22, 0.36, 0.42; 1.0)]

[(0.9475, 0.9850, 0.9925, 0.9925; 0.8),
(0.93, 0.98, 1, 1; 1.0)]

[(0.7825, 0.8150, 0.8850, 0.9075; 0.8),
(0.72, 0.78, 0.92, 0.97; 1.0)]

[(0.0001, 0.0001, 0.0002, 0.0028; 0.8),
(0, 0, 0.0004, 0.0049; 1.0)]

[(0.0061, 0.0063, 0.0013, 0.0479; 0.8),
(0, 0, 0.0180, 0.0672; 1.0)]

[(0.0001, 0.0001, 0, 0.0028; 0.8),
(0, 0, 0.0004, 0.0049; 1.0)]

[(0.0372, 0.0520, 0.0994, 0.1234; 0.8),
(0.0096, 0.0328, 0.1276, 0.1820; 1.0)]

[(0.2586, 0.4468, 0.4004, 0.4356; 0.8),
(0.1856, 0.2624, 0.4524, 0.5395; 1.0)]

[(0.4025, 0.4525, 0.5375, 0.5675; 0.8),
(0.32, 0.41, 0.58, 0.65; 1.0)]

[(0.8978, 0.9835, 0.9851, 0.9851; 0.8),
(0.8649, 0.9604, 1, 1; 1.0)]

[(0.6088, 0.99530, 0.7394, 0.7617; 0.8),
(0.5394, 0.6272, 0.78, 0.83; 1.0)]

[(0.4098, 0.4556, 0.5434, 0.5930; 0.8),
(0.3255, 0.4116, 0.59, 0.68; 1.0)]

[(0, 0, 0, 0; 1.0),
(0, 0, 0, 0; 1.0)]

[(0.6123, 0.6642, 0.7832, 0.8236; 1.0),
(0.5184, 0.6084, 0.8464, 0.9409; 1.0)]

[(0.6123, 0.6642, 0.7832, 0.8236; 0.8),
(0.5184, 0.6084, 0.8464, 0.9409; 1.0)]

[(0.0569, 0.0807, 0.1212, 0.1442; 0.8),
(0.0232, 0.063, 0.144, 0.1978; 1.0)]

[(0.2616, 0.3043, 0.4072, 0.4483; 0.8),
(0.1856, 0.2583, 0.4640, 0.5590; 1.0)]

[(0.2616, 0.3043, 0.4072, 0.4483; 0.8),
(0.1856, 0.2583, 0.4640, 0.5590; 1.0)]



T

Step 4. Compute the border approximation area matrix G =
(≈

g j

)
1×9

.

The border approximation area vector G can be obtained according to Equation (8).

G =



[(0.8890, 0.9247, 0.9553, 0.9633; 0.8), (0.8540, 0.9082, 0.9726, 0.9899; 1.0)]
[(0.0388, 0.0547, 0.0420, 0.1122; 0.8), (0.0130, 0.0393, 0.1109, 0.1595; 1.0)]
[(0.1208, 0.1415, 0.0205, 0.2370; 0.8), (0.0742, 0.1127, 0.2409, 0.3061; 1.0)]
[(0.5565, 0.5894, 0.3056, 0.4846; 0.8), (0.4846, 0.5520, 0.6919, 0.7413; 1.0)]

[(0.0004, 0.0004, 0, 0.0072; 0.8), (0, 0, 0.0014, 0.0117; 1.0)]
[(0.1570, 0.2191, 0.2776, 0.3125; 0.8), (0.0829, 0.1522, 0.3223, 0.3996; 1.0)]
[(0.6073, 0.7530, 0.7342, 0.7634; 0.8), (0.5335, 0.6282, 0.7721, 0.8264; 1.0)]

[(0, 0, 0, 0; 1.0), (0, 0, 0, 0; 1.0)]
[(0.1573, 0.1955, 0.2719, 0.3071; 0.8), (0.0928, 0.1614, 0.3141, 0.3954; 1.0)]



T

Step 5. Calculation of the distance matrix M = (mij)3×9.
The distance matrix can be obtained according to Equations (9)–(13).

M =

 0.1002 0.0372 −0.0768 0.2419 −0.0058 −0.1580 0.2541 0 −0.1405
−0.0634 −0.037 0.0906 −0.4064 0.0299 0.0891 −0.0126 0.6779 0.1274
−0.0634 0.0145 −0.0768 −0.2428 −0.0042 0.2209 −0.1814 0.6779 0.1274


Step 6. Rank all alternatives.
The final score value S(Ai) for each alternative can be obtained using Equation (14).

S(A1) = −0.3527,
S(A2) = 1.3279,
S(A3) = 1.2091.

Through the calculation result of the similarity-based MABAC, the medical treatment can be
ranked according to A2 � A3 � A1 where the best alternative is A2.

5.3. Comparison Analysis and Discussion

In order to further verify the effectiveness of the proposed similarity-based MABAC approach in
the interval type-2 fuzzy environment, a comparative study was conducted with other approaches on
the same decision data from Section 5.
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(1) In Reference [52], Wan and Wang proposed an extended VIseKriterijumska Optimizacija I
Kompromisno Resenje (VIKOR) method for multiple criteria decision problem.

According to the following formula from Reference [52], under the same medical data conditions,
the results are as follows:

Qi = v
(Si − S−)
(S+ − S−)

+ (1− v)
(Ri − R−)
(Ri − R−)

, i = 1, 2, 3,

where S+ = max
i

Si, S− = min
i

Si, R+ = max
i

Ri and R− = max
i

Ri, where it was supposed that v = 0.5.

Then Q1 = 0.243, Q2 = 0.095, Q3 = 0.165.
The ranking relations were identified as A2 � A3 � A1. The result is the same as our

proposed approach.
(2) In Reference [53], an extended TOPSIS method in an interval type-2 fuzzy environment was

proposed by Liu. If we apply this method to the same medical data, we get the following results as
shown in Tables 5 and 6.

Table 5. The calculation results of ∆+
ij .

C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 0.1778 0.0529 0 0.6465 0.0158 0.3658 0 0.6526 0.2317
A2 0 0.0073 0.1339 0 0 0.1069 0.2099 0 0
A3 0 0.0362 0 0.1178 0.0158 0 0.4122 0 0

Table 6. The calculation results of ∆−ij .

C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 0 0.0287 0.1339 0 0 0 0.4122 0 0
A2 0.1178 0.0604 0 0.6465 0.0158 0.2589 0.2023 0.6526 0.2317
A3 0.1778 0.0406 0.1339 0.5287 0.0002 0.3658 0 0.6526 0.2317

According to the method from Reference [53], we can obtain the final value of the alternatives as
follows:

C1 = 0.4374, C2 = 0.5745, C3 = 0.5717.

Therefore, the final ranking was A2 � A3 � A1.
(3) In order to elaborate on the advantages of the proposed similarity-based MABAC,

the traditional MABAC method proposed in Reference [41] was used to deal with the same medical
data. We used the Euclidean distance criterion to calculate the distance between the weighted matrix
and the border matrix. The distance matrix M = (mij)3×9 is shown as follows:

M =

 −0.0929 −0.0457 0.0725 −0.3095 −0.0029 −0.1598 0.2626 0 −0.1388
0.0513 0.007 −0.0862 0.4211 0.0252 0.1184 0.0154 0.7372 0.1266
0.0513 −0.0254 0.0725 0.2769 −0.0029 0.2268 0.2022 0.7372 0.1266


Then, we obtained the score of the alternatives as follows:

S(A1) = −0.4144, S(A2) = 1.4161, S(A3) = 1.2609.

Hence, the final order was A2 � A3 � A1.
(4) To further illustrate the advantages of the proposed method, we extended the interval-valued

ELimination Et Choix Traduisant la REalité (ELECTRE) method [54,55] to the medical treatment
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selection problem under the interval type-2 fuzzy number. By applying it to the same medical data,
the aggregated outranking matrix could be determined as follows:

G =

 − 0 0
1 − 0
1 0 −

.

According to the information of the matrix G, outranking relationships were given as
(A2, A3) � A1.

(5) In this paper, the proposed similarity measure was combined with MABAC method to improve
the accuracy of medical decision-making. Therefore, in order to further verify the efficiency of the
proposed similarity measure, the similarity measure proposed by Patra and Mondal [38] was combined
with the MABAC method to make a comparative analysis of the ranking results. First, the comparative

similarity measure was extended to the interval type-2 fuzzy environment. Let
≈
A and

≈
B be two interval

type-2 fuzzy numbers. The extended similarity formula is expressed as follows:

ar
(˜̃AL

)
=

(
aL

4 + aL
3 − aL

2 − aL
1
)
× w ˜̃AL

2
, (15)

ar
(˜̃AU

)
=

(
aU

4 + aU
3 − aU

2 − aU
1
)
× w ˜̃AU

2
, (16)

ar
(˜̃BL

)
=

(
bL

4 + bL
3 − bL

2 − bL
1
)
× w˜̃BL

2
, (17)

ar
(˜̃BU

)
=

(
bU

4 + bU
3 − bU

2 − bU
1
)
× w˜̃BU

2
, (18)

S
( ˜̃A, ˜̃B) =

√
S
(˜̃AL

, ˜̃BL
)
× S

(˜̃AU
, ˜̃BU

)
,

=

√(
1− 1

4

4
∑

i=1

∣∣aL
i − bL

i

∣∣)×(1− 1
2

{∣∣∣∣ar
(˜̃AL

)
− ar

(˜̃BL
)∣∣∣∣+ ∣∣∣∣w ˜̃AL − w˜̃BL

∣∣∣∣})
×
√(

1− 1
4

4
∑

i=1

∣∣aU
i − bU

i

∣∣)×(1− 1
2

{∣∣∣∣ar
(˜̃AU

)
− ar

(˜̃BU
)∣∣∣∣+ ∣∣∣∣w ˜̃AU − w˜̃BU

∣∣∣∣}).

(19)

Then, the same medical data is introduced into the similarity measure and the score of the
alternatives is calculated as follows:

S(A1) = −0.1144, S(A2) = 1.0161, S(A3) = −0.2609.

Hence, the final order was A2 � A1 � A3.
The results of all the methods are compared in Table 7, A2 was always the best alternative, and A1

was always the worst alternative, except when using the last method. Moreover, we can know that the
ranking order of the other five methods gave the same ranking result except for the ELECTRE method
and the similarity-based MABAC method. From the ranking relationship of the ELECTRE method,
we cannot determine the best treatment alternative. Therefore, the result shows that our proposed
approaches were reasonable and effective. In addition, the ranking results of the similarity-based
MABAC method showed that the proposed similarity combined with MABAC method had a higher
decision accuracy.
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Table 7. Ranking results according to six methods.

Methods Ranking Results The Best Alternatives

The extended VIKOR method [52] A2 � A3 � A1 A2

The extended TOPSIS method [53] A2 � A3 � A1 A2

The traditional MABAC method [41] A2 � A3 � A1 A2

The modified ELECTRE method [54] (A2, A3) � A1 A2, A3

The similarity-based MABAC method [38] A2 � A1 � A3 A2

The proposed MABAC method A2 � A3 � A1 A2

Additionally, to prove the proposed MABAC method is superior to the other five methods in
the application of type-2 diabetes mellitus medical care selection, the computational time in seconds
was calculated, as shown in Figure 5. Among them, the modified ELECTRE method consumed the
least amount of time. Although the proposed MABAC method did not consume the least time, it also
proved its superiority in time complexity compared with the other four methods.
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6. Conclusions

In this paper, the new algorithm of the patient-centered treatment selection problem was studied in
detail in an interval type-2 fuzzy environment. The MABAC algorithm was extended to efficiently solve
the patient-centered care problem. First, to overcome the limitations of the existing similarity measures,
we proposed new similarity measures based on the geometric properties. Simultaneously, it proved to
be in accordance with the proposed triangular inequality property, which was first presented in interval
type-2 fuzzy environment. Next, a comparative experiment proved the superiority of the proposed
similarity measure. Then, in order to optimize the composition of the MCDM method and improve the
efficiency and accuracy of the calculation process, we presented a similarity-based MABAC approach
to deal with the medical treatment selection problem in patient-centered environment. Finally, a type-2
diabetes treatment selection problem was given to illustrate the viability and flexibility of the proposed
similarity-based MABAC method. Meanwhile, a comparison analysis was presented in Table 7 and
Figure 5. For future research, we will explore other forms of interval type-2 fuzzy similarity under
other background conditions. In addition, we can extend and explore other decision-making methods
based on IT2FNs to improve the accuracy of medical care decision-making.
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