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#### Abstract

In this article we propose and study a method to solve ordinary differential equations with left-sided fractional Bessel derivatives on semi-axes of Gerasimov-Caputo type. We derive explicit solutions to equations with fractional powers of the Bessel operator using the Meijer integral transform.
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## 1. Introduction

In this article we study differential equations with the fractional powers of the differential Bessel operator of the form

$$
\begin{equation*}
B_{\gamma}=\frac{d^{2}}{d x^{2}}+\frac{\gamma}{x} \frac{d}{d x}, \quad \gamma \geq 0 \tag{1}
\end{equation*}
$$

The first explicit formulas for fractional powers of the Bessel operator on a segment in terms of the Gauss hypergeometric functions appeared in [1]. For more detailed discussion of the fractional powers of (1) on a segment and semi-axes we refer to [2-4]. Fractional powers of the hyper-Bessel differential operator

$$
\mathbf{B}_{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{m}}=x^{\alpha_{0}} \frac{d}{d x} x^{\alpha_{1}} \frac{d}{d x} \ldots x^{\alpha_{m-1}} \frac{d}{d x} x^{\alpha_{m}}
$$

with real parameters $\alpha_{0}, \ldots, \alpha_{m}$ was studied in the paper [5] and continued in [6-9]. The Bessel operator (1) corresponds to $\mathbf{B}_{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{m}}$ when

$$
m=2, \alpha_{0}=-1, \alpha_{1}=2-\gamma, \alpha_{2}=\gamma-1,
$$

or, equivalently,

$$
m=2, \alpha_{0}=-\gamma, \alpha_{1}=\gamma, \alpha_{2}=0
$$

For other integral operators connected with the Bessel operator see [10-12].
Equations with fractional Bessel derivatives have not been studied before due to the lack of suitable tools for their study. The first aim of this article is to present one such tool, namely, the Meijer integral transform. This transform plays the same role for the left-sided Bessel fractional derivative on semi-axes as the Laplace transform plays for the left-sided Gerasimov-Caputo fractional derivative on semi-axes. Another aim is to show that power functions multiplied by the Fox-Wright functions are the fundamental system of solutions to the left-sided Bessel fractional derivative of Gerasimov-Caputo type on semi-axes. Equations with fractional Bessel derivatives are extremely interesting from a
theoretical point of view, but also arise in applications such as problems of the random walk of a particle [13,14].

In ([15], p. 312), the Laplace transform method was applied to derive an explicit solution to a homogeneous equation of the form

$$
\begin{equation*}
\left({ }^{C} D_{0+}^{\alpha} f\right)(x)=\lambda f(x), \quad x>0, \quad l-1<\alpha \leq l, \quad l \in \mathbb{N}, \quad \lambda \in \mathbb{R} \tag{2}
\end{equation*}
$$

where for non-integer $\alpha>0$

$$
\begin{equation*}
\left({ }^{C} D_{0+}^{\alpha} f\right)(x)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{x} \frac{f^{(n)}(t) d t}{(x-t)^{\alpha+1-n}}, \quad x \in[0, \infty) \tag{3}
\end{equation*}
$$

is the left-sided Gerasimov-Caputo fractional derivative on semi-axes ([15,16], p. 97, Formula 2.4.47) and for $\alpha=n=0,1,2, \ldots$

$$
\left({ }^{C} D_{0+}^{n} f\right)(x)=f^{(n)}(x)
$$

Gerasimov [16] derived and solved fractional-order partial differential equations with the derivative (3) for applied mechanical problems in 1948.

The conditions

$$
\begin{equation*}
f^{k}(0+)=d_{k}, \quad k=0,1, \ldots, l-1, \quad d_{k} \in \mathbb{R} \tag{4}
\end{equation*}
$$

were added to Equation (2). The solution to the problem (2)-(4) is (see [15], p. 312)

$$
\begin{equation*}
f(x)=\sum_{k=0}^{l-1} d_{k} x^{k} E_{\alpha, k+1}\left(\lambda x^{\alpha}\right) \tag{5}
\end{equation*}
$$

where $E_{\alpha, \beta}$ is the Mittag-Leffler function (15).
In this article we apply the Meijer transform to derive explicit solutions $f$ to homogeneous equations of the form

$$
\left(\mathcal{B}_{\gamma, 0+}^{\alpha} f\right)(x)=\lambda f(x),
$$

where the positive real power of (1) is defined by (26).

## 2. Basic Definitions

### 2.1. Special Functions

First, we give definitions of some special functions which we will use.
The modified Bessel functions (or occasionally the hyperbolic Bessel functions) of the first and second kind $I_{\alpha}(x)$ and $K_{\alpha}(x)$ are defined as (see [17-20]; for the generalization, see [21])

$$
\begin{align*}
I_{\alpha}(x)=i^{-\alpha} J_{\alpha}(i x) & =\sum_{m=0}^{\infty} \frac{1}{m!\Gamma(m+\alpha+1)}\left(\frac{x}{2}\right)^{2 m+\alpha},  \tag{6}\\
K_{\alpha}(x) & =\frac{\pi}{2} \frac{I_{-\alpha}(x)-I_{\alpha}(x)}{\sin (\alpha \pi)}, \tag{7}
\end{align*}
$$

where $\alpha$ is a non-integer. For integer $\alpha$, the limit is used. It is obvious that $K_{\alpha}(x)=K_{-\alpha}(x)$. For small arguments $0<|r| \ll \sqrt{v+1}$, we have

$$
K_{v}(r) \sim\left\{\begin{array}{l}
-\ln \left(\frac{r}{2}\right)-\vartheta \text { if } v=0  \tag{8}\\
\frac{\Gamma(v)}{2^{1-v}} r^{-v} \text { if } v>0
\end{array}\right.
$$

where

$$
\vartheta=\lim _{n \rightarrow \infty}\left(-\ln n+\sum_{k=1}^{n} \frac{1}{k}\right)=\int_{1}^{\infty}\left(-\frac{1}{x}+\frac{1}{\lfloor x\rfloor}\right) d x
$$

is the Euler-Mascheroni constant [22].
The kernel of the Meijer transform is the normalized modified Bessel function of the second kind $k_{v}$ defined by the formula

$$
\begin{equation*}
k_{v}(x)=\frac{2^{v} \Gamma(v+1)}{x^{v}} K_{v}(x) \tag{9}
\end{equation*}
$$

where $K_{v}$ is modified Bessel function of the second kind (7).
The normalized modified Bessel function of the second kind has the following properties:

$$
\begin{gather*}
\lim _{x \rightarrow 0} k_{v}(x)=\frac{\Gamma(-v)}{2^{2 v+1} \Gamma(1+v)}, \quad v<0, \quad-v \notin \mathbb{N}  \tag{10}\\
\lim _{x \rightarrow 0} x^{\alpha} k_{0}(x)=0, \quad \alpha>0, \quad \lim _{x \rightarrow 0} \frac{1}{\ln x} k_{0}(x)=-1  \tag{11}\\
\lim _{x \rightarrow 0} x^{2 v} k_{v}(x)=\frac{1}{2 v}, \quad v>0  \tag{12}\\
\lim _{x \rightarrow 0} x^{2 v+1} \frac{d k_{v}(x)}{d x}=-1, \quad v>-1 \tag{13}
\end{gather*}
$$

The kernel of the left-sided Bessel fractional derivative on semi-axes is the hypergeometric Gauss function which is inside the circle $|z|<1$ determined as the sum of the hypergeometric series (see [22], p. 373, formula 15.3.1)

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=F(a, b, c ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k}} \frac{z^{k}}{k!} \tag{14}
\end{equation*}
$$

and for $|z| \geq 1$ it is obtained by analytic continuation of this series. In (14) parameters $a, b, c$ and variable $z$ can be complex, and $c \neq 0,-1,-2, \ldots$. Multiplier $(a)_{k}$ is the Pohgammer symbol $(z)_{n}=$ $z(z+1) \ldots(z+n-1), n=1,2, \ldots,(z)_{0} \equiv 1$.

The Mittag-Leffler function $E_{\alpha, \beta}(z)$ is an entire function of order $1 / \alpha$ defined by the following series when the real part of $\alpha$ is strictly positive:

$$
\begin{equation*}
E_{\alpha, \beta}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\alpha n+\beta)}, z \in \mathbb{C}, \alpha, \beta \in \mathbb{C}, \operatorname{Re} \alpha>0, \operatorname{Re} \beta>0 \tag{15}
\end{equation*}
$$

The function (15) was introduced by Gösta Mittag-Leffler in 1903 for $\alpha=1$ and A. Wiman in 1905 in the general case. The first applications of these functions by Mittag-Leffler and Wiman were applications in complex analysis (non-trivial examples of entire functions with non-integer orders of growth and generalized summation methods). In the USSR, these functions became popularly known after the publication of the famous monograph by M. M. Dzhrbashyan [23] (see also his later monograph [24]). The most famous application of the Mittag-Leffler functions in the theory of integro-differential equations and fractional calculus is the fact that through them the resolvent of the Riemann-Liouville fractional integral is explicitly expressed in accordance with the famous Hille-Tamarkin-Dzhrbashyan formula [25]. In view of the numerous applications to the solution of fractional differential equations, this function was deservedly named in [26] the "Royal function of fractional calculus".

The Fox-Wright function ${ }_{p} \Psi_{q}(z)$ is defined for $z \in \mathbb{C}, a_{l}, b_{j} \in \mathbb{C}, \alpha_{l}, \beta_{j} \in \mathbb{R}, l=1, \ldots, p$; $j=1, \ldots, q$ by the series (see $[27,28]$ )

$$
{ }_{p} \Psi_{q}(z)={ }_{p} \Psi_{q}\left[\left.\begin{array}{c}
\left(a_{l}, \alpha_{l}\right)_{1, p}  \tag{16}\\
\left(b_{j}, \beta_{j}\right)_{1, q}
\end{array} \right\rvert\, z\right]=\sum_{k=0}^{\infty} \frac{\prod_{l=1}^{p} \Gamma\left(a_{l}+\alpha_{l} k\right)}{\prod_{j=1}^{q} \Gamma\left(b_{j}+\beta_{j} k\right)} \frac{z^{k}}{k!} .
$$

If the condition

$$
\sum_{j=1}^{q} \beta_{j}-\sum_{l=1}^{p} \alpha_{l}>-1
$$

is satisfied, the series in (16) is convergent for any $z \in \mathbb{C}$. Let

$$
\begin{aligned}
\delta & =\prod_{l=1}^{p}\left|\alpha_{l}\right|^{-\alpha_{l}} \prod_{j=1}^{q}\left|\beta_{j}\right|^{\beta_{j}} \\
\mu & =\sum_{j=1}^{q} b_{j}-\sum_{l=1}^{p} a_{l}+\frac{p-q}{2} .
\end{aligned}
$$

If

$$
\sum_{j=1}^{q} \beta_{j}-\sum_{l=1}^{p} \alpha_{l}=-1
$$

then the series in (16) is absolutely convergent for $|z|<\delta$ and for $|z|=\delta$ and $\operatorname{Re} \mu>\frac{1}{2}$. The same role the Mittag-Leffler function plays for ordinary fractional calculus is played by the Fox-Wright function for fractional powers of the Bessel operator.

Using the Fox-Wright function (16), we can write

$$
E_{\alpha, \beta}(z)={ }_{1} \Psi_{1}\left[\begin{array}{c|c}
(1,1) & z] .  \tag{17}\\
(\beta, \alpha) & z
\end{array}\right.
$$

### 2.2. Integral Transforms and Transmutation Poisson Operator

In this subsection we present Laplace and Meijer integral transforms and their connection by applying the transmutation Poisson operator.

The Laplace transform of a function $f(t)$, defined for all real numbers $t>0$, is the function $F(s)$, which is a unilateral transform defined by

$$
\begin{equation*}
\mathcal{L}[f](s)=F(s)=\int_{0}^{\infty} f(t) e^{-s t} d t \tag{18}
\end{equation*}
$$

where $s$ is a complex number frequency parameter $s=\sigma+i \omega$, with real numbers $\sigma$ and $\omega$.
Let $E_{a}, a \in \mathbb{R}$ be the space of functions $f: \mathbb{R} \rightarrow \mathbb{C}, f \in L_{1}^{\text {loc }}(\mathbb{R})$ such that $\int_{0}^{\infty}|f(t)| e^{-a t} d t<\infty$ and $f(t)$ vanishes if $t<0$.

Let $f \in E_{a}$. Then, the Laplace integral (18) is absolutely and uniformly convergent on $\bar{H}_{a}=\{p$ : $p \in \mathbb{C}, \operatorname{Re} p \geq a\}$. The Laplace transform of function $f \in E_{a}$ is bounded on $\bar{H}_{a}$ and it is an analytic function on $H_{a}=\{p: p \in \mathbb{C}, \operatorname{Re} p>a\}$ (see [29], p. 28).

Let $f \in E_{a}$ be smooth on every interval $(a, b) \in \mathbb{R}_{+}$. Then in points $t$ of continuity the complex inversion formula

$$
\mathcal{L}^{-1}[F](t)=f(t)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} F(s) e^{t s} d s, \quad c>a
$$

holds (see [29], p. 37).
The Laplace transform of the Mittag-Leffler function multiplied by a power function is (see [15], p. 47, Formula 1.9.13, where $\rho=1$ ):

$$
\begin{equation*}
\mathcal{L}\left[x^{\beta-1} E_{\alpha, \beta}\left(\lambda x^{\alpha}\right)\right](s)=\frac{s^{\alpha-\beta}}{s^{\alpha}-\lambda} \tag{19}
\end{equation*}
$$

For functions $f$, the integral transforms involving the Bessel function $k_{\frac{\gamma-1}{2}}, \gamma \geq 1$ as kernel is the Meijer transform defined by

$$
\begin{equation*}
\mathcal{K}_{\gamma}[f](\xi)=F(\xi)=\int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi) f(x) x^{\gamma} d x \tag{20}
\end{equation*}
$$

The transform (20) is the modification of K-transform from ([29] p. 93, formula 1.8.48), and has the same properties but with the other asymptotic behavior of the functions (see also [30]). In [31], an integral transform enfolding kernels of a Meijer $G$ type function is considered.

Let $f \in L_{1}^{l o c}\left(\mathbb{R}_{+}\right)$and $f(t)=o\left(t^{\beta-\frac{\gamma}{2}}\right)$ as $t \rightarrow+0$, where $\beta>\frac{\gamma}{2}-2$ if $\gamma>1$, and $\beta>-1$ if $\gamma=1$. Furthermore, let $f(t)=0\left(e^{a t}\right)$ as $t \rightarrow+\infty$. Then, its Meijer transform exists a.e. for $\operatorname{Re} \xi>a$ (see [29], p. 94).

If $0<\gamma<2$ and $F(\xi)$ is analytic on the half-plane $H_{a}=\{p \in \mathbb{C}: \operatorname{Re} p \geq a\}, a \leq 0$ and $s^{\frac{\gamma}{2}-1} F(\xi) \rightarrow 0,|\xi| \rightarrow+\infty$, uniformly with respect to $\arg s$ then for any number $c, c>a$ the inverse transform $\mathcal{K}_{\gamma}^{-1}$ is (see [29], p. 94)

$$
\begin{equation*}
\mathcal{K}_{\gamma}^{-1}[\widehat{f}](x)=f(x)=\frac{1}{\pi i} \int_{c-i \infty}^{c+i \infty} \widehat{f}(\xi) i_{\frac{\gamma-1}{2}}(x \xi) \xi^{\gamma} d \xi \tag{21}
\end{equation*}
$$

The inversion formula (21) is not convenient for calculations and has the condition $0<\gamma<2$. Here we present another inversion formula using a transmutation Poisson operator.

Let $\gamma>0$. The one-dimensional Poisson operator is defined for the integrable function $f$ by the equality

$$
\begin{equation*}
\mathcal{P}_{x}^{\gamma} f(x)=\frac{2 C(\gamma)}{x^{\gamma-1}} \int_{0}^{x}\left(x^{2}-t^{2}\right)^{\frac{\gamma}{2}-1} f(t) d t, \quad C(\gamma)=\frac{\Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{\gamma}{2}\right)} \tag{22}
\end{equation*}
$$

The constant $C(\gamma)$ is chosen so that $\mathcal{P}_{x}^{\gamma}[1]=1$ (see [2]).
The left inverse operator for (22) for $\gamma>0$ for any summable function $H(x)$ is defined by

$$
\begin{equation*}
\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} H(x)=\frac{2 \sqrt{\pi} x}{\Gamma\left(\frac{\gamma+1}{2}\right) \Gamma\left(n-\frac{\gamma}{2}\right)}\left(\frac{d}{2 x d x}\right)^{n} \int_{0}^{x} H(z)\left(x^{2}-z^{2}\right)^{n-\frac{\gamma}{2}-1} z^{\gamma} d z \tag{23}
\end{equation*}
$$

where $n=\left[\frac{\gamma}{2}\right]+1$.
In order to find $f(x)$ from the equality

$$
\mathcal{K}_{\gamma}[f](\xi)=(\mathcal{L} F(z))(\xi)=g(\xi)
$$

apply to the kernel of (20) the formula

$$
K_{\alpha}(x \xi)=\frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\alpha+\frac{1}{2}\right)}\left(\frac{x \xi}{2}\right)^{\alpha} \int_{1}^{\infty} e^{-x \xi t}\left(t^{2}-1\right)^{\alpha-\frac{1}{2}} d t=\{x t=z\}
$$

$$
=\frac{\sqrt{\pi}}{\Gamma\left(\alpha+\frac{1}{2}\right)}\left(\frac{\xi}{2 x}\right)^{\alpha} \int_{x}^{\infty} e^{-\xi z}\left(z^{2}-x^{2}\right)^{\alpha-\frac{1}{2}} d z
$$

from ([17], p. 190, formula (4)). Then,

$$
\begin{gathered}
k_{\frac{\gamma-1}{2}}(x \xi)=\frac{2^{\frac{1-\gamma}{2}}}{\Gamma\left(\frac{\gamma+1}{2}\right)(x \xi)^{\frac{\gamma-1}{2}}} K_{\frac{\gamma-1}{2}}(x \xi) \\
=\frac{2^{\frac{1-\gamma}{2}}}{\Gamma\left(\frac{\gamma+1}{2}\right)(x \xi)^{\frac{\gamma-1}{2}}} \frac{\sqrt{\pi}}{\Gamma\left(\frac{\gamma}{2}\right)}\left(\frac{\xi}{2 x}\right)^{\frac{\gamma-1}{2}} \int_{x}^{\infty} e^{-\xi z}\left(z^{2}-x^{2}\right)^{\frac{\gamma}{2}-1} d z \\
=\frac{2^{1-\gamma} \sqrt{\pi}}{x^{\gamma-1} \Gamma\left(\frac{\gamma+1}{2}\right) \Gamma\left(\frac{\gamma}{2}\right)} \int_{x}^{\infty} e^{-\xi z}\left(z^{2}-x^{2}\right)^{\frac{\gamma}{2}-1} d z
\end{gathered}
$$

Therefore

$$
\begin{aligned}
& \mathcal{K}_{\gamma}[f](\xi)=\widehat{f}(\xi)=\int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi) f(x) x^{\gamma} d x \\
= & \frac{2^{1-\gamma} \sqrt{\pi}}{\Gamma\left(\frac{\gamma+1}{2}\right) \Gamma\left(\frac{\gamma}{2}\right)} \int_{0}^{\infty} f(x) x d x \int_{x}^{\infty} e^{-\xi z}\left(z^{2}-x^{2}\right)^{\frac{\gamma}{2}-1} d z \\
= & \frac{2^{1-\gamma} \sqrt{\pi}}{\Gamma\left(\frac{\gamma+1}{2}\right) \Gamma\left(\frac{\gamma}{2}\right)} \int_{0}^{\infty} e^{-\xi z} d z \int_{0}^{z} f(x)\left(z^{2}-x^{2}\right)^{\frac{\gamma}{2}-1} x d x
\end{aligned}
$$

Using the Poisson operator (22) and Laplace transform (18) we get

$$
\mathcal{K}_{\gamma}[f](\xi)=\int_{0}^{\infty} e^{-\zeta z} F(z) d z=(\mathcal{L} F(z))(\xi)
$$

where

$$
F(z)=A_{\gamma} z^{\gamma-1} \mathcal{P}_{z}^{\gamma} z f(z), \quad A_{\gamma}=\frac{\pi}{2^{\gamma} \Gamma^{2}\left(\frac{\gamma+1}{2}\right)}
$$

So, in order to find $f(x)$ from the equality

$$
\mathcal{K}_{\gamma}[f](\xi)=\left(\mathcal{L} A_{\gamma} z^{\gamma-1} \mathcal{P}_{z}^{\gamma} z f(z)\right)(\xi)=g(\xi)
$$

we should first do an inverse Laplace transform and then we should apply the inverse Poisson operator. So, the inverse formula for functions $g$ such that $\left(\mathcal{L}^{-1} g\right)(x)$ exists and $x^{1-\gamma}\left(\mathcal{L}^{-1} g\right)(x)$ is summable is

$$
\begin{equation*}
f(x)=\mathcal{K}_{\gamma}^{-1}[g](x)=\frac{1}{A_{\gamma} x}\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} x^{1-\gamma}\left(\mathcal{L}^{-1} g\right)(x), \quad g=\mathcal{K}_{\gamma}[f] \tag{24}
\end{equation*}
$$

## 3. Left-Sided Fractional Bessel Integral and Derivative on Semi-Axes

### 3.1. Definitions of Left-Sided Fractional Bessel Integral and Derivative on Semi-Axes

In this subsection we introduce the so-called left-sided fractional Bessel integral and derivative on semi-axes.

Let $\alpha>0, \gamma>0$. The left-sided fractional Bessel integral on semi-axes $B_{\gamma, 0+}^{-\alpha}$ for $f \in L[0, \infty)$ is defined by the formula

$$
\begin{gather*}
\left(B_{\gamma, 0+}^{-\alpha} f\right)(x)=\left(I B_{\gamma, 0+}^{\alpha} f\right)(x) \\
=\frac{1}{\Gamma(2 \alpha)} \int_{0}^{x}\left(\frac{y}{x}\right)^{\gamma}\left(\frac{x^{2}-y^{2}}{2 x}\right)^{2 \alpha-1}{ }_{2} F_{1}\left(\alpha+\frac{\gamma-1}{2}, \alpha ; 2 \alpha ; 1-\frac{y^{2}}{x^{2}}\right) f(y) d y . \tag{25}
\end{gather*}
$$

For $\alpha<0$, formula (25) can be continued analytically and $\left(B_{\gamma, 0+}^{0} f\right)(x)=f(x)$.
In [5], spaces adapted to work with operators of the form $B_{\gamma, 0+}^{\alpha}, \alpha \in \mathbb{R}$ were introduced:

$$
\begin{gathered}
F_{p}=\left\{\varphi \in C^{\infty}(0, \infty): x^{k} \frac{d^{k} \varphi}{d x^{k}} \in L^{p}(0, \infty) \text { for } k=0,1,2, \ldots\right\}, \quad 1 \leq p<\infty, \\
F_{\infty}=\left\{\varphi \in C^{\infty}(0, \infty): x^{k} \frac{d^{k} \varphi}{d x^{k}} \rightarrow 0 \text { as } x \rightarrow 0+\text { and as } x \rightarrow \infty \text { for } k=0,1,2, \ldots\right\}
\end{gathered}
$$

and

$$
F_{p, \mu}=\left\{\varphi: x^{-\mu} \varphi(x) \in F_{p}\right\}, \quad 1 \leq p \leq \infty, \quad \mu \in \mathbb{C}
$$

We present here theorems that are special cases of theorems from [5].
Theorem 1. Let $\alpha \in \mathbb{R}$. For all $p, \mu$ and $\gamma>0$ such that $\mu \neq \frac{1}{p}-2 m, \gamma \neq \frac{1}{p}-\mu-2 m+1, m=1,2 \ldots$, the operator $B_{\gamma, 0+}^{\alpha}$ is a continuous linear mapping from $F_{p, \mu} \mu$ into $F_{p, \mu-2 \alpha}$. If also $2 \alpha \neq \mu-\frac{1}{p}+2 m$ and $\gamma-2 \alpha \neq \frac{1}{p}-\mu-2 m+1, m=1,2 \ldots$, then $B_{\gamma, 0+}^{\alpha}$ is a homeomorphism from $F_{p}, \mu$ onto $F_{p, \mu-2 \alpha}$ with inverse $B_{\gamma, 0+}^{-\alpha}$.

Let us compare the fractional Bessel integral $B_{\gamma, 0+}^{-\alpha}$ with the well-known Riemann-Liouville fractional integral $I_{0+}^{2 \alpha}$. For this purpose, let us put $\gamma=0$ :

$$
\begin{aligned}
\left(B_{0,0+}^{-\alpha} f\right)(x)= & \frac{1}{\Gamma(2 \alpha)} \int_{a}^{x}\left(\frac{x^{2}-y^{2}}{2 x}\right)^{2 \alpha-1}{ }_{2} F_{1}\left(\alpha-\frac{1}{2}, \alpha ; 2 \alpha ; 1-\frac{y^{2}}{x^{2}}\right) f(y) d y \\
& =\frac{1}{\Gamma(2 \alpha)} \int_{0}^{x}\left(\frac{x^{2}-y^{2}}{2 x}\right)^{2 \alpha-1}\left[\frac{2 x}{x+y}\right]^{2 \alpha-1} f(y) d y \\
& =\frac{1}{\Gamma(2 \alpha)} \int_{0}^{x}(x-y)^{2 \alpha-1} f(y) d y=\left(I_{0+}^{2 \alpha} f\right)(x) .
\end{aligned}
$$

Now, we would like to have the explicit formula for $B_{\gamma}^{\alpha}$ when $\alpha>0$. For applications, it is better to use the generalization of the Gerasimov-Caputo fractional derivative (3).

Let $n=[\alpha]+1, f \in L[0, \infty), I B_{\gamma, b-}^{n-\alpha} f, I B_{\gamma, b-}^{n-\alpha} f \in C_{e v}^{2 n}(0, \infty)$. The left-sided fractional Bessel derivatives on semi-axes of Gerasimov-Caputo type are defined by the equality

$$
\begin{equation*}
\left(\mathcal{B}_{\gamma, 0+}^{\alpha} f\right)(x)=\left(I B_{\gamma, 0+}^{n-\alpha} B_{\gamma}^{n} f\right)(x) . \tag{26}
\end{equation*}
$$

It is easy to see that

$$
\left(\mathcal{B}_{0,0+}^{\alpha} f\right)(x)=\left({ }^{C} D_{0+}^{2 \alpha} f\right)(x)
$$

where $\left({ }^{C} D_{0+}^{2 \alpha} f\right)(x)$ is defined by (3).

Following [1,5] we present the following results. Let $\operatorname{Re}(2 \eta+\mu)+2>1 / p$, and $\varphi \in F_{p, \mu}$. For $\operatorname{Re} \alpha>0$, we define $I_{2}^{\eta, \alpha} \varphi$ by the formula

$$
\begin{equation*}
I_{2}^{\eta, \alpha} \varphi(x)=\frac{2}{\Gamma(\alpha)} x^{-2 \eta-2 \alpha} \int_{0}^{x}\left(x^{2}-u^{2}\right)^{\alpha-1} u^{2 \eta+1} \varphi(u) d u \tag{27}
\end{equation*}
$$

The definition of $I_{2}^{\eta, \alpha}$ is extended to $\operatorname{Re} \alpha \leq 0$ by means of the formula

$$
\begin{equation*}
I_{2}^{\eta, \alpha} \varphi=(\eta+\alpha+1) I_{2}^{\eta, \alpha+1} \varphi+\frac{1}{2} I_{2}^{\eta, \alpha+1} x \frac{d \varphi}{d x} . \tag{28}
\end{equation*}
$$

Theorem 2. The following factorization of (25) is valid:

$$
\begin{equation*}
\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x)=\left(\frac{x}{2}\right)^{2 \alpha} I_{2}^{\frac{\gamma-1}{2}, \alpha} I_{2}^{0, \alpha} \varphi \tag{29}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{2}^{0, \alpha} \varphi(x) & =\frac{2}{\Gamma(\alpha)} x^{-2 \alpha} \int_{0}^{x}\left(x^{2}-u^{2}\right)^{\alpha-1} u \varphi(u) d u \\
I_{2}^{\frac{\gamma-1}{2}, \alpha} \varphi(x) & =\frac{2}{\Gamma(\alpha)} x^{1-\gamma-2 \alpha} \int_{0}^{x}\left(x^{2}-u^{2}\right)^{\alpha-1} u^{\gamma} \varphi(u) d u .
\end{aligned}
$$

Proof. We have

$$
\begin{gathered}
\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x) \\
=\frac{1}{\Gamma(2 \alpha)} \int_{0}^{x}\left(\frac{u}{x}\right)^{\gamma}\left(\frac{x^{2}-u^{2}}{2 x}\right)^{2 \alpha-1}{ }_{2} F_{1}\left(\alpha+\frac{\gamma-1}{2}, \alpha ; 2 \alpha ; 1-\frac{u^{2}}{x^{2}}\right) \varphi(u) d u \\
=2^{-2 \alpha} x^{2 \alpha} I_{2}^{\frac{\gamma-1}{2}, \alpha} I_{2}^{0, \alpha} \varphi \\
=\frac{2^{1-2 \alpha} x^{2 \alpha}}{\Gamma(\alpha)} I_{2}^{\frac{\gamma-1}{2}, \alpha} y^{-2 \alpha} \int_{0}^{y}\left(y^{2}-u^{2}\right)^{\alpha-1} u \varphi(u) d u \\
=\frac{2^{2-2 \alpha} x^{2 \alpha}}{\Gamma^{2}(\alpha)} x x^{-\gamma+1-2 \alpha} \int_{0}^{x}\left(x^{2}-y^{2}\right)^{\alpha-1} y^{\gamma-2 \alpha} d y \int_{0}^{y}\left(y^{2}-u^{2}\right)^{\alpha-1} u \varphi(u) d u \\
=\frac{2^{2-2 \alpha}}{\Gamma^{2}(\alpha)} x^{1-\gamma} \int_{0}^{x} u \varphi(u) d u \int_{u}^{x}\left(y^{2}-u^{2}\right)^{\alpha-1}\left(x^{2}-y^{2}\right)^{\alpha-1} y^{\gamma-2 \alpha} d y .
\end{gathered}
$$

Find

$$
\begin{gathered}
\int_{u}^{x}\left(y^{2}-u^{2}\right)^{\alpha-1}\left(x^{2}-y^{2}\right)^{\alpha-1} y^{\gamma-2 \alpha} d y=\left\{y^{2}=t\right\}=\frac{1}{2} \int_{u^{2}}^{x^{2}}\left(t-u^{2}\right)^{\alpha-1}\left(x^{2}-t\right)^{\alpha-1} t^{\frac{\gamma-1}{2}-\alpha} d t \\
=\frac{\sqrt{\pi} \Gamma(\alpha)}{2^{2 \alpha} \Gamma\left(\alpha+\frac{1}{2}\right)}\left(x^{2}-u^{2}\right)^{2 \alpha-1} u^{-2 \alpha+\gamma-1}{ }_{2} F_{1}\left(\alpha+\frac{1-\gamma}{2}, \alpha ; 2 \alpha ; 1-\frac{x^{2}}{u^{2}}\right)
\end{gathered}
$$

Using formula (see [22])

$$
{ }_{2} F_{1}(a, b ; c ; z)=(1-z)^{-a}{ }_{2} F_{1}\left(a, c-b ; c ; \frac{z}{z-1}\right)
$$

we obtain

$$
\begin{gathered}
{ }_{2} F_{1}\left(\alpha+\frac{1-\gamma}{2}, \alpha ; 2 \alpha ; 1-\frac{x^{2}}{u^{2}}\right){ }_{2} F_{1}\left(\alpha, \alpha+\frac{1-\gamma}{2} ; 2 \alpha ; 1-\frac{x^{2}}{u^{2}}\right) \\
\quad=\left(\frac{x^{2}}{u^{2}}\right)^{-\alpha}{ }_{2} F_{1}\left(\alpha, \alpha+\frac{\gamma-1}{2} ; 2 \alpha ; 1-\frac{u^{2}}{x^{2}}\right) \\
\quad=\left(\frac{x^{2}}{u^{2}}\right)^{-\alpha}{ }_{2} F_{1}\left(\alpha+\frac{\gamma-1}{2}, \alpha ; 2 \alpha ; 1-\frac{u^{2}}{x^{2}}\right)
\end{gathered}
$$

and

$$
\begin{gathered}
\int_{u}^{x}\left(y^{2}-u^{2}\right)^{\alpha-1}\left(x^{2}-y^{2}\right)^{\alpha-1} y^{\gamma-2 \alpha} d y=\frac{\sqrt{\pi} \Gamma(\alpha)}{2^{2 \alpha} \Gamma\left(\alpha+\frac{1}{2}\right)} \\
\times\left(x^{2}-u^{2}\right)^{2 \alpha-1} u^{-2 \alpha+\gamma-1}\left(\frac{x^{2}}{u^{2}}\right)^{-\alpha}{ }_{2} F_{1}\left(\alpha, \alpha+\frac{\gamma-1}{2} ; 2 \alpha ; 1-\frac{u^{2}}{x^{2}}\right) \\
=\frac{\sqrt{\pi} \Gamma(\alpha)}{2^{2 \alpha} \Gamma\left(\alpha+\frac{1}{2}\right)}\left(x^{2}-u^{2}\right)^{2 \alpha-1} u^{\gamma-1} x^{-2 \alpha}{ }_{2} F_{1}\left(\alpha, \alpha+\frac{\gamma-1}{2} ; 2 \alpha ; 1-\frac{u^{2}}{x^{2}}\right) .
\end{gathered}
$$

Finally

$$
\begin{gathered}
\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x)=\frac{2^{2(1-2 \alpha)} \sqrt{\pi}}{\Gamma(\alpha) \Gamma\left(\alpha+\frac{1}{2}\right)} x^{1-\gamma-2 \alpha} \\
\times \int_{0}^{x}\left(x^{2}-u^{2}\right)^{2 \alpha-1} u^{\gamma}{ }_{2} F_{1}\left(\alpha+\frac{\gamma-1}{2}, \alpha ; 2 \alpha ; 1-\frac{u^{2}}{x^{2}}\right) \varphi(u) d u
\end{gathered}
$$

Applying the duplication formula

$$
\Gamma(\alpha) \Gamma\left(\alpha+\frac{1}{2}\right)=2^{1-2 \alpha} \sqrt{\pi} \Gamma(2 \alpha)
$$

we obtain

$$
\begin{gathered}
\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x)=\frac{2^{1-2 \alpha}}{\Gamma(2 \alpha)} x^{1-\gamma-2 \alpha} \\
\times \int_{0}^{x}\left(x^{2}-u^{2}\right)^{2 \alpha-1} u^{\gamma}{ }_{2} F_{1}\left(\alpha+\frac{\gamma-1}{2}, \alpha ; 2 \alpha ; 1-\frac{u^{2}}{x^{2}}\right) \varphi(u) d u \\
=\frac{1}{\Gamma(2 \alpha)} \int_{0}^{x}\left(\frac{x^{2}-u^{2}}{2 x}\right)^{2 \alpha-1}\left(\frac{u}{x}\right)^{\gamma}{ }_{2} F_{1}\left(\alpha+\frac{\gamma-1}{2}, \alpha ; 2 \alpha ; 1-\frac{u^{2}}{x^{2}}\right) \varphi(u) d u .
\end{gathered}
$$

This gives (29). The proof is complete.

### 3.2. Meijer Transform of Left-Sided Fractional Bessel Integral and Derivative on Semi-Axes

In this subsection we apply the Meijer transform to the left-sided fractional Bessel integral and derivative on semi-axes and then in Section 4 we use these results to construct explicit solutions of linear differential equations involving the left-sided fractional Bessel derivatives on semi-axes of Gerasimov-Caputo type with constant coefficients.

Theorem 3. Let $\alpha>0$. The Meijer transform of $B_{\gamma, 0+}^{-\alpha}$ for proper functions is

$$
\begin{equation*}
\mathcal{K}_{\gamma}\left[\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x)\right](\xi)=\xi^{-2 \alpha} \mathcal{K}_{\gamma} \varphi(\xi) \tag{30}
\end{equation*}
$$

Proof. We start with (30). Let $g(x)=I_{2}^{0, \alpha} \varphi(x)$. Then, using the factorization (29), we obtain

$$
\begin{gathered}
\mathcal{K}_{\gamma}\left[\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x)\right](\xi)=\int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi)\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x) x^{\gamma} d x \\
=\frac{1}{2^{2 \alpha}} \int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi) I_{2}^{\frac{\gamma-1}{2}, \alpha} I_{2}^{0, \alpha} \varphi(x) x^{2 \alpha+\gamma} d x \\
=\frac{1}{2^{2 \alpha}} \int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi) I_{2}^{\frac{\gamma-1}{2}, \alpha} g(x) x^{2 \alpha+\gamma} d x \\
=\frac{1}{2^{2 \alpha-1} \Gamma(\alpha)} \int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi) x d x \int_{0}^{x}\left(x^{2}-u^{2}\right)^{\alpha-1} u^{\gamma} g(u) d u \\
=\frac{1}{2^{2 \alpha-1} \Gamma(\alpha)} \int_{0}^{\infty} u^{\gamma} g(u) d u \int_{u}^{\infty}\left(x^{2}-u^{2}\right)^{\alpha-1} k_{\frac{\gamma-1}{2}}(x \xi) x d x .
\end{gathered}
$$

Consider the inner integral. Using formula 2.16.3.7 from [32] of the form

$$
\begin{equation*}
\int_{a}^{\infty} x^{1 \pm \rho}\left(x^{2}-a^{2}\right)^{\beta-1} K_{\rho}(c x) d x=2^{\beta-1} a^{\beta \pm \rho} c^{-\beta} \Gamma(\beta) K_{\rho \pm \beta}(a c), \quad a, c, \beta>0 \tag{31}
\end{equation*}
$$

we get

$$
\begin{gathered}
\int_{u}^{\infty}\left(x^{2}-u^{2}\right)^{\alpha-1} k_{\frac{\gamma-1}{2}}(x \xi) x d x=\frac{2^{\frac{\gamma-1}{2}} \Gamma\left(\frac{\gamma+1}{2}\right)}{\xi^{\frac{\gamma-1}{2}}} \int_{u}^{\infty}\left(x^{2}-u^{2}\right)^{\alpha-1} K_{\frac{\gamma-1}{2}}(x \xi) x^{1-\frac{\gamma-1}{2}} d x \\
=\frac{2^{\frac{\gamma-1}{2}} \Gamma\left(\frac{\gamma+1}{2}\right)}{\xi^{\frac{\gamma-1}{2}}} \cdot 2^{\alpha-1} u^{\alpha-\frac{\gamma-1}{2}} \xi^{-\alpha} \Gamma(\alpha) K_{\frac{\gamma-1}{2}-\alpha}(u \xi)
\end{gathered}
$$

and

$$
\begin{aligned}
& \mathcal{K}_{\gamma}\left[\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x)\right](\xi)=\frac{2^{\frac{\gamma-1}{2}-\alpha} \Gamma\left(\frac{\gamma+1}{2}\right)}{\xi^{\frac{\gamma-1}{2}+\alpha}} \int_{0}^{\infty} u^{\alpha+\frac{\gamma+1}{2}} K_{\frac{\gamma-1}{2}-\alpha}(u \xi) g(u) d u \\
& =\frac{2^{\frac{\gamma+1}{2}-\alpha} \Gamma\left(\frac{\gamma+1}{2}\right)}{\Gamma(\alpha) \xi^{\frac{\gamma-1}{2}+\alpha}} \int_{0}^{\infty} u^{\frac{\gamma+1}{2}-\alpha} K_{\frac{\gamma-1}{2}-\alpha}(u \xi) d u \int_{0}^{u}\left(u^{2}-t^{2}\right)^{\alpha-1} t \varphi(t) d t \\
& =\frac{2^{\frac{\gamma+1}{2}-\alpha} \Gamma\left(\frac{\gamma+1}{2}\right)}{\Gamma(\alpha) \xi^{\frac{\gamma-1}{2}+\alpha}} \int_{0}^{\infty} t \varphi(t) d t \int_{t}^{\infty}\left(u^{2}-t^{2}\right)^{\alpha-1} u^{\frac{\gamma+1}{2}-\alpha} K_{\frac{\gamma-1}{2}-\alpha}(u \xi) d u .
\end{aligned}
$$

Using again (31) we can write

$$
\int_{t}^{\infty}\left(u^{2}-t^{2}\right)^{\alpha-1} u^{\frac{\gamma+1}{2}-\alpha} K_{\frac{\gamma-1}{2}-\alpha}(u \xi) d u=2^{\alpha-1} t^{\frac{\gamma-1}{2}} \xi^{-\alpha} \Gamma(\alpha) K_{\frac{\gamma-1}{2}}(t \xi)
$$

and

$$
\mathcal{K}_{\gamma}\left[\left(B_{\gamma, 0+}^{-\alpha} \varphi\right)(x)\right](\xi)=\frac{2^{\frac{\gamma+1}{2}-\alpha} \Gamma\left(\frac{\gamma+1}{2}\right)}{\Gamma(\alpha) \xi^{\frac{\gamma-1}{2}+\alpha}} \cdot 2^{\alpha-1} \xi^{-\alpha} \Gamma(\alpha) \int_{0}^{\infty} \varphi(t) K_{\frac{\gamma-1}{2}}(t \xi) t^{\frac{\gamma+1}{2}} d t
$$

$$
=\xi^{-2 \alpha} \int_{0}^{\infty} \varphi(t) k_{\frac{\gamma-1}{2}}(t \xi) t^{\gamma} d t=\xi^{-2 \alpha} \mathcal{K}_{\gamma} \varphi
$$

Lemma 1. Let $n \in \mathbb{N}$ and the Meijer transform of $B_{\gamma}^{n} f$ exist; then, for $0 \leq \gamma<1$

$$
\begin{gather*}
\mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\xi^{2 n} \mathcal{K}_{\gamma}[f](\xi) \\
-\sum_{k=1}^{n} \xi^{2 k-1-\gamma} B_{\gamma}^{n-k} f(0+)-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \lim _{x \rightarrow 0+} \sum_{k=1}^{n} \xi^{2 k-2} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right] ; \tag{32}
\end{gather*}
$$

for $\gamma=1$

$$
\begin{equation*}
\mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\xi^{2 n} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=1}^{n} \xi^{2 k-1-\gamma} B_{\gamma}^{n-k} f(0+)+\lim _{x \rightarrow 0+} \sum_{k=1}^{n} \xi^{2 k-2} \ln x \xi \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right] \tag{33}
\end{equation*}
$$

for $1<\gamma$

$$
\begin{gather*}
\mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi) \\
=\xi^{2 n} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=1}^{n} \xi^{2 k-1-\gamma} B_{\gamma}^{n-k} f(0+)-\frac{1}{\gamma-1} \lim _{x \rightarrow 0+} \sum_{k=1}^{n} \xi^{2 k-1-\gamma} x \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right], \tag{34}
\end{gather*}
$$

where

$$
B_{\gamma}^{n-k} f(0+)=\lim _{x \rightarrow+0} B_{\gamma}^{n-k} f(x)
$$

Proof. Find $\mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)$ :

$$
\begin{aligned}
& \mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi)\left[B_{\gamma}^{n} f(x)\right] x^{\gamma} d x=\int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi) \frac{d}{d x} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1} f(x)\right] d x \\
& =\left.k_{\frac{\gamma-1}{2}}(x \xi) x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1} f(x)\right]\right|_{x=0} ^{\infty}-\int_{0}^{\infty} x^{\gamma} \frac{d}{d x} k_{\frac{\gamma-1}{2}}(x \xi) \frac{d}{d x}\left[B_{\gamma}^{n-1} f(x)\right] d x \\
& =-\left.k_{\frac{\gamma-1}{2}}(x \xi) x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1} f(x)\right]\right|_{x=0}+\left.\left(x^{\gamma} \frac{d}{d x} k_{\frac{\gamma-1}{2}}(x \xi)\right)\left[B_{\gamma}^{n-1} f(x)\right]\right|_{x=0} \\
& \quad+\int_{0}^{\infty}\left[B_{\gamma} k_{\frac{\gamma-1}{2}}(x \xi)\right]\left[B_{\gamma}^{n-1} f(x)\right] x^{\gamma} d x=-\left.k_{\frac{\gamma-1}{2}}(x \xi) x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1} f(x)\right]\right|_{x=0} \\
& \quad+\left.\left(x^{\gamma} \frac{d}{d x} k_{\frac{\gamma-1}{2}}(x \xi)\right)\left[B_{\gamma}^{n-1} f(x)\right]\right|_{x=0}+\xi^{2} \int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi)\left[B_{\gamma}^{n-1} f(x)\right] x^{\gamma} d x= \\
& \cdots=\xi^{2 n} \int_{0}^{\infty} k_{\frac{\gamma-1}{2}}(x \xi) f(x) x^{\gamma} d x \\
& +\left.\sum_{k=0}^{n-1} \xi^{2 k}\left(\left(x^{\gamma} \frac{d}{d x} k_{\frac{\gamma-1}{2}}(x \xi)\right)\left[B_{\gamma}^{n-1-k} f(x)\right]-k_{\frac{\gamma-1}{2}}(x \xi) x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1-k} f(x)\right]\right)\right|_{x=0}
\end{aligned}
$$

Let $0 \leq \gamma<1$. Then, using (10), we get

$$
\lim _{x \rightarrow 0+} k_{\frac{\gamma-1}{2}}(x \xi) x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1-k} f(x)\right]=\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \lim _{x \rightarrow 0+} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1-k} f(x)\right]
$$

For $\gamma=1$, using (11) we get

$$
\lim _{x \rightarrow 0+} k_{0}(x \xi) \frac{d}{d x}\left[B_{\gamma}^{n-1-k} f(x)\right]=-\lim _{x \rightarrow 0+} \ln x \xi \frac{d}{d x}\left[B_{\gamma}^{n-1-k} f(x)\right]
$$

When $1<\gamma$, using (12) we obtain

$$
\lim _{x \rightarrow 0+} k_{\frac{\gamma-1}{2}}(x \xi) x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1-k} f(x)\right]=\frac{1}{\gamma-1} \lim _{x \rightarrow 0+} x \xi^{1-\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1-k} f(x)\right] .
$$

Next, we have

$$
\frac{d}{d x} k_{\frac{\gamma-1}{2}}(x \xi)=-\frac{2^{\frac{1-\gamma}{2}} \xi^{\frac{3-\gamma}{2}} x^{\frac{1-\gamma}{2}}}{\Gamma\left(\frac{\gamma+1}{2}\right)} K_{\frac{\gamma+1}{2}}(x \xi)
$$

and using (8) for small $x$

$$
\begin{gathered}
x^{\gamma} \frac{d}{d x} k_{\frac{\gamma-1}{2}}(x \xi)=-\frac{2^{\frac{1-\gamma}{2}}}{\Gamma\left(\frac{\gamma+1}{2}\right)} x^{\frac{\gamma+1}{2}} \xi^{\frac{3-\gamma}{2}} K_{\frac{\gamma+1}{2}}(x \xi) \\
\sim-\frac{2^{\frac{1-\gamma}{2}}}{\Gamma\left(\frac{\gamma+1}{2}\right)} x^{\frac{\gamma+1}{2}} \xi^{\frac{3-\gamma}{2}} \frac{\Gamma\left(\frac{\gamma+1}{2}\right)}{2^{1-\frac{\gamma+1}{2}}}(\xi x)^{-\frac{\gamma+1}{2}}=-\xi^{1-\gamma}, \quad x \rightarrow 0+,
\end{gathered}
$$

therefore

$$
\lim _{x \rightarrow 0+}\left(x^{\gamma} \frac{d}{d x} k_{\frac{\gamma-1}{2}}(x \xi)\right)\left[B_{\gamma}^{n-1-k} f(x)\right]=-\xi^{1-\gamma} B_{\gamma}^{n-1-k} f(0+)
$$

for $0 \leq \gamma<1$

$$
\begin{gathered}
\mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\xi^{2 n} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 k+1-\gamma} B_{\gamma}^{n-1-k} f(0+) \\
-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \sum_{k=0}^{n-1} \xi^{2 k} \lim _{x \rightarrow 0+} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-1-k} f(x)\right] \\
=\xi^{2 n} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=1}^{n} \xi^{2 k-1-\gamma} B_{\gamma}^{n-k} f(0+)-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \lim _{x \rightarrow 0+} \sum_{k=1}^{n} \xi^{2 k-2} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right] ;
\end{gathered}
$$

for $\gamma=1$

$$
\mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\xi^{2 n} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=1}^{n} \xi^{2 k-1-\gamma} B_{\gamma}^{n-k} f(0+)+\lim _{x \rightarrow 0+} \sum_{k=1}^{n} \xi^{2 k-2} \ln x \xi \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right]
$$

for $1<\gamma$

$$
\mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\xi^{2 n} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=1}^{n} \xi^{2 k-1-\gamma} B_{\gamma}^{n-k} f(0+)-\frac{1}{\gamma-1} \lim _{x \rightarrow 0+} \sum_{k=1}^{n} \xi^{2 k-1-\gamma} x \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right]
$$

Remark 1. Let $n \in \mathbb{N}, \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right]$ be bounded, the Meijer transform of $B_{\gamma}^{n} f$ exist, and $\gamma \neq 1$; then,

$$
\begin{equation*}
\mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\xi^{2 n} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=1}^{n} \xi^{2 k-1-\gamma} B_{\gamma}^{n-k} f(0+) \tag{35}
\end{equation*}
$$

If $\frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right] \sim x^{\beta}, \beta>0$ when $x \rightarrow 0+$, then (35) holds for $\gamma=1$.
Remark 2. Since $k_{-\frac{1}{2}}(x)=e^{-x}$, then

$$
\mathcal{K}_{0}[f](\tilde{\xi})=\mathcal{L}[f](\xi),
$$

where $\mathcal{L}[f]$ is a Laplace transform of $f$. It is well known that

$$
\mathcal{L}\left[f^{\prime \prime}\right](\xi)=\xi^{2} \mathcal{L}[f](\xi)-\xi f(0)-f^{\prime}(0)
$$

From the other side

$$
\left.\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}\right|_{\gamma=0}=1,\left.\quad \sum_{k=1}^{n} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right]\right|_{\gamma=0, n=1}=f^{\prime}(x)
$$

and

$$
\mathcal{K}_{0}\left[B_{0} f\right](\xi)=L f^{\prime \prime}(\xi)=\xi^{2} \mathcal{K}_{0}[f](\xi)-\xi f(0)-f^{\prime}(0)=\mathcal{L}\left[f^{\prime \prime}\right](\xi)
$$

The same situation is true for $\mathcal{K}_{0}\left[B_{0}^{n} f\right](\xi)$.
Theorem 4. Let $n=[\alpha]+1$ for fractional $\alpha$ and $n=\alpha$ for $\alpha \in \mathbb{N}$ and the Meijer transform of $\mathcal{B}_{\gamma, 0+}^{\alpha}$ f exists, then for $0 \leq \gamma<1$

$$
\begin{gather*}
\mathcal{K}_{\gamma}\left[\mathcal{B}_{\gamma, 0+}^{\alpha} f\right](\xi) \\
=\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+)-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \lim _{x \rightarrow 0+} \sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-2} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right] \tag{36}
\end{gather*}
$$

for $\gamma=1$

$$
\begin{gather*}
\mathcal{K}_{\gamma}\left[\mathcal{B}_{\gamma, 0+}^{\alpha} f\right](\xi) \\
=\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+)+\lim _{x \rightarrow 0+} \sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-2} \ln x \xi \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right] ; \tag{37}
\end{gather*}
$$

for $1<\gamma$

$$
\begin{gather*}
\mathcal{K}_{\gamma}\left[\mathcal{B}_{\gamma, 0+}^{\alpha} f\right](\xi) \\
=\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+)-\frac{1}{\gamma-1} \lim _{x \rightarrow 0+} \sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} x \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right], \tag{38}
\end{gather*}
$$

where

$$
B_{\gamma, 0+}^{\alpha-k} f(0+)=\lim _{x \rightarrow+0} B_{\gamma, 0+}^{\alpha-k} f(x)
$$

Proof. Using (30) and (35) for $0 \leq \gamma<1$ we obtain

$$
\begin{aligned}
& \mathcal{K}_{\gamma}\left[\mathcal{B}_{\gamma, 0+}^{\alpha} f\right](\xi)=\mathcal{K}_{\gamma}\left[\left(I B_{\gamma, 0+}^{n-\alpha} B_{\gamma}^{n} f\right)(x)\right](\xi)=\xi^{2 \alpha-2 n} \mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi) \\
- & \sum_{k=1}^{n} \xi^{2 \alpha-2 n+2 k-1-\gamma} B_{\gamma}^{n-k} f(0+)-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \lim _{x \rightarrow 0+} \sum_{k=1}^{n} \xi^{2 \alpha-2 n+2 k-2} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right] \\
= & \xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+)-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \lim _{x \rightarrow 0+} \sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-2} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right],
\end{aligned}
$$

where we put

$$
\lim _{x \rightarrow+0} B_{\gamma, 0+}^{k} f(x)=B_{\gamma, 0+}^{k} f(0+)
$$

Similarly, for $\gamma=1$ we have

$$
\begin{aligned}
& \mathcal{K}_{\gamma}\left[\mathcal{B}_{\gamma, 0+}^{\alpha} f\right](\xi)=\mathcal{K}_{\gamma}\left[\left(I B_{\gamma, 0+}^{n-\alpha} B_{\gamma}^{n} f\right)(x)\right](\xi)=\xi^{2 \alpha-2 n} \mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi)=\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi) \\
& \quad-\sum_{k=1}^{n} \xi^{2 \alpha-2 n+2 k-1-\gamma} B_{\gamma}^{n-k} f(0+)+\lim _{x \rightarrow 0+} \sum_{k=1}^{n} \xi^{2 \alpha-2 n+2 k-2} \ln x \xi \frac{d}{d x}\left[B_{\gamma}^{n-k} f(x)\right] \\
& = \\
& \xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+)+\lim _{x \rightarrow 0+} \sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-2} \ln x \xi \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right]
\end{aligned}
$$

and for $\gamma>1$

$$
\begin{gathered}
\mathcal{K}_{\gamma}\left[\mathcal{B}_{\gamma, 0+}^{\alpha} f\right](\xi)=\mathcal{K}_{\gamma}\left[\left(I B_{\gamma, 0+}^{n-\alpha} B_{\gamma}^{n} f\right)(x)\right](\xi)=\xi^{2 \alpha-2 n} \mathcal{K}_{\gamma}\left[B_{\gamma}^{n} f\right](\xi) \\
=\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+)-\frac{1}{\gamma-1} \lim _{x \rightarrow 0+} \sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} x \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right]
\end{gathered}
$$

Remark 3. Let $k \in \mathbb{N}, \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right]$ be bounded, the Meijer transform of $\mathcal{B}_{\gamma, 0+}^{\alpha}$ f exist, and $\gamma \neq 1$, then

$$
\begin{equation*}
\mathcal{K}_{\gamma}\left[\mathcal{B}_{\gamma, 0+}^{\alpha} f\right](\xi)=\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+) . \tag{39}
\end{equation*}
$$

If $\frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right] \sim x^{\beta}, \beta>0$ when $x \rightarrow 0+$, then (39) holds for $\gamma=1$.
4. Meijer Transform Method for Solution to Homogeneous Fractional Equation with the Left-Sided Fractional Bessel Derivatives on Semi-Axes of Gerasimov-Caputo Type

### 4.1. General Case

Using the Meijer transform method (for general scheme see $[33,34]$ ) we will solve the equation

$$
\begin{equation*}
\left(\mathcal{B}_{\gamma, 0+}^{\alpha} f\right)(x)=\lambda f(x), \quad \alpha>0, \quad \lambda \in \mathbb{R} \tag{40}
\end{equation*}
$$

with the left-sided fractional Bessel derivatives on semi-axes of Gerasimov-Caputo type with constant coefficient when $\gamma \neq 1$.

Let $\frac{m-1}{2}<\alpha \leq \frac{m}{2}, m \in \mathbb{N}$. To Equation (40) we should add $m$ conditions which are for $0 \leq \gamma<1$ of the form

$$
\begin{equation*}
\left(B_{\gamma, 0+}^{k} f\right)(0+)=a_{2 k}, \quad \lim _{x \rightarrow 0+} x^{\gamma} \frac{d}{d x} B_{\gamma, 0+}^{k} f(x)=a_{2 k+1}, \quad a_{2 k}, a_{2 k+1} \in \mathbb{R} \tag{41}
\end{equation*}
$$

For the case when $\gamma>1$ we should consider the conditions

$$
\begin{equation*}
\left(B_{\gamma, 0+}^{k} f\right)(0+)=b_{2 k}, \quad \lim _{x \rightarrow 0+} x \frac{d}{d x} B_{\gamma, 0+}^{k} f(x)=b_{2 k+1}, \quad b_{2 k}, b_{2 k+1} \in \mathbb{R} \tag{42}
\end{equation*}
$$

where $k \in \mathbb{N} \cup\{0\}$, such that the following inequalities are true:

$$
0 \leq 2 k \leq m-1, \quad 1 \leq 2 k+1 \leq m-2 \quad \text { if } m \text { is odd }
$$

and

$$
1 \leq 2 k+1 \leq m-1, \quad 0 \leq 2 k \leq m-2 \quad \text { if } m \text { is even. }
$$

This means that for odd $m$ the last condition is the $\left(B_{\gamma, 0+}^{k} f\right)(0+)=a_{m-1}$ or $\left(B_{\gamma, 0+}^{k} f\right)(0+)=b_{m-1}$ and for even $m$ the last condition is the $\lim _{x \rightarrow 0+} x^{\gamma} \frac{d}{d x} B_{\gamma, 0+}^{k} f(x)=a_{m-1}$ or $\lim _{x \rightarrow 0+} x \frac{d}{d x} B_{\gamma, 0+}^{k} f(x)=b_{m-1}$.

Theorem 5. When $0 \leq \gamma<1$ the solution to (40) and (41) is for the case when $m$ is odd

$$
\begin{align*}
& f(x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} \sum_{k=0}^{\frac{m-1}{2}} a_{2 k} x^{2 k}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) \\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] \\
& +\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{\sqrt{\pi}} \sum_{k=0}^{\frac{m-3}{2}} a_{2 k+1} x^{2 k+1-\gamma}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+\frac{3}{2}, \alpha\right),(1,1) \\
\left(k+\frac{3-\gamma}{2}, \alpha\right),(2 k+2,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right], \tag{43}
\end{align*}
$$

here the second sum vanishes if $\frac{m-3}{2}<0$, that is, when $m=1$, for the case when $m$ is even

$$
\begin{align*}
& f(x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} \sum_{k=0}^{\frac{m-2}{2}} a_{2 k} x^{2 k}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c|c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) \\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] \\
& +\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{\sqrt{\pi}} \sum_{k=0}^{\frac{m-2}{2}} a_{2 k+1} x^{2 k+1-\gamma_{2}} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+\frac{3}{2}, \alpha\right),(1,1) \\
\left(k+\frac{3-\gamma}{2}, \alpha\right),(2 k+2,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] . \tag{44}
\end{align*}
$$

When $\gamma>1$ the solution to (40)-(42) is for the case when $m$ is odd

$$
\begin{align*}
& f(x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} \sum_{k=0}^{\frac{m-1}{2}} b_{2 k} x^{2 k}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) \\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] \\
& +\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}(\gamma-1)} \sum_{k=0}^{\frac{m-3}{2}} b_{2 k+1} x^{2 k}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) \\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right], \tag{45}
\end{align*}
$$

here the second sum vanishes if $\frac{m-3}{2}<0$, that is, when $m=1$, for the case when $m$ is even

$$
\begin{align*}
& f(x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} \sum_{k=0}^{\frac{m-2}{2}} b_{2 k} x_{2}^{2 k} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) \\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] \\
& +\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}(\gamma-1)} \sum_{k=0}^{\frac{m-2}{2}} b_{2 k+1} x^{2 k}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) \\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] . \tag{46}
\end{align*}
$$

Here ${ }_{p} \Psi_{q}(z)$ is the Fox-Wright function (16).

Proof. First we consider the case when $0 \leq \gamma<1$. Applying the Meijer transform (20) to both parts of (40) and using (36), we obtain

$$
\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+)-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \lim _{x \rightarrow 0+} \sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-2} x^{\gamma} \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right]=\lambda \mathcal{K}_{\gamma}[f](\xi)
$$

where $n \in \mathbb{N}, n-1<\alpha \leq n$. Taking into account conditions (41) we obtain for the case when $m$ is odd

$$
\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{\frac{m-1}{2}} a_{2 k} \xi^{2 \alpha-2 k-1-\gamma}-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \sum_{k=0}^{\frac{m-3}{2}} a_{2 k+1} \xi^{2 \alpha-2 k-2}=\lambda \mathcal{K}_{\gamma}[f](\xi)
$$

where the second sum vanishes if $\frac{m-3}{2}<0$, that is, when $m=1$, for the case when $m$ is even

$$
\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{\frac{m-2}{2}} a_{2 k} \xi^{2 \alpha-2 k-1-\gamma}-\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \sum_{k=0}^{\frac{m-2}{2}} a_{2 k-1} \xi^{2 \alpha-2 k-2}=\lambda \mathcal{K}_{\gamma}[f](\xi)
$$

Therefore, when $m$ is odd

$$
f(x)=\sum_{k=0}^{\frac{m-1}{2}} a_{2 k} \mathcal{K}_{\gamma}^{-1}\left[\frac{\xi^{2 \alpha-2 k-1-\gamma}}{\xi^{2 \alpha}-\lambda}\right](x)+\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \sum_{k=0}^{\frac{m-3}{2}} a_{2 k+1} \mathcal{K}_{\gamma}^{-1}\left[\frac{\xi^{2 \alpha-2 k-2}}{\xi^{2 \alpha}-\lambda}\right](x)
$$

and when $m$ is even

$$
f(x)=\sum_{k=0}^{\frac{m-2}{2}} a_{2 k} \mathcal{K}_{\gamma}^{-1}\left[\frac{\xi^{2 \alpha-2 k-1-\gamma}}{\xi^{2 \alpha}-\lambda}\right](x)+\frac{\Gamma\left(\frac{1-\gamma}{2}\right)}{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)} \sum_{k=0}^{\frac{m-2}{2}} a_{2 k+1} \mathcal{K}_{\gamma}^{-1}\left[\frac{\xi^{2 \alpha-2 k-2}}{\xi^{2 \alpha}-\lambda}\right](x) .
$$

In order to find the explicit expression for $f$, we use formula (24). First, find the inverse Laplace transforms taking into account formula (19):

$$
\begin{gathered}
\mathcal{L}^{-1}\left[\frac{\xi^{2 \alpha-2 k-2}}{\xi^{2 \alpha}-\lambda}\right](x)=x^{2 k+1} E_{2 \alpha, 2 k+2}\left(\lambda x^{2 \alpha}\right), \\
\mathcal{L}^{-1}\left[\frac{\xi^{2 \alpha-2 k-1-\gamma}}{\xi^{2 \alpha}-\lambda}\right](x)=x^{2 k+\gamma} E_{2 \alpha, 2 k+\gamma+1}\left(\lambda x^{2 \alpha}\right) .
\end{gathered}
$$

Now, find $\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} x^{\beta-\gamma} E_{2 \alpha, \beta}\left(\lambda x^{2 \alpha}\right)$. Using (23) we can write

$$
\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} x^{\beta-\gamma} E_{2 \alpha, \beta}\left(\lambda x^{2 \alpha}\right)=\frac{2 \sqrt{\pi} x}{\Gamma\left(\frac{\gamma+1}{2}\right) \Gamma\left(p-\frac{\gamma}{2}\right)}\left(\frac{d}{2 x d x}\right)^{p} \int_{0}^{x} z^{\beta} E_{2 \alpha, \beta}\left(\lambda z^{2 \alpha}\right)\left(x^{2}-z^{2}\right)^{p-\frac{\gamma}{2}-1} d z
$$

where $p=\left[\frac{\gamma}{2}\right]+1$. We have

$$
E_{2 \alpha, \beta}\left(\lambda z^{2 \alpha}\right)=\sum_{m=0}^{\infty} \frac{\lambda^{m} z^{2 m \alpha}}{\Gamma(2 \alpha m+\beta)}
$$

and

$$
\int_{0}^{x} z^{\beta} E_{2 \alpha, \beta}\left(\lambda z^{2 \alpha}\right)\left(x^{2}-z^{2}\right)^{p-\frac{\gamma}{2}-1} d z=\sum_{m=0}^{\infty} \frac{\lambda^{m}}{\Gamma(2 \alpha m+\beta)} \int_{0}^{x} z^{2 m \alpha+\beta}\left(x^{2}-z^{2}\right)^{p-\frac{\gamma}{2}-1} d z
$$

$$
=\sum_{m=0}^{\infty} \frac{\lambda^{m}}{\Gamma(2 \alpha m+\beta)} \frac{\Gamma\left(m \alpha+\frac{\beta+1}{2}\right) \Gamma\left(p-\frac{\gamma}{2}\right)}{2 \Gamma\left(m \alpha+p+\frac{\beta-\gamma+1}{2}\right)} x^{2 m \alpha+2 p+\beta-\gamma-1}
$$

Therefore,
$\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} x^{\beta-\gamma} E_{2 \alpha, \beta}\left(\lambda x^{2 \alpha}\right)=\frac{\sqrt{\pi} x}{\Gamma\left(\frac{\gamma+1}{2}\right)}\left(\frac{d}{2 x d x}\right)^{p} \sum_{m=0}^{\infty} \frac{\lambda^{m}}{\Gamma(2 \alpha m+\beta)} \frac{\Gamma\left(m \alpha+\frac{\beta+1}{2}\right)}{\Gamma\left(m \alpha+p+\frac{\beta-\gamma+1}{2}\right)} x^{2 m \alpha+2 p+\beta-\gamma-1}$.
Using the formula

$$
\left(\frac{d}{2 x d x}\right)^{n} x^{2 \mu+2 n}=\frac{\Gamma(\mu+n+1)}{\Gamma(\mu+1)} x^{2 \mu}
$$

we get

$$
\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} x^{\beta-\gamma} E_{2 \alpha, \beta}\left(\lambda x^{2 \alpha}\right)=\frac{\sqrt{\pi} x^{\beta-\gamma}}{\Gamma\left(\frac{\gamma+1}{2}\right)} \sum_{m=0}^{\infty} \frac{\Gamma\left(m \alpha+\frac{\beta+1}{2}\right)}{\Gamma(2 \alpha m+\beta) \Gamma\left(m \alpha+\frac{\beta-\gamma+1}{2}\right)}\left(\lambda x^{2 \alpha}\right)^{m}
$$

Using the Fox-Wright function (16), we can write

$$
\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} x^{\beta-\gamma} E_{2 \alpha, \beta}\left(\lambda x^{2 \alpha}\right)=\frac{\sqrt{\pi} x^{\beta-\gamma}}{\Gamma\left(\frac{\gamma+1}{2}\right)}{ }_{2} \Psi_{2}\left[\begin{array}{c|c}
\left(\frac{\beta+1}{2}, \alpha\right),(1,1) & \\
\left(\frac{\beta-\gamma+1}{2}, \alpha\right),(\beta, 2 \alpha) & \left.\lambda x^{2 \alpha}\right] . . . ~
\end{array}\right]
$$

So,

$$
\begin{gather*}
\mathcal{K}_{\gamma}^{-1}\left[\frac{\tilde{\zeta}^{2 \alpha-2 k-2}}{\xi^{2 \alpha}-\lambda}\right](x)=\frac{1}{A_{\gamma} x}\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} x^{1-\gamma}\left(\mathcal{L}^{-1}\left[\frac{\xi^{2 \alpha-2 k-2}}{\xi^{2 \alpha}-\lambda}\right]\right)(x) \\
=\frac{1}{A_{\gamma} x}\left(\mathcal{P}_{x}^{\gamma}\right)^{-1} x^{2 k+2-\gamma} E_{2 \alpha, 2 k+2}\left(\lambda x^{2 \alpha}\right) \\
=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} x^{2 k+1-\gamma_{2}} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+\frac{3}{2}, \alpha\right),(1,1) \\
\left(k+\frac{3-\gamma}{2}, \alpha\right),(2 k+2,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right], \\
\mathcal{K}_{\gamma}^{-1}\left[\frac{\xi^{2 \alpha-2 k-1-\gamma}}{\xi^{2 \alpha}-\lambda}\right](x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} x^{2 k}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) \\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] . \tag{47}
\end{gather*}
$$

Then, for the case when $m$ is odd, we get (43) and for the case when $m$ is even (44).
For $\gamma>1$ applying the Meijer transform (20) to both parts of (40) and using (38), we obtain

$$
\xi^{2 \alpha} \mathcal{K}_{\gamma}[f](\xi)-\sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} B_{\gamma}^{k} f(0+)-\frac{1}{\gamma-1} \lim _{x \rightarrow 0+} \sum_{k=0}^{n-1} \xi^{2 \alpha-2 k-1-\gamma} x \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right]=\lambda \mathcal{K}_{\gamma}[f](\xi)
$$

where $n \in \mathbb{N}, n-1<\alpha \leq n$. Taking into account conditions (42) we get, for the case when $m$ is odd:

$$
f(x)=\sum_{k=0}^{\frac{m-1}{2}} b_{2 k} \mathcal{K}_{\gamma}^{-1}\left[\frac{\xi^{2 \alpha-2 k-1-\gamma}}{\xi^{2 \alpha}-\lambda}\right](x)+\frac{1}{\gamma-1} \sum_{k=0}^{\frac{m-3}{2}} b_{2 k+1} \mathcal{K}_{\gamma}^{-1}\left[\frac{\xi^{2 \alpha-2 k-1-\gamma}}{\xi^{2 \alpha}-\lambda}\right](x)
$$

For the case when $m$ is even:

$$
f(x)=\sum_{k=0}^{\frac{m-2}{2}} b_{2 k} \mathcal{K}_{\gamma}^{-1}\left[\frac{\tilde{\xi}^{2 \alpha-2 k-1-\gamma}}{\xi^{2 \alpha}-\lambda}\right](x)+\frac{1}{\gamma-1} \sum_{k=0}^{\frac{m-2}{2}} b_{2 k+1} \mathcal{K}_{\gamma}^{-1}\left[\frac{\xi^{2 \alpha-2 k-1-\gamma}}{\xi^{2 \alpha}-\lambda}\right](x)
$$

Therefore, applying (47) we obtain (45) and (46) respectively.

### 4.2. Particular Cases and Examples

In this subsection first we consider Equation (40) when conditions of Remark 3 are valid. Then, we give some examples.

Theorem 6. Let $k, m \in \mathbb{N}, \frac{m-1}{2}<\alpha \leq \frac{m}{2}, \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right]$ be bounded for $0<\gamma, \gamma \neq 1$ and $\frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right] \sim x^{\beta}$, $\beta>0$ when $x \rightarrow 0+$. Then, the solution to equation

$$
\begin{equation*}
\left(\mathcal{B}_{\gamma, 0+}^{\alpha} f\right)(x)=\lambda f(x), \quad \alpha>0, \quad \lambda \in \mathbb{R} \tag{48}
\end{equation*}
$$

with $m$ conditions for $0 \leq \gamma<1$ of the form

$$
\begin{equation*}
\left(B_{\gamma, 0+}^{k} f\right)(0+)=a_{2 k}, \quad \lim _{x \rightarrow 0+} x^{\gamma} \frac{d}{d x} B_{\gamma, 0+}^{k} f(x)=0 \tag{49}
\end{equation*}
$$

with $m$ conditions for $\gamma=1$ of the form

$$
\begin{equation*}
\left(B_{\gamma, 0+}^{k} f\right)(0+)=a_{2 k}, \quad \lim _{x \rightarrow 0+} \ln x \xi \frac{d}{d x}\left[B_{\gamma}^{k} f(x)\right]=0 \tag{50}
\end{equation*}
$$

with $m$ conditions for $\gamma>1$ of the form

$$
\begin{equation*}
\left(B_{\gamma, 0+}^{k} f\right)(0+)=a_{2 k}, \quad \lim _{x \rightarrow 0+} x \frac{d}{d x} B_{\gamma, 0+}^{k} f(x)=0 \tag{51}
\end{equation*}
$$

where $a_{2 k} \in \mathbb{R}, k \in \mathbb{N} \cup\{0\}$, such that the following inequalities are true:

$$
0 \leq 2 k \leq m-1, \quad 1 \leq 2 k+1 \leq m-2 \quad \text { if } m \text { is odd }
$$

and

$$
1 \leq 2 k+1 \leq m-1, \quad 0 \leq 2 k \leq m-2 \quad \text { if } m \text { is even. }
$$

When $m=1$ it is $f(x)=0$, for the case of odd $m \geq 3$ it is

$$
f(x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} \sum_{k=0}^{\frac{m-1}{2}} a_{2 k} x_{2 k}^{2 k} \Psi_{2}\left[\begin{array}{c|c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) & \lambda x^{2 \alpha}  \tag{52}\\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array}\right]
$$

and for the case of even $m$ it is

$$
f(x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} \sum_{k=0}^{\frac{m-2}{2}} a_{2 k} x^{2 k}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c|c}
\left(k+1+\frac{\gamma}{2}, \alpha\right),(1,1) &  \tag{53}\\
(k+1, \alpha),(2 k+\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] .
$$

Here ${ }_{p} \Psi_{q}(z)$ is the Fox-Wright function (16).
Example 1. Consider the general case of the problem (40) and (41) when $0<\alpha \leq \frac{1}{2}, 0 \leq \gamma<1$. In this case $m=1,2 k=0$, and using (43) we obtain that the solution to the problem

$$
\begin{gathered}
\left(\mathcal{B}_{\gamma, 0+}^{\alpha} f\right)(x)=\lambda f(x), \quad \alpha>0, \quad \lambda \in \mathbb{R}, \\
f(0+)=a_{0}, \quad a_{1} \in \mathbb{R}
\end{gathered}
$$

is

$$
f(x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} a_{0}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(1+\frac{\gamma}{2}, \alpha\right),(1,1)  \tag{54}\\
(1, \alpha),(\gamma+1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right] .
$$

It is easy to see that for $\gamma>1$ the solution has the same form when $0<\alpha \leq \frac{1}{2}$. In Figure 1 we present plots of $f$ for $\gamma=\frac{1}{3}$ and for $\gamma=5$ when $\alpha=\frac{1}{2}, \lambda=1$.


Figure 1. Solutions (54) for $\gamma=1 / 3$ and $\gamma=5$.
When $\gamma=0$ we obtain

$$
\begin{gathered}
\left({ }^{C} D_{0+}^{2 \alpha} f\right)(x)=\lambda f(x), \quad 0<2 \alpha \leq 1, \quad \lambda \in \mathbb{R}, \\
f(0+)=a_{1}, \quad a_{1} \in \mathbb{R}
\end{gathered}
$$

and using (17) we obtain

$$
f(x)=a_{02} \Psi_{2}\left[\left.\begin{array}{c}
(1, \alpha),(1,1) \\
(1, \alpha),(1,2 \alpha)
\end{array} \right\rvert\, \lambda x^{2 \alpha}\right]=a_{01} \Psi_{1}\left[\begin{array}{c|c}
(1,1) \\
(1,2 \alpha) & \mid \lambda x^{2 \alpha}
\end{array}\right]=a_{0} E_{2 \alpha, 1}\left(\lambda x^{2 \alpha}\right),
$$

which coincides with (5) if $l=1$ and $2 \alpha$ is taken instead of $\alpha$.
Example 2. Consider the case presented in Theorem 6 when $\alpha=1, b_{0}=1, \lambda=-1$. In this case $m=2$, $2 k=0$, and $2 k+1=1$, which means $k=0$ and using (53) we obtain that the solution to the problem

$$
\begin{aligned}
B_{\gamma} f(x) & =-f(x), \quad \lambda \in \mathbb{R}, \\
f(0+) & =1, \quad f^{\prime}(0+)
\end{aligned}
$$

is

$$
\begin{gathered}
f(x)=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(1+\frac{\gamma}{2}, 1\right),(1,1) \\
(1,1),(\gamma+1,2)
\end{array} \right\rvert\,-x^{2}\right]=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}}{ }_{2} \Psi_{2}\left[\left.\begin{array}{c}
\left(1+\frac{\gamma}{2}, 1\right) \\
(\gamma+1,2)
\end{array} \right\rvert\,-x^{2}\right] \\
=\frac{2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right)}{\sqrt{\pi}} \sum_{m=0}^{\infty} \frac{(-1)^{m} \Gamma\left(1+\frac{\gamma}{2}+m\right)}{\Gamma(\gamma+1+2 m)} \frac{x^{2 m}}{m!} .
\end{gathered}
$$

Using the Legendre duplication formula

$$
\Gamma(2 z)=\frac{2^{2 z-1}}{\sqrt{\pi}} \Gamma(z) \Gamma\left(z+\frac{1}{2}\right)
$$

we obtain

$$
\begin{gather*}
f(x)=2^{\gamma} \Gamma\left(\frac{\gamma+1}{2}\right) \sum_{m=0}^{\infty} \frac{(-1)^{m} \Gamma\left(1+\frac{\gamma}{2}+m\right)}{2^{\gamma+2 m} \Gamma\left(1+\frac{\gamma}{2}+m\right) \Gamma\left(\frac{\gamma+1}{2}+m\right)} \frac{x^{2 m}}{m!} \\
=\frac{2^{\frac{\gamma-1}{2}} \Gamma\left(\frac{\gamma+1}{2}\right)}{x^{\frac{\gamma-1}{2}}} \sum_{m=0}^{\infty} \frac{(-1)^{m}}{\Gamma\left(\frac{\gamma+1}{2}+m\right)} \frac{1}{m!}\left(\frac{x}{2}\right)^{2 m+\frac{\gamma-1}{2}}=j_{\frac{\gamma-1}{2}}(x) \tag{55}
\end{gather*}
$$

where

$$
j_{v}(x)=\frac{2^{v} \Gamma(v+1)}{x^{v}} J_{v}(x)
$$

For $j_{\frac{\gamma-1}{2}}(x)$ we have

$$
B_{\gamma} j_{\frac{\gamma-1}{2}}(\tau x)=-\tau^{2} j_{\frac{\gamma-1}{2}}(\tau x)
$$

Therefore the function

$$
{ }_{2} \Psi_{2}\left[\begin{array}{c|c}
\left(1+\frac{\gamma}{2}, \alpha\right),(1,1) & \lambda x^{2 \alpha} \\
(1, \alpha),(\gamma+1,2 \alpha) &
\end{array}\right]
$$

can be considered as a generalization of $j_{\frac{\gamma-1}{2}}$.

## 5. Conclusions

In this paper, a new approach is proposed in order to solve ordinary differential equations with left-sided fractional Bessel derivatives on semi-axes of Gerasimov-Caputo type based on the Meijer integral transform method. We also presented some illustrative examples.

Author Contributions: Conceptualization S.S. and E.S.; methodology E.S.; formal analysis E.S.; investigation E.S.; resources S.S.; writing-original draft preparation E.S.; writing-review and editing S.S.; visualization E.S.; supervision E.S.; project administration S.S.
Conflicts of Interest: The authors declare no conflicts of interest.

## References

1. Sprinkhuizen-Kuyper, I.G. A fractional integral operator corresponding to negative powers of a certain second-order differential operator. J. Math. Anal. Appl. 1979, 72, 674-702. [CrossRef]
2. Katrakhov, V.V.; Sitnik, S.M. Metod operatorov preobrazovaniya i kraevye zadachi dlya singulyarnykh ellipticheskikh uravnenii. Sovrem. Mat. Fundam. Napravleniya 2018, 64, 211-426.
3. Shishkina, E.L.; Sitnik, S.M. On fractional powers of Bessel operators. J. Inequal. Spec. Funct. 2017, 8, 49-67.
4. Shishkina, E.L.; Sitnik, S.M. On fractional powers of the Bessel operator on semiaxis. Sib. Electron. Math. Rep. 2018, 15, 1-10.
5. McBride A.C. Fractional powers of a class of ordinary differential operators. Proc. Lond. Math. Soc. 1982, 3, 519-546. [CrossRef]
6. Dimovski, I. Operational calculus for a class of differential operators. C. R. Acad. Bulg. Sci. 1966, 19, 1111-1114.
7. Dimovski, I. On an operational calculus for a differential operator. C. R. Acad. Bulg. Sci. 1968, 21, 513-516.
8. Dimovski, I.H.; Kiryakova, V.S. Transmutations, convolutions and fractional powers of Bessel-type operators via Meijer's G-function. In Proceedings of the International Conference on Complex Analysis and Applications, Varna, Bulgaria, 2-10 May 1983; pp. 45-66.
9. Kiryakova, V. Generalized Fractional Calculus and Applications; Longman Scientific \& Technical: Harlow, UK; John Wiley \& Sons, Inc.: New York, NY, USA, 1994; Volume 301, p. 388.
10. López, J.L. Convergent expansions of the Bessel functions in terms of elementary functions. Adv. Comput. Math. 2018, 44, 277-294. [CrossRef]
11. Deniz, E.; Orhan, H.; Srivastava, H.M. Some sufficient conditions for univalence of certain families of integral operators involving generalized Bessel functions. Taiwan J. Math. 2011, 15, 883-917.
12. Tang, H.; Srivastava, H.M.; Deniz, E.; Li, S.H. Third-order differential superordination involving the generalized Bessel functions. Bull. Malays. Math. Sci. Soc. 2015, 38, 1669-1688. [CrossRef]
13. Garra, R.; Orsingher, E. Random flights related to the Euler-Poisson-Darboux equation. Markov Process. Relat. Fields 2016, 22, 87-110.
14. Garra, R.; Orsingher, E.; Polito, F. Fractional Klein-Gordon Equations and Related Stochastic Processes. J. Stat. Phys. 2014, 155, 777-809. [CrossRef]
15. Kilbas, A.A.; Srivastava, H.M.; Trujillo, J.J. Theory and Applications of Fractional Differential Equations; Elsevier: Amsterdam, The Netherlands, 2006; p. 523.
16. Gerasimov, A.N. A generalization of linear laws of deformation and its application to problems of internal friction, Akad. Nauk SSSR Prikl. Mat. Mekh. 1948, 12, 251-259.
17. Watson, G.N. A Treatise on the Theory of Bessel Functions; Cambridge University Press: Cambridge, UK, 1922; p. 804.
18. Bowman, F. Introduction to Bessel Functions; Courier Corporation: Washington, DC, USA, 2012; p. 285.
19. Kreh, M. Bessel functions. Lect. Notes Penn State-Gött. Summer Sch. Number Theory 2012, 82, 161-162.
20. Luke, Y.L. Integrals of Bessel Functions; Courier Corporation: Washington, DC, USA, 2014; p. 419.
21. Shehata, A. Extended Bessel matrix functions. Math. Sci. Appl. E-Notes 2018, 6, 1-11.
22. Abramowitz, M.; Stegun, I.A. Handbook of Mathematical Functions with Formulas, Graphs and Mathematical Tables; Dover Publ., Inc.: New York, NY, USA, 1972; p. 1060.
23. Dzhrbashyan, M.M. Integral Transforms and Representations of Functions in Complex Plane; Nauka: Moscow, Russia, 1966; p. 672.
24. Dzhrbashyan, M.M. Harmonic Analysis and Boundary Value Problems in the Complex Domain; Birkhauser: Basel, Switzerland, 1993; p. 256.
25. Samko, S.G.; Kilbas, A.A.; Marichev, O.L. Fractional Integrals and Derivatives; Gordon and Breach Science Publishers: Amsterdam, The Netherlands, 1993; p. 976.
26. Gorenflo, R.; Mainardi, F. Fractional Calculus. In Fractals and Fractional Calculus in Continuum Mechanics; International Centre for Mechanical Sciences (Courses and Lectures); Springer: New York, NY, USA, 1997; Volume 378, pp. 223-278.
27. Fox, C. The G and H functions as symmetrical Fourier kernels. Trans. Am. Math. Soc. 1961, 98, 395-429.
28. Wright, E.M. The asymptotic expansion of the generalized hypergeometric function. J. Lond. Math. Soc. 1935, 10, 286-293. [CrossRef]
29. Glaeske, H.J.; Prudnikov, P.A.; Skornik, K.A. Operational Calculus and Related Topics; Chapman and Hall/CRC: Boca Raton, FL, USA, 2006; p. 424.
30. Conlan, J.; Koh, E.L. On the Meijer transformation. Int. J. Math. Math. Sci. 1978, 1, 145-159. [CrossRef]
31. Al-Omari, S.K. On a class of generalized functions for some integral transform enfolding kernels of Meijer G function type. Commun. Korean Math. Soc. 2018, 33, 515-525.
32. Prudnikov, A.P.; Brychkov, Y.A.; Marichev, O.I. Integrals and Series, Vol. 2, Special Functions; Gordon \& Breach Sci. Publ.: New York, NY, USA, 1992; p. 808.
33. Luchko, Y. Some Schemata for Applications of the Integral Transforms of Mathematical Physics. Mathematics 2019, 7, 254. [CrossRef]
34. Thakur, A.K.; Kumar, R.; Sahu, G. Application of Laplace Transform on Solution of Fractional Differential Equation. J. Comput. Math. Sci. 2018, 9, 478-484. [CrossRef]

(C) 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).
