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#### Abstract

In this manuscript, we consider the compositions of simulation functions and $E$-contraction in the setting of a complete metric space. We investigate the existence and uniqueness of a fixed point for this composite form. We give some illustrative examples and provide an application.


Keywords: $\mathcal{S}$-contraction; simulation function; admissible mapping
MSC: 47H10; 54H25

## 1. Introduction and Preliminaries

In the last decades, the renowned metric fixed point results of Banach [1] has been improved, extended, and generalized in several ways, see e.g., [2-21]. We first mention that the notion of $E$-contraction, defined by Fulga and Proca [10,11], is one of the interesting approach to improve the Banach mapping contraction. Another interesting fixed point result was given by Khojasteh et al. [19] via the newly defined notion, simulation function. Both results generalize and extend the basic results on the theory of metric fixed point. In this paper, we combine these two interesting notions and get some interesting results in this direction.

We recollect some basic notions as well as the fundamental definitions to provide a self-contained manuscript. For more details about the tools and notations, we refer e.g., $[19,20]$. We shall use the letters $\mathbb{R}, \mathbb{R}^{+}, \mathbb{N}$ for the reals, nonnegative real numbers, and natural numbers, accordingly. Moreover, we employ the symbols $\mathbb{R}_{0}^{+}=\mathbb{R}^{+} \cup\{0\}=[0, \infty)$ and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$.

Definition 1 (See [19]). A function $\sigma: \mathbb{R}_{0}^{+} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ is called simulation function if it checks the following conditions:

```
\(\left(s f_{1}\right) \quad \sigma(0,0)=0 ;\)
\(\left(s f_{2}\right) \quad \sigma(t, s)<s-t\) for all \(t, s \in \mathbb{R}^{+}\);
\(\left(s f_{3}\right)\) if \(\left\{t_{n}\right\},\left\{s_{n}\right\}\) in \((0, \infty)\) are two sequences such that \(\lim _{n \rightarrow \infty} t_{n}=\lim _{n \rightarrow \infty} s_{n}>0\), then
\(\limsup _{n \rightarrow \infty} \sigma\left(t_{n}, s_{n}\right)<0\).
```

We will denote by $\mathcal{S}$ the family of all simulation functions. It is clear, due to the axiom $\left(s f_{2}\right)$, that

$$
\begin{equation*}
\sigma(t, t)<0 \text { for all } t>0 \tag{2}
\end{equation*}
$$

Let $\Phi$ be the class of continuous functions $\phi:[0, \infty) \rightarrow[0, \infty)$ which satisfies the condition

$$
\phi(x)=0 \text { if, and only if, } x=0
$$

Example 1 (See e.g., $[2,19,20]$ ). Let $\phi_{i} \in \Phi$ for $i=1,2,3$ and $\sigma_{j}: \mathbb{R}_{0}^{+} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ for $j=1,2,3,4,5,6$. Each of the functions defined below is an example of simulation functions.
(i) $\sigma_{1}(t, s)=\phi_{1}(s)-\phi_{2}(t)$ for all $t, s \geq 0$ where $\phi_{1}(t)<t \leq \phi_{2}(t)$ for all $t>0$.
(ii) $\sigma_{2}(t, s)=s-\phi_{3}(s)-t$ for all $t, s \geq 0$.
(iii) $\sigma_{3}(t, s)=s-\int_{0}^{t} \mu(u) d u$ for all $t, s \geq 0$, where $\mu:[0, \infty) \rightarrow[0, \infty)$ is a function such that $\int_{0}^{\varepsilon} \mu(u) d u$ exists and $\int_{0}^{\varepsilon} \mu(u) d u>\varepsilon$, for each $\varepsilon>0$.
(iv) $\sigma_{4}(t, s)=f(s)-t$ for all $t, s \geq 0, t, s \geq 0$, where the function $f:[0, \infty) \rightarrow[0, \infty)$ is upper semi-continuous and such that $f(t)<t$ for all $t>0$ and $f(0)=0$.
(v) $\quad \sigma_{5}(t, s)=s-\frac{g(t, s)}{h(t, s)}$ for all $t, s \geq 0$, where $g, h:[0, \infty)^{2} \rightarrow(0, \infty)$ are two continuous functions with respect to each variable such that $g(t, s)>h(t, s)$ for all $t, s>0$.
(vi) $\sigma_{6}(t, s)=s \eta(s)-t$ for all $t, s \geq 0$, where $\eta:[0, \infty) \rightarrow[0,1)$ is a function with the property $\lim \sup _{t \rightarrow r^{+}} \eta(t)<1$ for all $r>0$

Let $(\mathcal{M}, d)$ be a metric space and $\sigma \in \mathcal{S}$ be a simulation function. We say that a function $S: \mathcal{M} \rightarrow \mathcal{M}$ is $\mathcal{S}$-contraction with respect to $\sigma$ [19], if the inequality

$$
\begin{equation*}
\sigma(d(S p, S q), d(p, q)) \geq 0 \quad \text { for all } p, q \in \mathcal{M} \tag{3}
\end{equation*}
$$

is attained.
Remark 1. From $\left(\sigma_{2}\right)$, we find that

$$
\begin{equation*}
d(S p, S q) \neq d(p, q) \text { for all distinct } p, q \in \mathcal{M} \tag{4}
\end{equation*}
$$

which infers that, whenever $S$ is a $\mathcal{S}$-contraction, $S$ cannot be an isometry. As a result, the fixed point of a $\mathcal{S}$-contraction $S$ (if there exists) is necessarily unique.

Theorem 1 ([19]). For every $\mathcal{S}$-contraction on a complete metric space there exists exactly one fixed point. In fact, every Picard sequence converges and its limit is the unique fixed point.

## 2. Main Results

We state now our main results. For this purpose, we start by defining a new type of $\mathcal{S}$-contraction.
Definition 2. A self-mapping $S$ defined on a complete metric space $(\mathcal{M}, d)$ is a $\mathcal{S}$-contraction of type $E$ with respect to $\sigma$ if there exists $\sigma \in \mathcal{S}$ such that

$$
\begin{equation*}
\sigma(d(S p, S q), E(p, q)) \geq 0 \quad \text { for all } p, q \in \mathcal{M} \tag{5}
\end{equation*}
$$

where,

$$
\begin{equation*}
E(p, q)=d(p, q)+|d(p, S p)-d(q, S q)| \tag{6}
\end{equation*}
$$

We denote by $\mathcal{C}_{E}(\mathcal{M})$ the set of $\mathcal{S}$-contractions of type $E$ with respect to $\sigma$ defined on $\mathcal{M}$.
We now present the results regarding the existence of a fixed point, since the uniqueness follows from Remark 1.

Theorem 2. There exists a fixed point for every $S \in \mathcal{C}_{E}(\mathcal{M})$
Proof. Given an arbitrary $p_{0} \in \mathcal{M}$ we consider the constructive sequence $\left\{p_{n}\right\} \subset \mathcal{M}$ which is defined by $u_{n+1}=S u_{n}=S^{n} u_{0}$ for all $n \in \mathbb{N}$.

We shall assume that $p_{n+1} \neq p_{n}$ for all $n \in \mathbb{N}$. Indeed, in the opposite case, where $p_{n_{0}}=p_{n_{0}+1}$ for some $n_{0} \in \mathbb{N}$, then $S p_{n_{0}}=p_{n_{0}}$. This completes the proof and we conclude that the given point $p_{n_{0}}$ turns to be a fixed point of $S$.

Consequently, $d\left(p_{n+1}, p_{n}\right)>0$ and from Equation (5), it follows, for all $n \geq 1$, that

$$
\begin{align*}
0 & \leq \sigma\left(d\left(S p_{n}, S p_{n-1}\right), E\left(p_{n}, p_{n-1}\right)\right) \\
& =\sigma\left(d\left(p_{n+1}, p_{n}\right), E\left(p_{n}, p_{n-1}\right)\right)  \tag{7}\\
& <E\left(p_{n}, p_{n-1}\right)-d\left(p_{n+1}, p_{n}\right) .
\end{align*}
$$

In conclusion, for all $n=1,2, \ldots$, we have

$$
\begin{equation*}
d\left(p_{n}, p_{n+1}\right)<E\left(p_{n}, p_{n-1}\right) \tag{8}
\end{equation*}
$$

To understand the inequality Equation (8), we consider two cases. For the first case, we suppose that $d\left(p_{n}, p_{n+1}\right) \geq d\left(p_{n-1}, p_{n}\right)$. In this case, the inequality Equation (8), becomes

$$
d\left(p_{n}, p_{n+1}\right)<d\left(p_{n-1}, p_{n}\right)-d\left(p_{n-1}, p_{n}\right)+d\left(p_{n}, p_{n+1}\right)=d\left(p_{n}, p_{n+1}\right)
$$

a contradiction. Thus, the following case occurs

$$
\begin{equation*}
d\left(p_{n}, p_{n+1}\right)<d\left(p_{n-1}, p_{n}\right) \text { for all } n=1,2, \ldots \tag{9}
\end{equation*}
$$

Accordingly, we deduce that the sequence $\left\{d\left(p_{n}, p_{n-1}\right)\right\}$ is non-increasing and bounded below by 0 . Hence, the sequence $\left\{d\left(p_{n}, p_{n-1}\right)\right\}$ converges to some $d^{*} \geq 0$. In the same time, we note that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left(p_{n}, p_{n-1}\right)=\lim _{n \rightarrow \infty}\left(2 d\left(p_{n-1}, p_{n}\right)-d\left(p_{n}, p_{n+1}\right)\right)=d^{*} \tag{10}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
d^{*}=\lim _{n \rightarrow \infty} d\left(p_{n}, p_{n-1}\right)=0 \tag{11}
\end{equation*}
$$

Suppose, on the contrary that $d^{*}>0$. Then, letting $t_{n}=d\left(p_{n}, p_{n+1}\right)$ and $s_{n}=E\left(p_{n}, p_{n-1}\right)$ we get from Equation (5) and $\left(s f_{3}\right)$, that

$$
\begin{equation*}
\left.0 \leq \limsup _{n \rightarrow \infty} \sigma\left(d\left(p_{n+1}, p_{n}\right), E\left(p_{n}, p_{n-1}\right)\right)=\limsup _{n \rightarrow \infty} \sigma\left(t_{n}, s_{n}\right)\right)<0 \tag{12}
\end{equation*}
$$

This contradiction shows that $d^{*}=0$. We will now show that the sequence $\left\{p_{n}\right\}$ is Cauchy. Suppose, on the contrary, that $\left\{p_{n}\right\}$ is not a Cauchy sequence. Then there exists a real positive number $\varepsilon>0$ and sequences $\alpha(n), \beta(n)$ of natural numbers such that $\alpha(n)>\beta(n)>n$ and

$$
d\left(p_{\alpha(n)}, p_{\beta(n)}\right) \geq \varepsilon, \quad d\left(p_{\alpha(n)-1}, p_{\beta(n)}\right)<\varepsilon \quad(\forall) n \in \mathbb{N}
$$

So, from triangle inequality,

$$
\begin{aligned}
\varepsilon & \leq d\left(p_{\alpha(n)}, p_{\beta(n)}\right) \leq d\left(p_{\alpha(n)}, p_{\alpha(n)-1}\right)+d\left(p_{\alpha(n)-1}, p_{\beta(n)}\right) \\
& <d\left(p_{\alpha(n)}, p_{\alpha(n)-1}\right)+\varepsilon
\end{aligned}
$$

and by Equation (11) we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(p_{\alpha(n)}, p_{\beta(n)}\right)=\varepsilon \tag{13}
\end{equation*}
$$

On the other hand, it is easy to see that

$$
\begin{array}{r}
\left|d\left(p_{\alpha(n)-1}, p_{\beta(n)-1}\right)-d\left(p_{\alpha(n)}, p_{\beta(n)}\right)\right| \leq \\
d\left(p_{\beta(n)}, p_{\alpha(n)-1}\right)+ \\
+d\left(p_{\beta(n)-1}, p_{\beta(n)}\right)
\end{array}
$$

and from Equation (11) respectively Equation (13)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(p_{\alpha(n)-1}, p_{\beta(n)-1}\right)=\varepsilon \tag{14}
\end{equation*}
$$

Moreover from Equations (6), (11) and (13), we have

$$
\begin{align*}
\lim _{n \rightarrow \infty} E\left(p_{\alpha(n)-1}, p_{\beta(n)-1}\right) & =\lim _{n \rightarrow \infty}\left(d\left(p_{\alpha(n)-1}, p_{\beta(n)-1}\right)+\right. \\
& \left.+\left|d\left(p_{\alpha(n)-1}, S p_{\alpha(n)-1}\right)-d\left(p_{\beta(n)-1}, S p_{\beta(n)-1}\right)\right|\right) \\
& =\lim _{n \rightarrow \infty}\left(d\left(p_{\alpha(n)-1}, p_{\beta(n)-1}\right)+\right.  \tag{15}\\
& \left.+\left|d\left(p_{\alpha(n)-1}, p_{\alpha(n)}\right)-d\left(p_{\beta(n)-1}, p_{\beta(n)}\right)\right|\right) \\
& =\varepsilon .
\end{align*}
$$

Letting $t_{n}=d\left(p_{\alpha(n)}, p_{\beta(n)}\right)$ and $s_{n}=E\left(p_{\alpha(n-1)}, p_{\beta(n-1)}\right)$ we have $\lim _{n \rightarrow \infty} s_{n}=\lim _{n \rightarrow \infty} t_{n}=\varepsilon$ and combing with $\left(s f_{3}\right)$,

$$
\begin{align*}
0 & \leq \limsup _{n \rightarrow \infty} \sigma\left(d\left(S p_{\alpha(n)-1}, S p_{\beta(n)-1}\right), E\left(p_{\alpha(n)-1}, p_{\beta(n)-1}\right)\right. \\
& =\limsup _{n \rightarrow \infty} \sigma\left(d\left(p_{\alpha(n)}, p_{\beta(n}\right), E\left(p_{\alpha(n)-1}, p_{\beta(n)-1}\right)\right.  \tag{16}\\
& =\limsup _{n \rightarrow \infty} \sigma\left(t_{n}, s_{n}\right)<0
\end{align*}
$$

This contradiction proves that $\varepsilon=0$ and thus the sequence $\left\{p_{n}\right\}$ is Cauchy. On the account of the completeness of $(\mathcal{M}, d)$ there exists a point $p^{*} \in \mathcal{M}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{n}=p^{*}=0 \tag{17}
\end{equation*}
$$

We must prove now that $p^{*}=S p^{*}$. Arguing by contradiction, we will assume that $d\left(p^{*}, S p^{*}\right)>0$. By the property $\left(s f_{2}\right)$, for $r \in \mathbb{N}$ sufficiently large, we have

$$
\begin{align*}
0 & \leq \sigma\left(d\left(S p_{r}, S p^{*}\right), E\left(p_{r}, p^{*}\right)\right) \\
& =\sigma\left(d\left(p_{r+1}, S p^{*}\right), E\left(p_{r}, p^{*}\right)\right)  \tag{18}\\
& <E\left(p_{r}, p^{*}\right)-d\left(p_{r+1}, S p^{*}\right)
\end{align*}
$$

Considering the sequences $t_{r}^{*}=d\left(p_{r+1}, S p^{*}\right)$ respectivelly $s_{r}^{*}=E\left(p_{r}, p^{*}\right)=d\left(p_{r}, p^{*}\right)+$ $\left|d\left(p_{r}, S p_{r}\right)-d\left(p^{*}, S p^{*}\right)\right|$ we find that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} t_{r}^{*}=\lim _{r \rightarrow \infty} s_{r}^{*}=d\left(p^{*}, S p^{*}\right)>0 \tag{19}
\end{equation*}
$$

which implies together with Equation (18)

$$
\begin{equation*}
0 \leq \limsup _{r \rightarrow \infty} \sigma\left(d\left(S p_{r}, S p^{*}\right), E\left(p_{r}, p^{*}\right)<0\right. \tag{20}
\end{equation*}
$$

a contradiction. Thus, we have $d\left(p^{*}, S p^{*}\right)=0$, i.e., $S p^{*}=p^{*}$.

## Examples

Example 2. Let the set $\mathcal{M}=\left[0, \frac{5}{3}\right] \cup\{2\}$ and $d(p, q)=|p-q|, d: \mathcal{M} \rightarrow \mathcal{M}$. Suppose that $\sigma:[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$ is defined as $\sigma(s, t)=\frac{s}{2}-t$ and hence $\sigma \in \mathcal{S}$. Define a map $S: \mathcal{M} \rightarrow \mathcal{M}$ as follows

$$
S(p)= \begin{cases}1 & \text { if } p \in\left[0, \frac{5}{3}\right] \\ \frac{1}{3} & \text { if } p=2\end{cases}
$$

Notice that for $p=2$ and $q=\frac{5}{3}$, we have

$$
d\left(2, \frac{5}{3}\right)=\frac{1}{3}, d\left(S 2, S \frac{5}{3}\right)=\frac{2}{3}
$$

and for these values there is no $k_{1} \in[0,1)$ such that

$$
d\left(S 2, S \frac{5}{3}\right)=\frac{2}{3} \leq k_{1} \frac{1}{3}=k_{1} d\left(2, \frac{5}{3}\right)
$$

Thus, the mapping $S$ is not a contraction.
On the other hand, it is $\mathcal{S}$-contraction of type E. For the proof of our claim, we need to consider two distinct cases:

Case 1. $q=2, p<1$. Then, we find that

$$
d(p, 2)=2-p, d(p, S p)=1-p \text { and } d(2, S 2)=\left|2-\frac{1}{3}\right|=\frac{5}{3} \text { and } d(S 2, S p)=\frac{2}{3}
$$

Since

$$
E(p, 2)=2-p+\left|1-p-\frac{5}{3}\right|=2-p+\frac{3 p+2}{3}=\frac{8}{3}
$$

we have that

$$
\sigma(d(S p, S 2), E(p, 2))=\frac{E(p, 2)}{2}-d(S p, S 2)=\frac{8}{6}-\frac{2}{3}=\frac{2}{3}>0
$$

Case 2. If $q=2, p \geq 1$ then

$$
d(p, 2)=2-p \text { and } d(p, S p)=p-1 \text { and } d(2, S 2)=\left|2-\frac{1}{3}\right|=\frac{5}{3} \text { and } d(S 2, S p)=\frac{2}{3}
$$

As a result, we have

$$
E(p, 2)=2-p+\left|p-1-\frac{5}{3}\right|=2-p+\frac{8-3 p}{3}=\frac{14-6 p}{3}
$$

and also

$$
\sigma(d(S p, S 2), E(p, 2))=\frac{E(p, 2)}{2}-d(S p, S 2)=\frac{14-6 p}{6}-\frac{2}{3}=\frac{5-3 p}{3} \geq 0
$$

We deduce that $S$ is a $\mathcal{S}$-contraction of type E. Further, all conditions of Theorem 2 are fulfilled and $p=1$ is a fixed point of S. Finally, we mention that the uniqueness of the fixed point follows from the Remark 1.

Example 3. Let $\mathcal{M}=\{1,3,4,5\}$ and $d: \mathcal{M} \rightarrow \mathcal{M}, d(p, q)=|p-q|$. We define the function $S: \mathcal{M} \rightarrow \mathcal{M}$ as, $S 1=S 3=S 4=3, S 5=1$, and set $\sigma(t, s)=\frac{1}{2} s-t$.

One can easily get that

$$
\begin{aligned}
d(3,4)=d(4,5) & =1, d(3,5)
\end{aligned}=d(1,3)=2, d(1,4)=3, d(1,5)=4, ~=d(S 3)=S 4(S 3)=d(S 1, S 3)=d(S 1, S 4)=0, d(S 3, S 5)=d(S 4, S 5)=d(S 1, S 5)=2 .
$$

Moreover, we have

$$
E(1,4)=E(1,3)=E(4,5)=4 \text { and } E(1,5)=E(3,5)=6 \text { and } E(3,4)=2
$$

Firstly, we claim that $S$ is not a contraction. Indeed, for $p=4$ and $q=5$, we could not find a real constant $k_{2} \in[0,1)$ such that $d(T 4, T 5)=2 \leq k_{2} d(4,5)$ is satisfied. So, $S$ is not a contraction.

Now, we shall show that $S$ is a $\mathcal{S}$-contraction of type $E$. For this purpose, we examine all possible cases:
For $p=1, q=3$, we have $\sigma(d(S 1, S 3), E(1,3))=\sigma(0,4)=\frac{4}{2}-0=2$.
For $p=1, q=4$, we find $\sigma(d(S 1, S 4), E(1,4))=\sigma(0,4)=\frac{4}{2}-0=2$.
For $p=1, q=5$, we get $\sigma(d(S 1, S 5), E(1,5))=\sigma(2,6)=\frac{6}{2}-2=1$.
For $p=3, q=4$ we obtain $\sigma(d(S 3, S 4), E(3,4))=\sigma(0,2)=\frac{2}{2}-0=1$.
For $p=3, q=5$ we observe $\sigma(d(S 3, S 5), E(3,5))=\sigma(2,6)=\frac{6}{2}-2=1$.
As a last case, for $p=4, q=5$, we derive $\sigma(d(S 4, S 5), E(4,5))=\sigma(2,4)=\frac{4}{2}-2=0$. Evidently, we conclude that $S \in \mathcal{C}_{E}(\mathcal{M})$.

In addition, all conditions of Theorem 2 are attained and $p=3$ is a fixed point of $S$. As in the above example, the uniqueness results from the Remark 1.

Example 4. Let $\mathcal{M}=\left[0, \frac{1}{2}\right] \cup\left\{\frac{3}{4}\right\}$ and define $d(p, q)=\left\{\begin{aligned} \max \{p, q\} & \text { if } p \neq q \\ 0 & \text { otherwise. }\end{aligned}\right.$
We consider the following self-mapping $S(p)=\left\{\begin{array}{cl}\frac{p}{p+1} & \text { if } p \in\left[0, \frac{1}{4}\right) \cup\left(\frac{1}{4}, 1\right] \\ \frac{1}{2} & \text { if } p=\frac{3}{4} .\end{array}\right.$
We claim that $S$ is a $\mathcal{S}$-contraction of type $E$ for $\sigma(t, s)=\frac{s}{s+1}-t$.
Case 1. For $0 \leq q \leq p \leq \frac{1}{2}$, we have

$$
\begin{gathered}
d(p, q)=\max \{p, q\}=p \text { and } d(S p, S q)=\max \left\{\frac{p}{p+1}, \frac{q}{q+1}\right\}=\frac{p}{p+1} \\
d(p, T p)=\max \left\{p, \frac{p}{p+1}\right\}=p \text { and } d(q, T q)=q
\end{gathered}
$$

So, we have

$$
E(p, q)=p+|p-q|=2 p-q
$$

and

$$
\begin{aligned}
\sigma(d(S p, S q), E(p, q)) & =\frac{E(p, q)}{1+E(p, q)}-d(S p, S q) \\
& =\frac{2 p-q}{1+2 p-q}-\frac{p}{p+1} \\
& =\frac{p-q}{(2 p-q+1)(p+1)}>0
\end{aligned}
$$

It is clear that the above observation is also valid for $0 \leq p \leq q \leq \frac{1}{2}$.
Case 2. For $0 \leq p \leq \frac{1}{2}$, and $q=\frac{3}{4}$, we have

$$
\begin{aligned}
& d(p, q)=\max \{p, q\}=\frac{3}{4} \text { and } d(S p, S q)=\max \left\{\frac{p}{p+1}, \frac{1}{2}\right\}=\frac{1}{2} \\
& d(p, S p)=\max \left\{p, \frac{p}{p+1}\right\}=p \text { and } d(q, S q)=\max \left\{\frac{3}{4}, \frac{1}{2}\right\}=\frac{3}{4}
\end{aligned}
$$

So,

$$
E(p, q)=\frac{3}{4}+\left|p-\frac{3}{4}\right|=\frac{3}{2}-p
$$

Consequently,

$$
\sigma\left(\frac{1}{2}, \frac{3}{2}-p\right)=\frac{\frac{3}{2}-p}{\frac{5}{2}-p}-\frac{1}{2}=\frac{1-2 p}{5-2 p}>0
$$

The case, for $0 \leq q \leq \frac{1}{2}$, and $p=\frac{3}{4}$, is the analog of Case 2 .
In any case, we observe that $S \in \mathcal{C}_{E}(\mathcal{M})$. This completes the proof. Therefore, we conclude that $S$ has a unique fixed point, namely, $x=0$. On the account of Remark 1, the fixed point of $S$ is unique.

## 3. Consequences and Application

In this section we give one corollary and we consider an application of the main result in which the solution for an integral equation can be described.

Corollary 1. Let $S: \mathcal{M} \rightarrow \mathcal{M}$ be a function on a complete metric space $(\mathcal{M}, d)$. If there exist $\mu_{1}, \mu_{2} \in \Phi$ with $\mu_{1}(s)<s \leq \mu_{2}(s)$ for all $s>0$, such that for all $p, q \in \mathcal{M}$, the following inequality is fulfilled

$$
\mu_{2}(d(S p, S q)) \leq \mu_{1}(E(p, q))
$$

where, $E(p, q)=d(p, q)+|d(p, S p)-d(q, S q)|$. Then, $S$ has exactly one fixed point.
Proof. It is enough to take $\sigma(t, s)=\sigma_{1}(t, s)$ in Example 1 and apply Theorem 2.
It is clear that by choosing simulation function $\sigma$ from Example 1 and applying Theorem 2, we get further corollaries, as we got Corollary 1 . So, we skip this list of corollaries by using the analogy.

Let $\mathcal{M}=C(I, \mathbb{R})$ be the set of all continuous functions on $I=[0,1]$ equipped with a metric $d(x, y)=\|x-y\|=\sup \{|x(s)-y(s)|: s \in I\}$, for all $x, y \in \mathcal{M}$. Then $(\mathcal{M}, d)$ forms a complete metric space. We investigate the integral equation

$$
\begin{equation*}
x(s)=\xi(s)+\int_{0}^{1} K(s, u) \eta(u, x(u)) d u, \quad s \in[0,1] \tag{21}
\end{equation*}
$$

where the functions $\eta: I \times \mathbb{R} \rightarrow \mathbb{R}$ and $\xi: I \rightarrow \mathbb{R}$ are continuous and $K: I \times I \rightarrow \mathbb{R}_{0}^{+}$is a function such that $K(s, \cdot) \in L^{1}(I)$ for all $s \in[0,1]$. We handle the map $S: \mathcal{M} \rightarrow \mathcal{M}$ which is defined by

$$
\begin{equation*}
S(x)(s)=\xi(s)+\int_{0}^{1} K(s, u) \eta(u, x(u)) d u, \quad s \in[0,1] . \tag{22}
\end{equation*}
$$

Theorem 3. The Equation (21) has a unique solution in $\mathcal{M}$, if the following conditions are fulfilled:
(a1) there exists $\mu \in \Phi$ with $\mu(s)<s$ for all $s>0$ satisfying

$$
0 \leq\left|\eta\left(u, x_{1}(u)\right)-\eta\left(u, x_{2}(u)\right)\right| \leq \mu\left(\left|x_{1}(u)-x_{1}(u)\right|+\left|\left|x_{1}(u)-S\left(x_{1}\right)(u)\right|-\left|x_{2}(u)-S\left(x_{2}\right)(u)\right|\right|\right)
$$

for all $u \in I$ and for all $x_{1}, x_{2} \in \mathcal{M}$.
(a2) followed by the inequality assumed

$$
\sup _{s \in I} \int_{0}^{1} K(s, u) d u \leq 1
$$

Proof. Note that any fixed point of Equation (21) is a solution of the integral Equation (21). On account of (a1) and (a2), we find that

$$
\begin{aligned}
\left|S\left(x_{1}\right)(s)-S\left(x_{2}\right)(s)\right| & =\left|\int_{0}^{1} K(s, u)\left[\eta\left(u, x_{1}(u)\right)-\eta\left(u, x_{2}(u)\right)\right] d u\right| \\
& \leq \int_{0}^{1} K(s, u)\left|\eta\left(u, x_{1}(u)\right)-\eta\left(u, x_{2}(u)\right)\right| d u \\
& \leq \int_{0}^{1} K(s, u) \mu\left(\left|x_{1}(u)-x_{2}(u)\right|+\left|\left|x_{1}(u)-S\left(x_{1}\right)(u)\right|-\left|x_{2}(u)-S\left(x_{2}\right)(u)\right|\right|\right) d u \\
& \leq \mu\left(E\left(x_{1}, x_{2}\right)\right),
\end{aligned}
$$

where, $E\left(x_{1}, x_{2}\right)=\left\|x_{1}-x_{2}\right\|+\left|\left\|x_{1}-S x_{1}\right\|-\left\|x_{2}-S x_{2}\right\|\right|$. Hence, we derive that

$$
\left\|S x_{1}-S x_{2}\right\| \leq \mu\left(\left\|x_{1}-x_{2}\right\|+\left|\left\|x_{1}-S x_{1}\right\|-\left\|x_{2}-S x_{2}\right\|\right|\right)
$$

Therefore we have

$$
\sigma\left(d\left(S x_{1}, S x_{2}\right), E\left(x_{1}, x_{2}\right)\right)=\mu\left(E\left(x_{1}, x_{2}\right)\right)-d\left(S x_{1}, S x_{2}\right) \geq 0
$$

This implies that all the conditions of Corollary 1 and hence Theorem 2 are satisfied. Thus, the operator $S$ has a unique fixed point which is the solution of the integral Equation (21) in $\mathcal{M}$.

Example 5. As an example of Theorem 3, we consider the next integral equation

$$
\begin{equation*}
x(s)=\frac{1}{1+s^{4}}+\frac{1}{3} \int_{0}^{1} \frac{u \sin 2 u}{12\left(1+s^{2}\right)} \frac{|x|}{1+|x|} d u, \quad s \in[0,1], \tag{23}
\end{equation*}
$$

This equation is obtained from Equation (21) by choosing

$$
\xi(s)=\frac{1}{1+s^{4}}, \quad K(s, u)=\frac{u}{2\left(1+s^{2}\right)}, \text { and } \eta(s, x)=\frac{|x| \sin 2 s}{6(1+|x|)}
$$

Let $S$ be a self-mapping, defined as

$$
\begin{equation*}
S(x)(s)=\xi(s)+\int_{0}^{1} K(s, u) \eta(u, x(u)) d u, \quad s \in[0,1] . \tag{24}
\end{equation*}
$$

By letting $\mu(t)=\frac{s}{2}$, we get that

$$
\begin{aligned}
\left|\eta\left(s, x_{1}\right)-\eta\left(s, x_{2}\right)\right| & =\left|\frac{\sin 2 s}{6} \frac{\left|x_{1}\right|}{1+\left|x_{1}\right|}-\frac{\sin 2 s}{6} \frac{\left|x_{2}\right|}{1+\left|x_{2}\right|}\right| \\
& \leq \frac{1}{6}\left|x_{1}-x_{2}\right| \leq \mu\left(\left|x_{1}-x_{2}\right|+\left|\left|x_{1}-x_{2}\right|-\left|x_{1}-x_{2}\right|\right|\right)=\mu\left(E\left(x_{1}, x_{2}\right)\right)
\end{aligned}
$$

On the other hand,

$$
\sup _{s \in I} \int_{0}^{1} K(s, u) d u=\sup _{s \in I} \int_{0}^{1} \frac{u}{2\left(1+s^{2}\right)} d u=\frac{1}{4} \leq 1 .
$$

Hence, we conclude that the integral Equation (23) has exactly one solution in $C(I, \mathbb{R})$.

Author Contributions: All authors contributed equally and significantly in writing this article. All authors read and approved the final manuscript.

Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Banach, S. Sur les opérations dans les ensembles abstraits et leur application auxéquations intégrales. Fundam. Math. 1922, 3, 133-181. [CrossRef]
2. Alsulami, H.H.; Karapınar, E.; Khojasteh, F.; Roldán-López-de-Hierro, A.F. A proposal to the study of contractions in quasi-metric spaces. Discr. Dyn. Nat. Soc. 2014, 2014, 269286. [CrossRef]
3. Alharbi, A.S.S.; Alsulami, H.H.; Karapinar, E. On the Power of Simulation and Admissible Functions in Metric Fixed Point Theory. J. Funct. Sp. 2017, 2017, 2068163. [CrossRef]
4. Alqahtani, B.; Fulga, A.; Karapinar, E. On Ciric type varphi-Geraghty contractions. J. Math. 2018, in press.
5. Alqahtani, B.; Fulga, A.; Karapinar, E. A short note on the common fixed points of the Geraghty contraction of type $E_{S, T}$. Demonstr. Math. 2018, 51, 233-240. [CrossRef]
6. Asadi, M.; Azhini, M.; Karapinar, E.; Monfared, H. Simulation Functions Over M-Metric Spaces. East Asian Math. J. 2017, 33, 559-570.
7. Aydi, H.; Karapinar, E.; Rakocevic, V. Nonunique Fixed Point Theorems on b-Metric Spaces Via Simulation Functions. Jordan J. Math. Stat. 2018, submitted.
8. Aydi, H.; Jellali, M.; Karapinar, E. Common fixed points for generalized $\alpha$-implicit contractions in partial metric spaces: Consequences and application. Matemáticas 2015, 109, 367-384. [CrossRef]
9. Aydi, H.; A.Felhi, A.; Karapinar, E.; Alojail, F.A. Fixed points on quasi-metric spaces via simulation functions and consequences. J. Math. Anal. 2018, 9, 10-24.
10. Fulga, A.; Proca, A. Fixed points for $\varphi_{E}$-Geraghty contractions. J. Nonlinear Sci. Appl. 2017, 10, 5125-5131. [CrossRef]
11. Fulga, A.; Proca, A. A new Generalization of Wardowski Fixed Point Theorem in Complete Metric Spaces. Adv. Theory Nonlinear Anal. Appl. 2017, 1, 57-63. [CrossRef]
12. Mizoguchi, N.; Takahashi, W. Fixed point theorems for multivalued mappings on complete metric spaces. J. Math. Anal. Appl. 1989, 141, 177-188. [CrossRef]
13. Rhoades, B.E. A comparison of various definitions of contractive mappings, transactions of the american mathematical society. Trans. Am. Math. Soc. 1977, 224, 257-290. [CrossRef]
14. Rhoades, B.E. Some theorems on weakly contractive maps. Nonlinear Anal. 2001, 47, 2683-2693. [CrossRef]
15. Browder, F.E.; Petrysyn, W.V. The solution by iteration of nonlinear functional equation in Banach spaces. Bull. Am. Math. Soc. 1966, 72, 571-576. [CrossRef]
16. Karapinar, E.; Roldan, A.; Oregan, D. Coincidence point theorems on quasi-metric spaces via simulation functions and applications to G-metric spaces. J. Fixed Point Theory Appl. 2018, 20, 112. [CrossRef]
17. Karapinar, E.; Khojasteh, F. An approach to best proximity points results via simulation functions. J. Fixed Point Theory Appl. 2017, 19, 1983-1995. [CrossRef]
18. Karapinar, E. Fixed points results via simulation functions. Filomat 2016, 30, 2343-2350. [CrossRef]
19. Khojasteh, F.; Shukla, S.; Radenović, S. A new approach to the study of fixed point theorems for simulation functions. Filomat 2015, 29, 1189-1194. [CrossRef]
20. Roldán-López-de-Hierro, A.F.; Karapınar, E.; Roldán-López-de-Hierro, C.; Martínez-Moreno, J. Coincidence point theorems on metric spaces via simulation functions. J. Comput. Appl. Math. 2015, 275, 345-355. [CrossRef]
21. Samet, B. Best proximity point results in partially ordered metric spaces via simulation functions. Fixed Point Theory Appl. 2015, 2015, 232. [CrossRef]
