## Article

# Solution for the System of Lane-Emden Type Equations Using Chebyshev Polynomials 

Yalçın ÖZTÜRK<br>Ula Ali Koçman Vocational High School, Muğla Sıtkı Koçman University, Muğla 48000, Turkey; yozturk@mu.edu.tr

Received: 7 September 2018; Accepted: 21 September 2018; Published: 28 September 2018


#### Abstract

In this paper, we use the collocation method together with Chebyshev polynomials to solve system of Lane-Emden type (SLE) equations. We first transform the given SLE equation to a matrix equation by means of a truncated Chebyshev series with unknown coefficients. Then, the numerical method reduces each SLE equation to a nonlinear system of algebraic equations. The solution of this matrix equation yields the unknown coefficients of the solution function. Hence, an approximate solution is obtained by means of a truncated Chebyshev series. Also, to show the applicability, usefulness, and accuracy of the method, some examples are solved numerically and the errors of the solutions are compared with existing solutions.
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## 1. Introduction

In this paper, we consider the system of the Lane-Emden type equation,

$$
\begin{align*}
& P(t) \frac{d^{2} y_{1}}{d t^{2}}+\frac{\alpha}{t} \frac{d y_{1}}{d t}+y_{2}^{p}=g_{1}(t)  \tag{1}\\
& H(t) \frac{d^{2} y_{2}}{d t^{2}}+\frac{\beta}{t} \frac{d y_{2}}{d t}+y_{1}^{q}=g_{2}(t)
\end{align*}
$$

which are subject to the initial conditions,

$$
\begin{equation*}
y_{1}(0)=\lambda_{0}, y_{1}^{\prime}(0)=\lambda_{1} y_{2}(0)=\gamma_{0}, y_{2}^{\prime}(0)=\gamma_{1} \tag{2}
\end{equation*}
$$

where $p, q$ are positive integers and $\lambda_{0}, \lambda_{1}, \gamma_{0}$ and $\gamma_{1}$ are real constants. Notice that the Lane-Emden equation is linear for $q=0,1$ and nonlinear otherwise.

There are two basic forms of the the Lane-Emden equation in applied sciences [1-5]. The following equation, which is called the first type Lane-Emden equation, was used to model the problem of stellar structure and the thermal behaviour of a spherical cloud of gas acting under mutual attraction of its molecules [1-5].

$$
y^{\prime \prime}(t)+\frac{2}{t} y^{\prime}(t)+g(y)=0, x>0
$$

where $g(y)$ is some given function of $y$. Among the most popular form of $g(y)$ is $g(y)=y^{m}$ with the conditions $y(0)=1, y^{\prime}(0)=0$. The exponent $m$ is called polytropic index and positive radially symmetric solutions of the above equation are used to describe the structure of the polytropic stars [1-4].

The second kind Lane-Emden equation is defined as follows:

$$
y^{\prime \prime}(t)+\frac{2}{t} y^{\prime}(t)-e^{-y}=0, y(0)=1, y^{\prime}(0)=0
$$

which is used to model the star as a gaseous sphere in thermodynamic and hydrostatic equilibrium with a certain equation of state [2,4].

Several methods for the solution of Lane-Emden equations and the system of Lane-Emden equations have been presented, such as the sinc-collocation method [6], variational iteration method [7], Hermite collocation method [8], modified Homotopy analysis method [9], modified Adomian decomposition method [10], Legendre operational matrix method [11], and Berstein operational matrix method [12], among other methods [13-17].

Recently, the collocation method has been a very useful method to obtain the approximate solutions. Chebyshev collocation method has been used to obtain the numerical solutions to many other equations, such as differential-difference equations, delay-difference equations, pantograph equations, integro-differential-difference equations, and Abel equation, among others [18-27].

The aim of this study is to get approximate solutions as truncated Chebyshev series defined by

$$
\begin{equation*}
y_{1}^{N}(t)=\sum_{n=0}^{N}{ }^{\prime} a_{n} T_{n}^{*}(t), y_{2}^{N}(t)=\sum_{n=0}^{N}{ }^{\prime} b_{n} T_{n}^{*}(t) \tag{3}
\end{equation*}
$$

where $T_{n}^{*}(t)=\cos (n \theta), 2 t-1=\cos \theta, 0 \leq t \leq 1$, denotes the shifted Chebyshev polynomials of the first kind; $\sum^{\prime}$ denotes a sum whose first term is halved; $a_{n}, b_{n}(0 \leq n \leq N)$ are unknown Chebyshev coefficients, and $N$ is chosen any positive integer. To obtain a solution of the form Equation (3) of the problem Equation (1) with boundary conditions given by Equation (2), we can use collocation points [28,29].

$$
\begin{equation*}
t_{i-1}=\frac{1}{2}\left(1+\cos \left(\frac{(N-i+3 / 2) \pi}{N}\right)\right), i=1,2, \ldots, N+1 \tag{4}
\end{equation*}
$$

which is the zeroes of the shifted Chebyshev polynomial $T_{N+1}^{*}(t)$. They are called Chebyshev-Gauss points. If we take these points in an interpolation problem, the obtained result is convergence into the given functions [28,29].

## 2. Fundamental Relations

In this section, we give the matrix form of Equations (1) and (2). Firstly, we convert the solution $y_{1,2}^{N}(t)$ defined by Equation (3) and its derivative $\left(y_{1,2}^{N}(t)\right)^{(k)}$ to matrix forms

$$
\begin{align*}
& y_{1}^{N}(t)=\mathbf{T}^{*}(t) \mathbf{A}, y_{1}^{N(k)}(t)=\mathbf{T}^{*(k)}(t) \mathbf{A}, k=0,1,2  \tag{5}\\
& y_{2}^{N}(t)=\mathbf{T}^{*}(t) \mathbf{B}, y_{2}^{N(k)}(t)=\mathbf{T}^{*(k)}(t) \mathbf{B}, k=0,1,2 \tag{6}
\end{align*}
$$

where

$$
\begin{gathered}
\mathbf{T}^{*}(t)=\left[\begin{array}{llll}
T_{0}^{*}(t) & T_{1}^{*}(t) & \ldots & T_{N}^{*}(t)
\end{array}\right] \\
\mathbf{T}^{*(k)}(t)=\left[T_{0}^{*(k)}(t) T_{1}^{*(k)}(t) \ldots T_{N}^{*(k)}(t)\right], \\
\mathbf{A}=\left[\frac{1}{2} a_{0} a_{1} \ldots a_{N}\right]^{T} \\
\mathbf{B}=\left[\frac{1}{2} b_{0} b_{1} \ldots b_{N}\right]^{T}
\end{gathered}
$$

On the other hand, it has been known that the relation between the powers $t^{n}$ and the shifted Chebyshev polynomials $T_{n}^{*}(t)$ is [24,25].

$$
\begin{equation*}
t^{n}=2^{-2 n+1} \sum_{k=0}^{n} \prime\binom{2 n}{k} T_{n-k}^{*}(t), 0 \leq t \leq 1 \tag{7}
\end{equation*}
$$

Using the expression (7) and taking $n=0,1, \ldots, N$, we find the corresponding matrix relation as follows:

$$
\begin{equation*}
(\mathbf{X}(t))^{T}=\mathbf{D}\left(\mathbf{T}^{*}(t)\right)^{T} \text { implyingthat } \mathbf{X}(t)=\mathbf{T}^{*}(t) \mathbf{D}^{T} \tag{8}
\end{equation*}
$$

where

$$
\mathbf{X}(t)=\left[1 t \ldots t^{N}\right]
$$

which is a lower triangular matrix. As all the main diagonals of $\mathbf{D}$ are not zero, $\mathbf{D}$ is invertible matrix. Then, taking into account Equation (8), we obtain

$$
\begin{equation*}
\mathbf{T}^{*}(t)=\mathbf{X}(t)\left(\mathbf{D}^{-1}\right)^{T} \tag{9}
\end{equation*}
$$

and

$$
\left(\mathbf{T}^{*}(t)\right)^{(k)}=\mathbf{X}^{(k)}(t)\left(\mathbf{D}^{-1}\right)^{T}, k=0,1,2
$$

We use the following relation to obtain the matrix $\mathbf{X}^{(k)}(t)$ in terms of the matrix $\mathbf{X}(t)$,

$$
\begin{gather*}
\mathbf{X}^{(1)}(t)=\mathbf{X}(t) \mathbf{C}^{T} \\
\mathbf{X}^{(2)}(t)=\mathbf{X}^{(1)}(t) \mathbf{C}^{T}=\mathbf{X}(t)\left(\mathbf{C}^{T}\right)^{2} \tag{10}
\end{gather*}
$$

where

$$
\mathbf{C}=\left[\begin{array}{ccccc}
0 & 0 & 0 & \ldots & 0 \\
1 & 0 & 0 & \ldots & 0 \\
0 & 2 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & N & 0
\end{array}\right]
$$

Consequently, by substituting the matrix forms Equations (9) and (10) into Equations (5) and (6), we have the matrix relation

$$
\begin{align*}
& y_{1}^{N(k)}(t)=\mathbf{X}(t) \mathbf{C}^{k}\left(\mathbf{D}^{T}\right)^{-1} \mathbf{A}, k=0,1,2  \tag{11}\\
& y_{2}^{N(k)}(t)=\mathbf{X}(t) \mathbf{C}^{k}\left(\mathbf{D}^{T}\right)^{-1} \mathbf{B}, k=0,1,2 \tag{12}
\end{align*}
$$

Now, we construct the matrix form of the nonlinear term $\left(y_{1}^{N}(t)\right)^{q}$ and $\left(y_{2}^{N}(t)\right)^{p}$, substituting the collocation points into $\left(y_{1}^{N}(t)\right)^{q}$, we obtain the following matrix representation

$$
\left[\begin{array}{c}
\left(y_{1}^{N}\left(t_{0}\right)\right)^{q}  \tag{13}\\
\left(y_{1}^{N}\left(t_{1}\right)\right)^{q} \\
\vdots \\
\left(y_{1}^{N}\left(t_{N}\right)\right)^{q}
\end{array}\right]=\left[\begin{array}{cccc}
y_{1}^{N}\left(t_{0}\right) & 0 & 0 & 0 \\
0 & y_{1}^{N}\left(t_{1}\right) & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & y_{1}^{N}\left(t_{N}\right)
\end{array}\right]^{q-1}\left[\begin{array}{c}
y_{1}^{N}\left(t_{0}\right) \\
y_{1}^{N}\left(t_{1}\right) \\
\vdots \\
y_{1}^{N}\left(t_{N}\right)
\end{array}\right]=\left(\overline{\mathbf{Y}_{1}}\right)^{\mathbf{q - 1}} \mathbf{Y}_{\mathbf{1}}
$$

and

$$
\begin{equation*}
\overline{\mathbf{Y}_{1}}=\overline{\mathbf{T A}} \tag{14}
\end{equation*}
$$

where

$$
\overline{\mathbf{T}}=\left[\begin{array}{cccc}
\mathbf{T}\left(t_{0}\right) & 0 & \cdots & 0 \\
0 & \mathbf{T}\left(t_{1}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{T}\left(t_{N}\right)
\end{array}\right], \overline{\mathbf{A}}=\left[\begin{array}{cccc}
\mathbf{A} & 0 & \cdots & 0 \\
0 & \mathbf{A} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{A}
\end{array}\right]
$$

Then, we construct the following matrix relation

$$
\begin{equation*}
\left(y_{1}^{N}(t)\right)^{q}=\left(y_{1}^{N}(t)\right)^{q-1}\left(y_{1}^{N}(t)\right) 1=(\overline{\mathbf{T A}})^{q-1} \mathbf{X}(t)\left(\mathbf{D}^{\mathbf{T}}\right)^{-1} \mathbf{A} \tag{15}
\end{equation*}
$$

Similarly, $\left(y_{2}^{N}(t)\right)^{p}$ can be written as

$$
\begin{equation*}
\left(y_{2}^{N}(t)\right)^{p}=\left(y_{2}^{N}(t)\right)^{p-1}\left(y_{2}^{N}(t)\right)=(\overline{\mathbf{T B}})^{p-1} \mathbf{X}(t)\left(\mathbf{D}^{\mathbf{T}}\right)^{-1} \mathbf{B} \tag{16}
\end{equation*}
$$

where

$$
\overline{\mathbf{B}}=\left[\begin{array}{cccc}
\mathbf{B} & 0 & \cdots & 0 \\
0 & \mathbf{B} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{B}
\end{array}\right]
$$

## 3. Method of Solution

In this section, the fundamental matrix equation corresponding to Equation (1) with conditions Equation (2) is constructed, and the solution method is presented. For this purpose, we substitute the matrix relations Equations (11),(12) and Equations (15),(16) into Equation (1) and obtain the following matrix relation:

$$
\begin{align*}
& P_{1}(t) \mathbf{X}(t) \mathbf{C}^{2}\left(\mathbf{D}^{T}\right)^{-1} \mathbf{A}+\frac{\alpha}{t} \mathbf{X}(t) \mathbf{C}\left(\mathbf{D}^{T}\right)^{-1} \mathbf{A}+(\overline{\mathbf{T B}})^{p-1} \mathbf{X}(t)\left(\mathbf{D}^{\mathbf{T}}\right)^{-1} \mathbf{B}=g_{1}(t) \\
& P_{2}(t) \mathbf{X}(t) \mathbf{C}^{2}\left(\mathbf{D}^{T}\right)^{-1} \mathbf{B}+\frac{\beta}{t} \mathbf{X}(t) \mathbf{C}\left(\mathbf{D}^{T}\right)^{-1} \mathbf{B}+(\overline{\mathbf{T A}})^{q-1} \mathbf{X}(t)\left(\mathbf{D}^{\mathbf{T}}\right)^{-1} \mathbf{A}=g_{2}(t) \tag{17}
\end{align*}
$$

We can rewrite the Equation (17) as follows:

$$
\begin{equation*}
\mathbf{P}(t) \overline{\mathbf{X}}(t) \overline{\overline{\mathbf{C}}} \overline{\mathbf{D}} \mathbf{Y}+\mathbf{H}(t) \overline{\mathbf{X}}(t) \overline{\mathbf{C}} \overline{\mathbf{D}} \mathbf{Y}+\overline{\mathbf{T}}(t) \overline{\overline{\mathbf{X}}(t)} \overline{\overline{\mathbf{D}}} \mathbf{Y}=\mathbf{G}(t) \tag{18}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{P}(t)=\left[\begin{array}{cc}
P_{1}(t) & 0 \\
0 & P_{2}(t)
\end{array}\right], \overline{\mathbf{X}}(t)=\left[\begin{array}{cc}
\mathbf{X}(t) & 0 \\
0 & \mathbf{X}(t)
\end{array}\right], \overline{\overline{\mathbf{C}}}=\left[\begin{array}{cc}
\mathbf{C}^{2} & 0 \\
0 & \mathbf{C}^{2}
\end{array}\right] \\
\overline{\mathbf{D}}=\left[\begin{array}{cc}
\left(\mathbf{D}^{T}\right)^{-1} & 0 \\
0 & \left(\mathbf{D}^{T}\right)^{-1}
\end{array}\right], \mathbf{H}(t)=\left[\begin{array}{cc}
\alpha / t & 0 \\
0 & \beta / t
\end{array}\right], \overline{\mathbf{C}}=\left[\begin{array}{ll}
\mathbf{C} & 0 \\
0 & \mathbf{C}
\end{array}\right] \\
\overline{\mathbf{T}}(t)=\left[\begin{array}{cc}
0 & (\mathbf{T}(t) \mathbf{B})^{p-1} \\
(\mathbf{T}(t) \mathbf{A})^{q-1} & 0
\end{array}\right] \\
\overline{\overline{\mathbf{X}}}(t)=\left[\begin{array}{cc}
0 & \mathbf{X}(t) \\
\mathbf{X}(t) & 0
\end{array}\right], \overline{\overline{\mathbf{D}}}(t)=\left[\begin{array}{cc}
0 & \left(\mathbf{D}^{T}\right)^{-1} \\
\left(\mathbf{D}^{T}\right)^{-1} & 0
\end{array}\right], \mathbf{Y}=\left[\begin{array}{l}
\mathbf{A} \\
\mathbf{B}
\end{array}\right], \mathbf{G}(t)=\left[\begin{array}{l}
g_{1}(t) \\
g_{2}(t)
\end{array}\right] .
\end{gathered}
$$

Using collocation points, we get the matrix equations

$$
\begin{equation*}
(\mathbf{P} \overline{\bar{X} \bar{C}} \bar{D}+\mathbf{H} \overline{X C D}+\overline{\mathbf{T}} \overline{\bar{X} D}) \mathbf{Y}=\mathbf{G} \tag{19}
\end{equation*}
$$

where

$$
\mathbf{P}=\left[\begin{array}{ccccc}
\mathbf{P}\left(t_{0}\right) & 0 & 0 & \cdots & 0 \\
0 & \mathbf{P}\left(t_{1}\right) & 0 & \cdots & 0 \\
0 & 0 & \mathbf{P}\left(t_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \mathbf{P}\left(t_{N}\right)
\end{array}\right], \mathbf{H}=\left[\begin{array}{ccccc}
\mathbf{H}\left(t_{0}\right) & 0 & 0 & \cdots & 0 \\
0 & \mathbf{H}\left(t_{1}\right) & 0 & \cdots & 0 \\
0 & 0 & \mathbf{H}\left(t_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \mathbf{H}\left(t_{N}\right)
\end{array}\right], \mathbf{C}=\left[\begin{array}{cccc}
0 & 0 & 0 & \ldots \\
1 & 0 & 0 & \ldots \\
0 & 2 & 0 & \ldots \\
\ldots & \cdots & \cdots & \cdots \\
0 & \cdots \\
0 & 0 & N & 0
\end{array}\right]
$$

$$
\begin{gathered}
\mathbf{P}=\left[\begin{array}{ccccc}
\mathbf{P}\left(t_{0}\right) & 0 & 0 & \cdots & 0 \\
0 & \mathbf{P}\left(t_{1}\right) & 0 & \cdots & 0 \\
0 & 0 & \mathbf{P}\left(t_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \mathbf{P}\left(t_{N}\right)
\end{array}\right], \mathbf{H}=\left[\begin{array}{ccccc}
\mathbf{H}\left(t_{0}\right) & 0 & 0 & \cdots & 0 \\
0 & \mathbf{H}\left(t_{1}\right) & 0 & \cdots & 0 \\
0 & 0 & \mathbf{H}\left(t_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \mathbf{H}\left(t_{N}\right)
\end{array}\right], \mathbf{C}=\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 2 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & N & 0
\end{array}\right] \\
\overline{\mathbf{D}}=\left[\begin{array}{ccc}
\left(\mathbf{D}^{T}\right)^{-1} & 0 \\
0 & \left(\mathbf{D}^{T}\right)^{-1}
\end{array}\right], \mathbf{Y}=\left[\begin{array}{c}
\mathbf{A} \\
\mathbf{B}
\end{array}\right], \overline{\overline{\mathbf{D}}}=\left[\begin{array}{cc}
\overline{\mathbf{D}} & 0 \\
0 & \overline{\mathbf{D}}
\end{array}\right] \\
\overline{\mathbf{X}}=\left[\begin{array}{ccccc}
\overline{\mathbf{X}}\left(t_{0}\right) & 0 & 0 & \cdots & 0 \\
0 & \overline{\mathbf{X}}\left(t_{1}\right) & 0 & \cdots & 0 \\
0 & 0 & \overline{\mathbf{X}}\left(t_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \overline{\mathbf{X}}\left(t_{N}\right)
\end{array}\right], \overline{\mathbf{T}}=\left[\begin{array}{cccccc}
\overline{\mathbf{T}}\left(t_{0}\right) & 0 & 0 & \cdots & 0 \\
0 & \overline{\mathbf{T}}\left(t_{1}\right) & 0 & \cdots & 0 \\
0 & 0 & \overline{\mathbf{T}}\left(t_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \overline{\mathbf{T}}\left(t_{N}\right)
\end{array}\right] \\
\overline{\overline{\mathbf{X}}}=\left[\begin{array}{ccc}
\overline{\bar{X}}\left(t_{0}\right) \\
0 & \overline{\bar{X}}\left(t_{1}\right) & 0 \\
0 & 0 & \cdots \\
0 & \cdots & 0 \\
\vdots & \vdots & \vdots \\
0 & \ddots & \vdots \\
0 & 0 & 0 \\
0 & \cdots & \overline{\mathrm{X}}\left(t_{N}\right)
\end{array}\right], \mathbf{G}=\left[\begin{array}{cc}
G\left(t_{0}\right) \\
G\left(t_{1}\right) \\
G\left(t_{2}\right) \\
\vdots \\
G\left(t_{N}\right)
\end{array}\right]
\end{gathered}
$$

and where

$$
\begin{gathered}
\overline{\mathbf{X}}\left(t_{i}\right)=\left[\begin{array}{cc}
\mathbf{X}\left(t_{i}\right) & 0 \\
0 & \mathbf{X}\left(t_{i}\right)
\end{array}\right], \mathbf{P}\left(t_{i}\right)=\left[\begin{array}{cc}
P_{1}\left(t_{i}\right) & 0 \\
0 & P_{2}\left(t_{i}\right)
\end{array}\right], \mathbf{H}\left(t_{i}\right)=\left[\begin{array}{cc}
\alpha / t_{i} & 0 \\
0 & \beta / t_{i}
\end{array}\right] . \\
\overline{\mathbf{T}}\left(t_{i}\right)=\left[\begin{array}{cc}
0 & \left(\mathbf{T}\left(t_{i}\right) \mathbf{B}\right)^{p-1} \\
\left(\mathbf{T}\left(t_{i}\right) \mathbf{A}\right)^{q-1} & 0
\end{array}\right], \overline{\overline{\mathbf{X}}}\left(t_{i}\right)=\left[\begin{array}{cc}
0 & \mathbf{X}\left(t_{i}\right) \\
\mathbf{X}\left(t_{i}\right) & 0
\end{array}\right], \mathbf{G}\left(t_{i}\right)=\left[\begin{array}{l}
g_{1}\left(t_{i}\right) \\
g_{2}\left(t_{i}\right)
\end{array}\right] .
\end{gathered}
$$

where the dimension of matrices $\overline{\mathbf{X}}, \overline{\overline{\mathbf{X}}}, \overline{\overline{\mathbf{C}}}, \overline{\mathbf{C}}, \overline{\overline{\mathbf{D}}}, \overline{\mathbf{D}}, \overline{\mathbf{T}}$ are diagonal matrices and the dimension of these matrices are $2(N+1) \times 2(N+1)$ and $\mathbf{G}$ is $2(N+1) \times 1$.

Hence, the matrix Equation (19) corresponding to Equation (1) can be written in the form

$$
\begin{equation*}
\mathbf{W Y}=\mathbf{G}, \tag{20}
\end{equation*}
$$

where

$$
\mathbf{W}=\mathbf{P} \overline{\mathbf{X C}} \bar{D}+\mathbf{H} \overline{\mathbf{X C D}}+\overline{\mathbf{T}} \overline{\bar{X}} \bar{D}
$$

Moreover, the matrix form for conditions can be written as

$$
\begin{gathered}
\mathbf{U}_{0}=\mathbf{X}(0)\left(\mathbf{D}^{T}\right)^{-1} \mathbf{A}=\left[\lambda_{0}\right] \\
\mathbf{U}_{1}=\mathbf{X}(0) \mathbf{C}\left(\mathbf{D}^{T}\right)^{-1} \mathbf{A}=\left[\lambda_{1}\right] \\
\mathbf{U}_{2}=\mathbf{X}(0)\left(\mathbf{D}^{T}\right)^{-1} \mathbf{B}=\left[\alpha_{0}\right] \\
\mathbf{U}_{3}=\mathbf{X}(0) \mathbf{C}\left(\mathbf{D}^{T}\right)^{-1} \mathbf{B}=\left[\alpha_{1}\right]
\end{gathered}
$$

where

$$
\mathbf{X}(0)=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Then, we can write the conditions as the following matrix form:

$$
\begin{equation*}
\mathbf{U Y}=\mathbf{F} \tag{21}
\end{equation*}
$$

where

$$
\mathbf{U}=\left[u_{k l}\right]=\left[\begin{array}{cc}
\mathbf{U}_{0} & 0 \\
\mathbf{U}_{1} & 0 \\
0 & \mathbf{U}_{2} \\
0 & \mathbf{U}_{3}
\end{array}\right], \mathbf{F}=\left[\begin{array}{c}
\lambda_{0} \\
\lambda_{1} \\
\alpha_{0} \\
\alpha_{1}
\end{array}\right]
$$

By replacing the conditions matrices (20) by the last four rows of the matrix (21), we obtain to a system of $2(N+1) \times 2(N+1)$ linear or nonlinear algebraic equations with $2(N+1)$ unknown Chebyshev coefficients. Thereby, the unknown coefficients matrix $\mathbf{A}$ and $\mathbf{B}$ are obtained by solving the system by aid of Maple 13. Consequently, by replacing the obtained coefficients $a_{n}, b_{n}$ into Equation (3), we have the wanted approximate solution of Equation (1).

## 4. Algorithm

In this section, we give the algorithm of the proposed method (see also [26]).
Step 1. Our input data: $P(t), H(t), g_{1}(t), g_{2}(t)$ and conditions.
Step 2. Select $N$.
Step 3. Construct the matrices $\mathbf{T}^{*}(t), \mathbf{X}(t),\left(\mathbf{D}^{-1}\right)^{T}, \mathbf{C}, \mathbf{A}, \mathbf{B}, \mathbf{P}, \overline{\mathbf{X}}, \overline{\overline{\mathbf{C}}}, \overline{\mathbf{D}}, \mathbf{H}, \overline{\mathbf{X}}, \overline{\mathbf{C}}, \overline{\mathbf{D}}, \overline{\mathbf{T}}, \overline{\overline{\mathbf{X}}}, \overline{\overline{\mathbf{D}}}$.
Step 4. Determine the collocation points: $t_{i-1}=\frac{1}{2}\left(1+\cos \left(\frac{(N-i+3 / 2) \pi}{N}\right)\right)$.
Step 5. Compute U, F.
Step 6. Construct the system.
Step 7. On the proposed of finding A, B, solve the obtained system by aid of Maple 13.
Step 8. Put the coefficients of truncated Chebyshev series in the truncated Chebyshev series.
Step 9. Out put data: the approximate solutions $y_{1}(t), y_{2}(t)$.

## 5. Examples

In this section, several numerical examples are given to illustrate the accuracy and effectiveness properties of the method and all of them were performed on the computer using a program written in Maple 13. To study the behavior of the present method, we applied the following laws:
(1) Absolute error $\left(N_{e}\right)$ is defined by the following:

$$
\begin{equation*}
N_{e}\left(t_{i}\right)=\left|y_{j}\left(t_{i}\right)-y_{j}^{N}\left(t_{i}\right)\right|, t_{i} \in[0,1], j=1,2 \tag{22}
\end{equation*}
$$

where $y_{j}(x)$ are the exact solutions and $y_{j}^{N}(x)$ denote the approximate solution obtained by the present method.
(2) Relative error, which is defined by the following:

$$
r e l N=\frac{\left|y_{j}\left(t_{i}\right)-y_{j}^{N}\left(t_{i}\right)\right|}{\left|y_{j}\left(t_{i}\right)\right|}, t_{i} \in[0,1], j=1,2
$$

(3)

$$
E_{N}^{L}=\left(\int_{0}^{1}\left(y_{j}(t)-y_{j}^{N}(t)\right)^{2} d t\right)^{1 / 2}, j=1,2
$$

where $y_{j}(x)$ are the exact solutions and denote the approximate solution obtained by the present method.

Example 1. Let us consider the following linear systems of Lane-Emden equations

$$
\begin{align*}
& y_{1}^{\prime \prime}+\frac{3}{t} y_{1}^{\prime}-4\left(y_{1}+y_{2}\right)=0  \tag{23}\\
& y_{2}^{\prime \prime}+\frac{2}{t} y_{2}^{\prime}+3\left(y_{1}+y_{2}\right)=0
\end{align*}
$$

subject to initial conditions

$$
y_{1}(0)=1, y_{2}(0)=1, y_{1}^{\prime}(0)=0, y_{2}^{\prime}(0)=0
$$

which approximates a fully convective star, that is, a very cool late-type star.
Then,

$$
\mathbf{P}(t)=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \mathbf{H}(t)=\left[\begin{array}{cc}
3 / t & 0 \\
0 & 2 / t
\end{array}\right], \mathbf{R}(t)=\left[\begin{array}{cc}
-4 & -4 \\
3 & 3
\end{array}\right], \mathbf{G}(t)=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Now, we can apply our technique described in Section 3 for $N=5$; that is, we seek the approximate solution of Equation (23) for $N=5$ by the terms of truncated Chebyshev polynomial series as

$$
y_{1}^{5}(t)=\sum_{n=0}^{5}{ }^{\prime} a_{n} T_{n}^{*}(t) y_{2}^{5}(t)=\sum_{n=0}^{5}{ }^{\prime} b_{n} T_{n}^{*}(t)
$$

For $N=5$, the Chebyshev-Gaus grid points are

$$
\begin{aligned}
t_{0}=\frac{1}{2}-\frac{1}{2} \cos \left(\frac{\pi}{12}\right), t_{1} & =\frac{1}{2}-\frac{\sqrt{2}}{4}, t_{2}
\end{aligned}=\frac{1}{2}-\frac{1}{2} \cos \left(\frac{5 \pi}{12}\right), t_{3}=\frac{1}{2}+\frac{1}{2} \cos \left(\frac{\pi}{12}\right) .
$$

Then, the matrix form of the problem

$$
\begin{equation*}
(\mathbf{P} \bar{X} \bar{C} \bar{D}+\mathbf{H} \overline{X C} \bar{D}+\mathbf{R} \overline{\mathbf{X}} \overline{\mathbf{D}}) \mathbf{Y}=\mathbf{G} \tag{24}
\end{equation*}
$$

where

$$
\overline{\mathbf{P}}=\left[\begin{array}{cccccc}
\mathbf{P}_{0} & 0 & 0 & 0 & 0 & 0 \\
0 & \mathbf{P}_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & \mathbf{P}_{2} & 0 & 0 & 0 \\
0 & 0 & 0 & \mathbf{P}_{3} & 0 & 0 \\
0 & 0 & 0 & 0 & \mathbf{P}_{4} & 0 \\
0 & 0 & 0 & 0 & 0 & \mathbf{P}_{5}
\end{array}\right], \mathbf{H}=\left[\begin{array}{cccccc}
\mathbf{H}_{0} & 0 & 0 & 0 & 0 & 0 \\
0 & \mathbf{H}_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & \mathbf{H}_{2} & 0 & 0 & 0 \\
0 & 0 & 0 & \mathbf{H}_{3} & 0 & 0 \\
0 & 0 & 0 & 0 & \mathbf{H}_{4} & 0 \\
0 & 0 & 0 & 0 & 0 & \mathbf{H}_{5}
\end{array}\right], \overline{\mathbf{F}}=\left[\begin{array}{l}
\mathbf{G}_{0} \\
\mathbf{G}_{1} \\
\mathbf{G}_{2} \\
\mathbf{G}_{3} \\
\mathbf{G}_{4} \\
\mathbf{G}_{5}
\end{array}\right]
$$

and where

$$
\begin{aligned}
\mathbf{P}_{i}= & {\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \mathbf{H}_{i}=\left[\begin{array}{cc}
3 / t_{i} & 0 \\
0 & 2 / t_{i}
\end{array}\right], \mathbf{R}_{i}=\left[\begin{array}{cc}
-4 & -4 \\
3 & 3
\end{array}\right], \mathbf{G}_{i}=\left[\begin{array}{l}
0 \\
0
\end{array}\right] } \\
\left(\mathbf{D}^{T}\right)^{-1}= & {\left[\begin{array}{cccccc}
1 & -1 & 1 & -1 & 1 & -1 \\
0 & 2 & -8 & 18 & -32 & 50 \\
0 & 0 & 8 & -48 & 160 & -400 \\
0 & 0 & 0 & 32 & -256 & 1120 \\
0 & 0 & 0 & 0 & 128 & -1280 \\
0 & 0 & 0 & 0 & 0 & 512
\end{array}\right], \mathbf{C}=\left[\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 4 & 0 \\
0 & 0 & 0 & 0 & 0 & 5 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] }
\end{aligned}
$$

Moreover, the matrix form for conditions can be written as follows:

$$
\begin{aligned}
& {\left[\begin{array}{l}
y_{1}(0) \\
y_{2}(0)
\end{array}\right] } \equiv\left[\begin{array}{cc}
\mathbf{U}_{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{U}_{1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{A} \\
\mathbf{B}
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right] \\
& {\left[\begin{array}{l}
y_{1}^{\prime}(0) \\
y_{1}^{\prime}(0)
\end{array}\right] \equiv } \equiv\left[\begin{array}{cc}
\mathbf{U}_{2} & \mathbf{0} \\
\mathbf{0} & \mathbf{U}_{3}
\end{array}\right]\left[\begin{array}{l}
\mathbf{A} \\
\mathbf{B}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \\
& \mathbf{0} \mathbf{6} \times \mathbf{1} \text { is zero matrix. }
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathbf{U}_{0}=\mathbf{U}_{1}=\mathbf{X}(0)\left(\mathbf{D}^{T}\right)^{-1}=\left[\begin{array}{llllll}
1 & -1 & 1 & -1 & 1 & -1
\end{array}\right] \\
& \mathbf{U}_{2}=\mathbf{U}_{3}=\mathbf{X}(0)\left(\mathbf{D}^{T}\right)^{-1}=\left[\begin{array}{llllll}
0 & 2 & -8 & 18 & -32 & 50
\end{array}\right]
\end{aligned}
$$

Solving the augmented matrix based on conditions, Chebyshev coefficients matrix is obtained as follows:

$$
\mathbf{A}=\left[\begin{array}{c}
11 / 8 \\
1 / 2 \\
1 / 8 \\
0 \\
0 \\
0
\end{array}\right], \mathbf{B}=\left[\begin{array}{c}
5 / 8 \\
-1 / 2 \\
-1 / 8 \\
0 \\
0 \\
0
\end{array}\right]
$$

Thereby, the solutions of the problem for $N=5$ become

$$
y_{1}^{5}(t)=1+t^{2} \text { and } y_{2}^{5}(t)=1-t^{2}
$$

which are the exact solution for Equation (23).
Example 2. Let us consider the linear, non-homogeneous systems of Lane-Emden equations, which describes polytropes in hydrostatic equilibrium as simple models of a star.

$$
\begin{gathered}
y_{1}^{\prime \prime}(t)+\frac{2}{t} y_{1}^{\prime}(t)-\left(4 t^{2}+6\right) y_{1}(t)+y_{2}(t)=t^{4}-t^{3} \\
y_{2}^{\prime \prime}(t)+\frac{8}{t} y_{2}^{\prime}(t)+t y_{2}(t)+y_{1}(t)=e^{t^{2}}+t^{5}-t^{4}+44 t^{2}-30 t
\end{gathered}
$$

subject to conditions,

$$
y_{1}(0)=1, \quad y_{1}^{\prime}(0)=0, y_{2}(0)=0, y_{2}^{\prime}(0)=0
$$

The exact solutions of above equation are $y_{1}(t)=t^{4}-t^{3}$ and $y_{2}(t)=e^{t^{2}}$. The absolute errors which are defined by $\left|y_{i}(x)-y_{i}^{N}(x)\right|, i=1,2$ are shown in Tables 1 and 2. In Table 3, the computational results of the $L^{2}$-norm error and truncated errors are summarized. The error in truncating a Chebyshev series by neglecting all terms of degree $N+1$ and higher is bounded by sum of the absolute values of neglected terms [28,29].

$$
\max _{t \in[0,1]}\left|y_{j}(t)-y_{j}^{N}(t)\right| \leq \sum_{n=N+1}^{\infty}\left|a_{n}\right|=E_{N}^{T}\left(\text { or } b_{n}\right)
$$

Table 1. Numerical result for approximate solution of $y_{1}(t)$ in Example 2.

| $t$ | Exact Solution | $\mathbf{N}=\mathbf{5}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{5}$ | $\mathbf{N}=\mathbf{6}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{6}$ | $\mathbf{N}=\mathbf{8}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.000000 | 0.999999 | $0.800 \times 10^{-8}$ | 0.999999 | $0.500 \times 10^{-9}$ | 1 | 0 |
| 0.2 | 1.040810 | 1.040834 | $0.238 \times 10^{-4}$ | 1.040810 | $0.135 \times 10^{-6}$ | 1.040810 | $0.102 \times 10^{-6}$ |
| 0.4 | 1.173510 | 1.173384 | $0.126 \times 10^{-3}$ | 1.173517 | $0.690 \times 10^{-5}$ | 1.173510 | $0.261 \times 10^{-6}$ |
| 0.6 | 1.433329 | 1.433539 | $0.209 \times 10^{-3}$ | 1.433298 | $0.305 \times 10^{-4}$ | 1.433329 | $0.471 \times 10^{-6}$ |
| 0.8 | 1.896480 | 1.895792 | $0.688 \times 10^{-2}$ | 1.896583 | $0.102 \times 10^{-3}$ | 1.896481 | $0.909 \times 10^{-6}$ |
| 1.0 | 2.718281 | 2.686791 | $0.314 \times 10^{-1}$ | 2.712165 | $0.611 \times 10^{-3}$ | 2.718083 | $0.197 \times 10^{-3}$ |

Table 2. Numerical result for approximate solution of $y_{2}(t)$ in Example 2.

| $\boldsymbol{t}$ | Exact Solution | $\mathbf{N}=\mathbf{5}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{5}$ | $\mathbf{N}=\mathbf{6}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{6}$ | $\mathbf{N}=\mathbf{8}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0.2 | -0.0064 | -0.006400 | $0.436 \times 10^{-7}$ | -0.006400 | $0.189 \times 10^{-9}$ | -0.00640 | $0.122 \times 10^{-9}$ |
| 0.4 | -0.0384 | -0.038399 | $0.343 \times 10^{-6}$ | -0.038400 | $0.358 \times 10^{-7}$ | -0.03840 | $0.399 \times 10^{-9}$ |
| 0.6 | -0.0864 | -0.086399 | $0.770 \times 10^{-5}$ | -0.086399 | $0.102 \times 10^{-6}$ | -0.08640 | $0.138 \times 10^{-8}$ |
| 0.8 | -0.1024 | -0.102400 | $0.620 \times 10^{-5}$ | -0.102400 | $0.259 \times 10^{-6}$ | -0.10240 | $0.455 \times 10^{-8}$ |
| 1.0 | 0.0000 | $-0.419 \times 10^{-4}$ | $0.419 \times 10^{-4}$ | $-0.722 \times 10^{-5}$ | $0.722 \times 10^{-5}$ | $0.168 \times 10^{-6}$ | $0.168 \times 10^{-6}$ |

Table 3. Numerical result for Example 2.

| Present Method | $E_{N}^{L}$ |  | $\boldsymbol{E}_{N}^{T}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| - | $y_{1}(t)$ | $y_{2}(t)$ | $y_{1}(t)$ | $y_{2}(t)$ |
| $N=5$ | $0.615773 \times 10^{-2}$ | $101474 \times 10^{-4}$ | $10^{-2}$ | $10^{-6}$ |
| $N=6$ | $0.103500 \times 10^{-2}$ | $0.148370 \times 10^{-5}$ | $10^{-3}$ | $10^{-8}$ |
| $N=8$ | $0.263404 \times 10^{-4}$ | $0.256832 \times 10^{-7}$ | $10^{-5}$ | $10^{-10}$ |

In Figures 1 and 2, we plot the obtained absolute errors. Figures 3 and 4 give us a comparison of the relative errors. All numerical results and figures are show us the presented method is very successful to obtain approximate solutions with small $N$ values. Note that $E-n=10^{-n}$.


Figure 1. Comparison of absolute errors function for $y_{1}(t)$.

$$
\left|y_{2}(x)-y_{2}^{N}(x)\right|
$$



Figure 2. Comparison of absolute errors function for $y_{2}(t)$.


Figure 3. Relative errors of $y_{1}(t)$.


Figure 4. Relative errors of $y_{2}(t)$.

Example 3. Lastly, consider the following nonlinear problem [26]:

$$
\begin{aligned}
& y_{1}^{\prime \prime}(t)+\frac{1}{t} y_{1}^{\prime}(t)-y_{2}^{3}(t)\left(y_{1}^{2}(t)+1\right)=0 \\
& y_{2}^{\prime \prime}(t)+\frac{3}{t} y_{2}^{\prime}(t)+y_{2}^{5}(t)\left(y_{1}^{2}(t)+3\right)=0
\end{aligned}
$$

subject to conditions

$$
y_{1}(0)=1, y_{1}^{\prime}(0)=1, y_{2}(0)=0, y_{2}^{\prime}(0)=0
$$

with exact solutions

$$
y_{1}=\sqrt{1+t^{2}}, y_{2}=\frac{1}{\sqrt{1+t^{2}}}
$$

Wazwaz et al. [26] has introduced the systematic Adomian decomposition method, which has yielded the exact solution of this problem. Applying our method for $N=4,5,6$, the obtained numerical results are displayed in Tables 4 and 5. The tables and the figures show that the proposed method is in good agreement with the analytical solution.

Table 4. Numerical result for approximate solution of $y_{1}(t)$ in Example 3.

| $t$ | Exact Solution | $\mathbf{N}=\mathbf{4}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{4}$ | $\mathbf{N}=\mathbf{5}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{5}$ | $\mathbf{N}=\mathbf{6}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.00000 | 1.000000 | 0 | 1.00000 | 0 | 1.00000 | 0 |
| 0.2 | 1.019803 | 1.020423 | $0.509 \times 10^{-3}$ | 1.019815 | $0.565 \times 10^{-4}$ | 1.019803 | $0.756 \times 10^{-5}$ |
| 0.4 | 1.077032 | 1.077135 | $0.628 \times 10^{-3}$ | 1.077064 | $0.216 \times 10^{-4}$ | 1.077032 | $0.865 \times 10^{-5}$ |
| 0.6 | 1.166190 | 1.166724 | $0.277 \times 10^{-3}$ | 1.166185 | $0.557 \times 10^{-5}$ | 1.166190 | $0.456 \times 10^{-5}$ |
| 0.8 | 1.280624 | 1.280663 | $0.272 \times 10^{-3}$ | 1.280699 | $0.738 \times 10^{-4}$ | 1.280624 | $0.771 \times 10^{-5}$ |
| 1.0 | 1.414213 | 1.414742 | $0.644 \times 10^{-3}$ | 1.414217 | $0.746 \times 10^{-4}$ | 1.414213 | $0.656 \times 10^{-5}$ |

Table 5. Numerical result for approximate solution of $y_{2}(t)$ in Example 3.

| $\boldsymbol{t}$ | Exact Solution | $\mathbf{N}=\mathbf{4}$ | $\mathbf{N}_{\mathrm{e}}=\mathbf{4}$ | $\mathbf{N}=\mathbf{5}$ | $\mathbf{N}_{\mathrm{e}}=\mathbf{5}$ | $\mathbf{N}=\mathbf{6}$ | $\mathbf{N}_{\mathbf{e}}=\mathbf{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.000000 | 1.000000 | 0 | 1.000000 | 0 | 1.000000 | 0 |
| 0.2 | 0.980580 | 0.980103 | $0.103 \times 10^{-3}$ | 0.980570 | $0.165 \times 10^{-4}$ | 0.980580 | $0.659 \times 10^{-5}$ |
| 0.4 | 0.928476 | 0.928687 | $0.227 \times 10^{-3}$ | 0.928466 | $0.151 \times 10^{-4}$ | 0.928476 | $0.765 \times 10^{-5}$ |
| 0.6 | 0.857492 | 0.858961 | $0.100 \times 10^{-3}$ | 0.857482 | $0.166 \times 10^{-4}$ | 0.857492 | $0.963 \times 10^{-5}$ |
| 0.8 | 0.780868 | 0.781652 | $0.692 \times 10^{-3}$ | 0.780898 | $0.167 \times 10^{-4}$ | 0.780868 | $0.865 \times 10^{-5}$ |
| 1.0 | 0.707106 | 0.706123 | $0.262 \times 10^{-3}$ | 0.707146 | $0.608 \times 10^{-4}$ | 0.707106 | $0.653 \times 10^{-6}$ |

## 6. Conclusions

As the system of the Lane-Emden type equations, which are nonlinear equations and singular, solutions of these types of equation are hardly obtained with the known classical methods. Herein, useful and effective approximate methods are needed. In this article, we deal with obtaining numerical solutions. The numerical method reduces the problem into the system of nonlinear algebraic equations with unknown coefficients. The effectiveness of the method is examined by comparing the obtained results with the exact solutions.
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