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1. Introduction

Difference equations and systems constitute a foundational element of mathemati-
cal modeling, exerting significant influence across a spectrum of scientific domains and
practical applications. Over the past decade, this field has witnessed a notable evolution,
characterized by a surge in scholarly interest and activity. This trend underscores an increas-
ingly recognized importance and utility of difference equations and systems in tackling
intricate phenomena and facilitating informed decision-making processes.

In recent years, there has been a growing emphasis on exploring nonlinear systems
of difference equations, driven by a quest for analytical solutions, deeper insights into dy-
namic behaviors, and applications spanning diverse disciplines including biology, physics,
probability theory, environmental science, and engineering. These systems serve as discrete
analogs to differential equations, offering a robust framework for modeling time-series data
such as economic indicators (e.g., Gross Domestic Product, inflation rates, exchange rates)
inherently measured at discrete intervals (see, [1,2]). Existing research has probed various
facets of nonlinear dynamics, encompassing local dynamics, topological classifications,
bifurcation analysis, and chaos control. For example, Khan et al. [3] investigated these
dynamics within the context of a discrete-time COVID-19 epidemic model, while other
studies [4,5] have explored similar phenomena across different domains. However, while
several methods exist for solving linear difference equations, the landscape of nonlinear
systems remains largely uncharted. Despite recent attempts to simplify complex nonlinear
systems into linear forms, there persists a significant gap in analytical approaches for
addressing systems of difference equations, posing a challenge for researchers striving to
deepen their understanding of their behavior and properties (see, [6,7]).

The heightened interest in nonlinear systems of difference equations underscores their
potential to capture intricate dynamics and phenomena that may elude representation
by linear models. Nonlinear systems often exhibit rich behavior, including bifurcations,
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chaos, and complex attractors, rendering them valuable tools for comprehending the
dynamics of real-world phenomena. A particularly active area of research centers on the
pursuit of closed-form solutions to nonlinear systems of difference equations, to enhance
our understanding of dynamic systems and refine predictions with greater precision.
(see, [8-13]). Many researchers have made significant contributions to unraveling the
behavior of solved difference equations and systems, shedding light on their dynamics and
stability properties. For instance, Elsayed and Alshabi [14] delved into the solution forms
and stability properties of second-order systems, while Al-Basyouni and Elsayed [15]
provided formulas for solutions to systems of rational difference equations of various
orders, demonstrating periodicity in certain cases. Okumus and Soykan [16] extended
this exploration to two-dimensional systems associated with Tribonacci numbers. Our
paper extends beyond these realms by delving into the analysis of higher-order systems
and considering more diverse and complex scenarios. By addressing specific systems
of difference equations and investigating their existence, form, and stability properties,
our paper offers a comprehensive examination of nonlinear dynamics in discrete time.
Furthermore, we can obtain numbers that satisfy some conditions of interest, for example,
Richard and Raoul numbers. Moreover, our paper builds upon the contributions of Ghezal
and Zemmouri [12] and Abo-Zeid et al. [6,7] by synthesizing and advancing existing
knowledge in the field of nonlinear difference equations and systems. By incorporating
recent advancements in theoretical analysis and numerical validation techniques, our
study pushes the boundaries of understanding in this domain and opens up new avenues
for exploration. While Abo-Zeid [17] provides explicit solutions for specific difference
equations, our paper explores the fundamental properties of systems of difference equations
representing different analytical challenges. Our work provides a deeper analysis of the
behavior of bidimensional systems, while Abo-Zeid’s [17] work revolves around studying
the details of explicit solutions and the general behavior of specific models. The study
by Simsek et al. [18] focuses on solving a specific rational difference equation, with a
particular focus on providing explicit solutions and analyzing the behavior of the solutions.
In contrast, our paper delves into the examination of a broader range of rational difference
equations, exploring various forms and complexities.

In comparing our paper to existing research, we identify opportunities to build upon
current knowledge and extend the frontier of understanding in this field. Through rigorous
theoretical analysis and numerical validation, our paper aims to fill critical gaps in the
literature by addressing specific systems of difference equations and investigating their
existence, form, and stability properties. By elucidating the dynamics of nonlinear systems
in discrete time, our work seeks to advance the understanding of complex mathematical
models and their applications across various scientific and engineering domains. Specif-
ically, in this paper, we focus on exploring the existence and form of solutions for the
systems of Difference Equations (1)—(4).

The remainder of this paper is structured as follows: Section 1 offers a detailed review
of the literature, highlighting key developments and identifying gaps that motivate the
current study. In Section 2, we present the theoretical framework and methodologies em-
ployed in our analysis, laying the groundwork for subsequent discussions. Section 3 delves
into the empirical findings, presenting numerical simulations and graphical illustrations
that corroborate the theoretical insights. Finally, Section 4 synthesizes the key findings,
discusses their implications, and outlines avenues for future research.

2. Main Results

In this paper, we delve into the examination of the subsequent systems of rational
difference equations:

1 1

Vn>0,0,.1= ’ = ’
= T T 0,(1— 0y 1p02) Pt = 1 (1 = Pn-104-2)

(1)
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endowed with initial conditions denoted as o5, 0_1, 09, p—2, p—1, and py, ensuring that
they are real and non-zero.
1

14 pn—yq (1 - Unfzqflpn—ISq—Z) '
1

14 0u—q(1 = Pu—20-101-34-2)

Vn Z OI Opy1 =

)

On4+1 = /qZOI

endowed with initial conditions denoted as ¢_j, and p_;, j € {0,1,...,3q + 2}, ensuring
that they are real and non-zero.

1
—1+00(1+04-1(2+ pn-2))’
1
-1+ Un(l + On—1 (2 + U'n_z)),

Vn Z 0/ Ony1 =

)

Pn+1 =

endowed with initial conditions denoted as c_», 0_1, 0p, p—2, p—1, and py, ensuring that
they are real and non-zero.

1
1+ pn—q(1+0u—2g-1(2+ pu-39-2))°

1
-1+ On—q (1 + Pn—2g-1 (2 + (Tnfgqu))

endowed with initial conditions denoted as ¢_;, and p_;, j € {0,1,...,3q + 2}, ensuring
that they are real and non-zero. To ensure the robustness and validity of the systems under
consideration, the denominators must remain non-zero to prevent any division by zero
errors. Hence, a critical condition governing these denominators is that the expression
within them should never equate to zero for all # > 0. By imposing this condition, we guar-
antee the stability and solvability of the system, thereby facilitating a comprehensive and
accurate analysis of its behavior and properties. The physical background of the systems of
rational difference equations described in Equations (1)—(4) lies in their representation of
dynamic processes influenced by feedback mechanisms. These systems model scenarios
where quantities or variables interact with each other over discrete time intervals, and their
behavior depends on their past values and certain parameters. System (1) represents a
feedback loop where two variables, o and p, influence each other’s evolution over time.
The evolution of each variable depends on its past values and the other variable’s value
at the previous time step. This system could describe phenomena in various fields such
as population dynamics, economic systems, or chemical reactions in which two entities
interact in a feedback loop. System (2) extends the concept of (1) by introducing a delay
parameter g, indicating that the influence between ¢ and p occurs over multiple time steps.
This delay could represent phenomena in which there is a time lag between the cause and
effect in the system, such as in delayed feedback control systems or systems with transport
delays. System (3) introduces nonlinearities in the feedback loop by incorporating quadratic
terms in the evolution equations of o and p. This nonlinearity can capture more complex
dynamics compared to linear feedback systems. It may be relevant in systems in which
interactions between variables exhibit nonlinear behavior, such as in biological systems
or nonlinear control systems. System (4) extends the nonlinear feedback model of (3) by
introducing a delay parameter g, similar to (2). This combination of nonlinearities and delay
further enriches the dynamics of the system, allowing for the modeling of more intricate
feedback mechanisms with time delays. These systems of rational difference equations
provide mathematical frameworks for understanding the behavior of dynamic systems
subject to feedback interactions and time delays, with applications ranging from natural
and social sciences to engineering and control theory.

Vn 2 0/ Opt+1 =

(4)

pi’l+1: /"]201
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Vn >0,

In the context of this study, we thoroughly examine the well-defined solutions of
the previously mentioned systems, elucidating their forms and behaviors. This ana-
lytical scrutiny is carried out through the introduction of specific substitutions to the

phase variables:
TTh—1 Wn—1
Vn, oy = ; Pn= .
Wn TTn

(5)

Remark 1. The term "well-defined solutions’ for Systems (1)—(4) refers to solutions derived from
the sets F = {o_p,0_1,00,0—2,0—-1, and po}, selected outside the respective singularity sets of
the systems. A set of F that produces a solution {(cy,pn), n > 1} for (1), wherein at least one
denominator becomes zero at some least index n, leads to an undefined value for 0,11 and/or py 1.
This particular set is commonly referred to as the 'forbidden set,” as discussed further in [19].

2.1. Formulation of Solutions for System (1)

To derive the closed-form solutions for the system represented by (1), we employ the
substitution defined in (5). Following some transformations, we arrive at the subsequent
system of linear difference equations:

Wy+1 Wy—1 Tty—2 Wp—3 41 TTh—1 Wyp—2 TTy—3
e S e ) =1+ 1— )
Tty n Wy—1 7ty—2 Wy Wy TTp—1 Wp—2
Vn>0,wyp1 = Ty +Wy—1 — Wy-3, Tyl = Wy + M1 — Tp—3- (6)

By manipulating System (6), we derive the subsequent system

Vi >0 { Wiy + g1 = (Wn + 700) + (Wy—1 + 7Ty—1) — (Wn—3 + 7Ty -3) )
= Wi = T = —(wWn = 7)) + (Wpe1 — 7)) — (Wn3 — e3)
which transforms into a system of two independent linear difference equations
Vn>0e01=€n+€-1—€1-3 Tug1 = —Tn+Tu-1— Tyn3- (8)

This transformation is achieved through the following change of variables: Vn, ¢, = w;, + 7,
and T, = wy — 7y,. Therefore, the exact closed-form of the general solution for System (8) (resp.
System (6)) is derived, as detailed in the following Lemma 1 (resp. Lemma 2).

Lemma 1. Let {(ey, Ty), n > —3} be the solution to System (8), which comprises homogeneous
linear difference equations with constant coefficients along with initial conditions e_3, e_5, €_1, €,
T_3, T_p, T_1, and 1y € R. For all n > 0, the solutions are given by

Vn, e, = af fi(e—3,e-2,6_1,€0) + a5 fo(e_3,€_2,€_1,€)
+a5f3(e_3,e_0,e_1,80) + fa(e_3,e_2,€_1,€0),

Vn, (—1)"1, = afg1(T_3,T_2, T_1, ) + a5 82(T_3, T2, T_1, )

+ 0‘§83(T—3r T2,T1, TO) + g4(T—3/ T2,T1, TO)'

Proof. In solving the first (respectively, second) linear difference equation of System (8),
we typically utilize the characteristic polynomial:

MNP - 4+1=A-1)(A—&)(A—a&)(A—a3) =0,
(respectively,

MEXB A2 41=A+1)A+5)A+a)(A+a3) = 0).
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The roots of this equation are
M=1,A=m, A3=0a, Ay =as,

(respectively,
AM=—1, Ay = —03, A3 = —dp, Ay = —03),

where 1 and &; are a pair of complex conjugate roots, and «3 is a real root satisfying the

following conditions:

3 3
1-11 wr =0, Yy =0, 1+ I1 atlﬁtz =0. 9)
t=1 =1

1<t; <1, <3

Hence, the closed form of the general solution for the first (respectively, second) linear
difference equation of system (8) is given by:

Vn > =3, ey = Braf + Boa + B3y + Pa,

where a1, &y and a3 are real roots satisfying: 2aq = &1 + ap, 2iay = &y — &p, a3 = &3 and i is
a complex number satisfying: i = —1 (respectively,

Vn > =3, 1, = (=1)"(Bya] + Byah + B3as + By))

Here,e_3,¢e_5,e_1, €y, T_3, T_2, T_1, and Ty are initial conditions such that:

So=l31ﬁ+l32+ﬁ3+/34
1
8_1:—+&+@+ﬁ4
g1 Ay a3
1
£_2=7+E§+%+ﬁ4’
gl & a3
1
8,3:—3+E§+E§+ﬁ4
ay A A3
(respectively, -
To=Pp1+ B +Bs+ B,
A1 Bz 33 3
T e w
Pr By By &
r_z:—2+ﬁ—§+ﬁ—§+ﬁ4 )
T I
Pr B By =
T—3=——3—72,—%+[34
ay M a3

and we haVe
i f‘(8_3,8_2,8,1, 80)/ i ( —3,T-2,T-1, O)/ ] — 1/2/3/4r
:B] j IB] 8i\T t

where the sequences ( firi=12, 3,4), (g]-, j =1,2,3,4) are solutions of the latter systems.
After some calculations, we obtain:

Vn, e, = af fi(e—3,6—2,6_1,€0) + a5 fo(e_3,€_2,€_1,€0)
+ “§f3(5—3/5—2/5—1150) +f4(£—3/€—2/€71/ EO)/

vn/ (_1)nTn = D‘;lgl (T*3/ T-2,T-1, TO) + “ggZ(Tf?)/ T-2,T-1, TO)

+a5g3(T_3, T2, T_1,T0) + ga(T_3, T2, T_1, ).
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The lemma is proven. [

Lemma 2. Let {(wy, 7,), n > —3} be the solution to System (6), with initial conditions w_3,
W_p, W_1, Wy, T_3, T_p, m_1, and 1ty € R. For all n > 0, the solutions are given by

Vi, 2wy = afhy y(w-3,w_2,w_1,w0, T3, 2,701, 70)
+ txghgln(w,& w_y,W_1,Wwo,M0_3,7T_2,7T_1, 7'[0)
+ Dégh3,n (a),g, Ww_o,W_1,Wo, T_3,7T_2,7T_1, 7'[0)
+ hyp(w-3, w2, w_1,wp, T_3, T3, T_1, M),

vn/ 27-[11 = “?h],TH»l (C(J_3, w_p,W_1,WH, T_3,7T_2,7T_1, 7TO)
+ ath,n+1 (w73/ w_ywW_1,Wy, T-3,7T—2,7T_1, 7-[0)
+azhs i1 (w-3,w-_2,w_1,wo, T3, 7T_2,7T_1,7)

+ h4,71+1 (CU_3, w_p,W_1,Wo, T_3,7T_2,7T_1, 7-(0)/
where, forj =1,2,3,4,

vn/ hj,n(w—?,/ Ww_p,wW_1,Wp,T_3,7T_2,7T_1, 7T0)

filw s+ m 3w o+ 7T 2w 1+ 7T 1,W0+ T0)

+8i(w3 =T 3,w 2~ T 2w 1— T 1,wy— ) if nis even
filws+m 3w o+ 7T 2w 1+ 7T 1,W0+ T0) ’
—8i(w 3 =T 3w~ 9w 1~ T 1,wy— ) if nisodd

Proof. From the equivalent System (7), and employing the deduced change of variables
2wy = €4 + Ty and 271, = €, — Ty, along with Lemma 1, the explicit closed-form expression
for the general solution of the system described in (6) is provided as follows: (wy, 71,,), for
all n > 0. The lemma is proven. O

Through the above discussion and leveraging Lemma 2, we readily derive the closed
form of the general solution for System (1), as presented in the following theorem:

Theorem 1. Consider {(0y, pn), n > 0} as a solution to System (1). Then, for all n,

3
2n—1
T+ 104]-" i2n(02,01,00,0-2,0-1,00)
]:
Oy — 3 ’
1 + E ‘ijnkj,Zn((T—ZIUfl/‘TOrP—2/P71/P0)
j=1
S 2n
1+ ¥ a"kjon+1(0—2,0-1,00, 02,01, p0)
=1
DNon+1 = 3 ’
2n+1
1 + Z D‘]‘n+ kj,2H+1 (0—*2/ 0’—1/(70/{072/‘0—1/{70)
j=1
3 2n—1
1 + Z D‘]' kj,2n—1 (0—2/ 01,00, p—erfl/ PO)
j=1
Pon = 3 ’
1+ ¥ a"kjon41(0-2,0-1,00,0-2,p-1,0)
j=1
3 2n
1 + Z “]' kj,ZH(U—ZI 011/0'0/P—2/P71/P0)
j=1
P2n+1 = ’

3
241
14+ ¥ o kjpni2(0-2,0-1,00,-2,0-1, P0)
=1
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where, for j =1,2,3,

hj,n (CL)_3, w_p,W_1,Wq, T_3,7T_2,7T_1, 7TO)

vn/ k'n(U—Z/ 0_1, UOIP—21P71/PO) = ’
) hyu(w_3,w_p,w_1,wy, T_3, T_p, T_1,770)

with - w
—j-1 —j-1 .
g_i=——,0_; = ,17=0,1,2.
j w O—j n ]

Proof. Utilizing the change of variables (5), the relationships are established as follows:

Ton—1 Uy
Vn, oy = s O2pt1 =
Won Wan41
Won—1 Won
vn, pon = ; P21 = .
Tn T02n+1

By Lemma 2, the remaining steps are straightforward and, therefore, omitted. [

Corollary 1. Consider {cy,, n > 0} as a solution to the following difference equation,

1

V > 0, == ’
"= Ont1 1+ (Tn(l — (Tn_l(]’n,z)

with initial conditions o_,, 0_1, and oy, ensuring that they are real and non-zero. Then, for all n,

3 3
2n-1
1+ ¥ o™ kjou(0-2,0-1,00) 1+ ¥ “]z'nkj,Zn—i—l (0-2,0-1,00)
j=1 =1
Oon = 3 s Oopp1 = 3 ,
2041
1+ X Oéjznkj,Zn(U—z,Uq,Uo) 1+ ¥ fXj"+ kjoni1(0—2,0-1,00)
=1 =1

where, for j =1,2,3,

hjn(w-—3,w_2,w_1,w)
Vi, kjn(0-2,01,00) = 7~
4 ]/n( ’ 1 O) h4,n(w73rw72/w*1/w0),

fj(Zw_3,2w_2,2w,1,2wo) + g]-(O, 0,0,0) if n is even

i, (w3, @2, w1, w0) = { fi(2w_3,2w_3,2w_1,2wp) — g;(0,0,0,0) if nis odd ’

with
a),]‘,l

o= , forj=0,1,2.

—J

Proof. The proof is deduced from Theorem 1 when o_ =0 forj=0,1,2and w_ =T
forj=0,1,2,3. O

2.2. Formulation of Solutions for System (2)

In this subsection, we examine System (2), an extension of System (1). By examining
the relationships within System (2), we deduce the following pattern:

-1 -1 -l
n+l—n—-g—>n-2g—-1—n-3qg-2
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Consequently, System (2) can be expressed in the following manner:

1

On41)(g+1)—u = ’
1T+ on(g+1)—u (1 - U(n—1)(q+1)_uP(n—z)(q+1)—u)

1

O(n+1)(g+1)—u = ,4>0,Vn>0,

1+ Tn(g+1)—u (1 - p(n—l)(q+l)—u0(n—2)(q+l)—u)
foru € {0,1,...,q9} and n € N. Utilizing the notation,

Vn >0, O'r(z?; = On(g+1)—us szl,lq) = Pu(g+1)—us U € {0/1" . 'fq}f

we can obtain (g + 1)-systems analogous to System (1),

vn >0, o™ = 1 (1) 1

i1y = s Pnirg = '
1+ pﬁl“q) (1 - a}g”i)qupsi)zlq) 14+ a,gff]) (1 - pi@quaé@z,q)

foru € {0,1,...,q}. Based on the aforementioned discussion, we present the follow-
ing Theorem.

Theorem 2. Let {(0y, 0n), n > 0} as a solution to System (2). Then, for u € {0,1,...,4},
3 -1
v, Oangge1)y—u = | 1+ E "‘jw kj2n (Ufz(qul)fwaf(q+1)fu/0’*w
j=1

3
p72(q+1)7urPf(q+1)fu/p—u) )/ (1 +) D‘]an]’,Zn (afZ(qul)fur
j=1

0—(q+1)—wUfwP—z(q+1)_u,p_(qH)_u,p,u) >,

3
VI, o)1) = (l + 1 a3k 201 (0210 O g 1) T
=1

3
sz(q+1)prf(q+1)fwP*bl) )/(1 +) "‘?Hlkj,znﬂ (072(q+1)7w
j=1

0’,(q+l)*ur O—u, pfz(qul)—ur Pf(qul),u, p_u> ),

3
vn, Pon(g+1)—u = (1 + Z ‘sz'nilkj,anl (Ufz(q+l)7u/ U (qg+1)—ur T—us
j=1

3
p—2(q+l)—urp—(q+1)—urp—u) )/(1 + Z “]2'nkj,2n+1 (U—z(q+1)—u,
=1

U_(‘Hl)_”’U*”’p—Z(q+1)—u'P—(q+l)—u/P*u) )’
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3
VI P @)+ = (1 + 2 a"kjn (072(q+1)7uf‘77(q+1)fw‘Lu/
j=1

3
O—2(q+1)—us P—(g+1)—ur P—u) )/ (1 + 2 06]2”+1k]',2n+2 (072(q+1)7u'
=1

0-_(‘7+1)_”’aﬁ”’p_z(‘ﬁ‘l)—”’p—(q-ﬁ-l)_urpfﬂ) )

Proof. The proof of Theorem 2 relies on the foundation provided by Theorem 1 applied to
(q + 1)-systems, specifically (1). O

Corollary 2. Consider {0y, n > 0} as a solution to the following difference equation,

1
Vn > O/ On+1 = ’ 2 0/
" 1+ On—gq (1 — U—n—Zq—lo—n73qf2) 1

with initial conditions o_j, j € {0,1,...,3q + 2}, ensuring that they are real and non-zero. Then,
forue{0,1,...,q},

3

R P e -
]:

V1, Oan(g41)—u = 3
L+ L ok (AT ST
=

3
2
1+ 421 “jnkj,Zn—H (0—2(q+1)—111U—(q—i—l)—uro'—bl)
]:

Vn, O(2n+1)(g+1)—u =

3
2n+1
1 +j§1“j kj2n+1 (0'72(11+1)7w0'7(q+1)7wO'*Ll)

Proof. The proof is deduced from Theorem 2 wheno_; = p_; forj € {0,1,...,3q+2}. O

Remark 2. The system (2) exhibits two positive equilibria:

1)

= (al,ﬁl) = (1,1) andi = (’(?1,51) = 5(1,1),
where § € |0, 1] satisfies the equation —6° — 6% +1 = 0.
Now, we introduce a crucial result related to the local stability of System (2)

Theorem 3. The positive equilibrium point & is locally asymptotically stable.

Proof. For the proof, we define functions My, M; : (0, +oo)2(3ﬁ2) — (0, +0) as follows:
1
M [ll . ’ b, . - 7
1 <70.317+2 70.3q+2> 1+ bq (1 — a2q+lb3q+2)
1
M ( a.54+2. bo. = ,
( 0:3g+2 O.3q+2) 1+ a (1 — b2q+1a3q+2)

where ¢, g = (co,c1,- ., ¢q). Linearizing System (2) around the equilibrium point Eisacom-
mon technique to facilitate its study. To achieve this, we introduce vector ¢}, := (a},, b;,)
where a), = (03,04-1,...,04-39—2) and b}, = (0n, Pn—1,---,0Pn—3g—2)- In light of these
symbols, we acquire the ensuing representation:

£n+1 = G)qgnr
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where
52
O]X(Zqul) (1 +5(1 7(;2))2 le(qul)
0, = L3g+2)x(3g+2) 2o O(3q+2);21
0 _ =1 o, s
1 (1+5(1—02)2 P 150 - 02))
O3q+2)x (3g+2) O@g12)x1
5% -1 52
O1x I S s
o Q+o-a)2 P (1161 - )
O3q+2) (39+2) 0 O3g+2)x1 ,
Oq e — 01«
1x(29+1) (1+5(1 _52))2 1x(g+1)
L3g+2)x(3g+2) O@g+2)x1

with Oy is the matrix with zero entries and I;; ., represents the identity matrix. Following
some initial computations, the characteristic polynomial of ©; can be expressed as follows:

Qe,(A) = det <®q - /\16(q+1)x6(q+1)>
2 2
202(1+6(1—0%))" + (62 —1) puteesy

— A6(g+1) _
(1+6(1—62))*
__ PP+ ey
(1+6(1—62))* (1+5(1—252))*

By utilizing MATLAB R2021b, it is determined that all solutions to Qg,(A) = 0,9 > 0
reside within the unit disc |A| < 1. By Rouche’s Theorem, it can be concluded that the
positive equilibrium point E is locally asymptotically stable. [J

2.3. Formulation of Solutions for System (3)

To derive the closed-form solutions for the system represented by (3), we employ the
substitution defined in (5). Following some transformations, we arrive at the subsequent
system of linear difference equations:

Wp41 - 14 Wp—1 <1 + TTh—2 <2+ CUn—3>)
7_[ 7

Vi >0 Tty n Wy—1 TTy—2
- T T _ Ty
n+1:_1+ n1<1+a)n22+ n—3 ,
n Wy 71,1,1 wn—z
[
Vi >0 { Wpi1 = — Ty + Wy—1 + 272 + Wy—3,, (10)
| 1 = —wn + 1+ 2w, 2 + T3

By manipulating System (10), we derive the subsequent system

Wy + g1 = —(Wn + 70) + (Wp—1 + 1) + 2(wWp—2 + Tr—2) + (Wy—3 + Ty—3)
Vn > 0, ’ (11)
Wyt = g1 = (Wn — 7tn) + (Wp1 — 1) = 2(Wp—2 — Ty—2) + (Wy—3 — Ty—3)
which transforms into a system of two independent linear difference equations

Vn>0¢ep41=—enten1+28p-2+€-3 Tuyl = Tn+ Ty-1—2Ty—2+ Ty—3. (12)

Therefore, the exact closed-form of the general solution for System (12) (resp. System (10))
is derived, as detailed in the following Lemma 3 (resp. Lemma 4).
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Lemma 3. Let {(ey, Tn), n > —3} be the solution to System (12), which comprises homogeneous
linear difference equations with constant coefficients along with initial conditions e _3, €_5, €_1, €,
T_3, T_p, T_1, and 1y € R. For all n > 0, the solutions are given by

vn/ &n = ﬁ(S—SIS—ZI‘gflISO) +a¥ﬁ(£_3,£_2,£,1,£0)

+ "‘gfa(g—sre—zfsflfeo) + “gﬁ(g—sfe—z,sfl,eo),

\V/Tl, Ty = §1 (T—3/ T2, T 1/T0) _'_( ) ;g\ (T—3/ T2,T-1, TO)
+ (= ) wy33(T-3,7-2,7-1,70) + (— ) a384(T-3,7-2,7-1, 7).

Proof. In solving the first (respectively, second) linear difference equation of System (12),
we typically utilize the characteristic polynomial:

MEA A2 20 1= A+1)(A—a1)(A—a)(A —a3) =0,
(respectively,
Mo A2 420 1= (A =1)(A+a1) (A +a2) (A +a3) = 0).
The roots of this equation are
M=-1, A =na1, A3 =ay, Ay = a3,

(respectively,
/\1 = 1, )\2 = —«, /\3 = —Ky, /\4 = —063),

where a1, ap and a3 satisfy the same conditions as mentioned in (9). Subsequently, the
explicit closed-form expression for the general solution of the first (respectively, second)
linear difference equation of System (8) is given by:

Vn > =3, ey = B1(—1)" + Poall + Baal + Bsal,
(respectively,
V> =3, T = 1+ Bo(—1)"af + B3(—1)"a5 + Ba(—1)"a).

Here, e_3,¢6_5,e_1, €9, T_3, T_2, T_1, and Ty are initial conditions such that:

802314-524-534-54
=P _|_B ﬁ?’ &
063
€ o ﬁ+£+%+% '
041 a3
=—ﬁ+ﬁ %+é§
1 “2 0‘3
(respectively,
T = p1+ P2+ B3+ P4
-~ B2 By B
T_lzﬁl———&—ﬁ4
S
-~ B2 B
Tz—,B1+ 2+ﬁ7§+ﬁ7§ )’
a4 3
-~ B2 B
S
ay A a3
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and we have
B] - E(€73/€72/€—1/80>/ E] - g\j(TffS/ T-2,T-1, TO)/ ] =1,23,4,

where the sequences (f;, j=123, 4), (§], i=12, 3,4) are solutions of the latter systems.
After some calculations, we obtain:

Vn, En :ﬁ(£—3/'€—2/'€71/'€0) +a1fff72(8—3/£—2/£71/'€0)

+ a;’fé(g_?’,g_z,gil,go) + ‘ngz(‘c'—:’ﬂg—Zr‘c-flr‘C'O)/

Vn, o= §1(1-3, T2, 721, 70) + (—1)"a{ g2 (13,72, 71, )
+ (—1)"a5g3(1-3, T2, 71, 70) + (—1)"a53a(7-3, T_2, T_1, ).

The lemma is proven. [

Lemma 4. Let {(wy, 7,), n > —3} be the solution to System (10), with initial conditions w_3,
W_p, W_1, Wy, T_3, T_p, T_1, and 17y € R. For all n > 0, the solutions are given by
Vn, 2wy = hy(w_3,w_2,w_1,wy, T_3, T_3, T_1, TT0)
+ “711]12,71 (a),3, w_p,wW_1,Wq, T_3,7T_2,7T_1, 7T0)
+ D‘gh:‘;,n ((U73, w_p,wW_1,Wy, T_3,7T_2,7T_1, 7-[0)

+ “§h4,7’l ((U73, w_p,wW_1,Wp,T_3,7T_2,7T_1, 7-[0)/

Vn, 21, = (w_3, w_p,w_1,wo, T_3, T_p, T_1, TTp)
.
+alhy i1 (w_3, w_y,w_1,wp, T_3,T_p, T_1,7)
-
+ayhs i1 (W3, w_n,w_1,wy, T_3,T_3, T_1, )

g
+aghy (w3, w_o,w_1,wy, T_3,T_2,T_1, M),

where, for j =1,2,3,4,

vn, h],n ((4)73, w_2,W_1,Wp,7T-3,7T-2,7T_1, 7.(0)

filws+m 3w o+m 0w 1+ 7T 1w+ 0)

+8i(w_3 =T _3,w_— T w_1— 7T _1,wy— M) if nis even
f]'(w,3 + T3, W_p+ T_p,w_1+ 7T_1,Wo + 7o)

—8j(lw3 =7 3,w0— T 2w 1~ q,wy— ) if nisodd

7

Iy (w_3, w2, w_1,wy, T_3, T_2, T_1, TT)

= fl(a)_3 + T3, W_o+TT_p,w_1+7T_1,Wo+ 7'(0)
+81(w 3 =7 3w 2~ 2w 1 — T 1,Wy— M),
1 (w_3, w_a, w_1, w0, T_3, T_, TT_1, TT0)

= filw_s + mT_3,w_p+ M2, w_1 + 7_1,wp + 70)
— §1 (w,3 —M_3,W_p2—T_2,W_1—7_1,Wy — 7(()).

Proof. From the equivalent System (11), and employing the deduced change of variables
2wy = €4 + Ty and 271, = €, — Ty, along with Lemma 3, the explicit closed-form expression
for the general solution of the system described in (10) is provided as follows: (wy, 7t ), for
all n > 0. The lemma is proven. [J

Through the aforementioned discussion and leveraging Lemma 4, we readily derive
the closed form of the general solution for System (3), as presented in the following theorem:
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Theorem 4. Consider {(oy, px), n > 0} as a solution to System (3). Then, for all n,

3 ~
2m—1
1 + Z ‘le’l kj+1,2n(0—2/ 0_1,00, P—Z/ P71/PO)
~ i—1
0o = k1(0-2,0-1,00,0-2,0-1,00) 3 ,

1 + '21 lx]zn/i('j-‘rl,ZVl(o'—Z/ 0_1,00, P—Z/ pflr PO)
]:

3 ~
1+ Z 0{]2”kj+1/2n+1 (0—72/ 0——1/(70/P72/P—1/P0)
=1

4

Oon1 = k1(0—2,0-1,00,0-2,0-1,00)

3 ~
2n+1
1 + Z ‘X]‘n+ kj+1,27’l+1 (0—2/ 011/0'0/P—2/P71/P0)
j=1

3 -
21
1+ '21 5" kj11,2n-1(0-2,0-1, 00,02, 01, P0)
- s
P2n = k] (0—2/ U'flrUO/P—ZIP—LPO) 3 ’

1+ 121 03" kj11,n+1(0-2,0-1,00, 02,01, P0)
]:

3
1+ Y a2"kj11,20(0-2, 01,00, 0-2,p—1,0)
71 =1
P2n+l = k] (‘7—2/0?1/0'0/{7—24771/.00) 3 ’

o~

2n+1
1+ ,Z "t kj+l,2n+2(0'72z 0_1,00,0-2,0-1,00)

where, for j =1,2,3,

hjvin(w-3,w_2,w_1,wo, T—3,7T2,7T_1, M)

vn, kiy1,n(0-2,0-1,00,0-2,0-1,00) =
hi(w_3,w_y,w_1,wp, T_3,T_p, T_1,70)

hj+l,n ((1)_3, w_p,wW_1,Wy,T_3,7T_2,7T_1, 7-[0)

vn/ kj+1,n(a—21 UflrUO/P—ZzpferO) = ~
hi(w_3,w_y,w_1,wo, T_3,T_2, T_1, )

T 7,1\1 (CLJ_3, w_p,W_1,Wy, T_3,7T_2,7T_1, 7T0)
kl (U—Zr 0-1,00, P—2/P711P0) = = ’
hl (UJ_3, w_y,wW_1,Wo,T_3,7T_2,7T_1, 7-[0)

with - w
o Tm-j e = T
o_j= w_ s P—j = T ,7=0,1,2

Proof. Utilizing the change of variables (5), the relationships are established as follows:

Ton—1 TOn
Vn, Oy = ; Oon41 = ’
Won Won+1
Won—1 Wop
Vn, pon = ;P21 = ——-
Tn T0n+1

By Lemma 4, the remaining steps are straightforward and therefore omitted. [

Corollary 3. Consider {cy,, n > 0} as a solution to the following difference equation,

1
1+ 01+ 0y 12+ 002))

Vn Z O/ Onyl =
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with initial conditions o_,, 0_1, and oy, ensuring that they are real and non-zero. Then, for all n,

0an = k1 (02,0 1,00)

Oont1 = k1(0-2,0-1,00)

7

3 ~
241
1+ ¥ " ki1 2041 (0-2,0-1,00)

where, for j =1,2,3,

hj+1,n ((U_S, w_p,w-_1, WO)

El (w,g, w_p,w_1,wy)

hiy1n(w—3,w_2, w_1,wy)

h(w_3,w_p,w_1,wyp)

Vn, ﬁj+1,n((7721071,00) =

7

vn, %j+1,n(0—2,071,00) =

7

~ /H OO o w
k1(0'_2,0',1,(70) — ~1( 3, 2, 1, O)/
hl (CL)_3, w_o, “‘Ll,CUo)

vn/ hj+l,n (w—?ﬂ w_p,Ww_1, WO) =

E+1(2w,3,2w,2,2w_1,2w0) +8j+1(0,0,0,0) if n is even
fi+1(2w_3,2w_2,2w_1,2wp) — 8j+1(0,0,0,0) if n is odd

I (W_3,w_p,w_1,wp) = ﬁ (2w_3,2w_5,2w_1,2wyp) +21(0,0,0,0),

hl (w_3, Ww_py,W_1q, (Uo) = f1 (Zw_3, 20.)_2, 26071,2600) — §1 (O, 0,0, 0)

with
e i i=0,1,2
o= w_; , forj=0,1,2.

Proof. The proof is deduced from Theorem 4 when o_ =P forj=0,1,2and w_ =T
forj=0,1,2,3. O

2.4. Formulation of Solutions for System (4)

In this subsection, we examine System (4), an extension of System (3). Hence, Sys-
tem (4) can be expressed as follows:

1
Tn+1)(q+1)—u = ,
1+ 0ug+1)-u (1 + 0n-1)(g+1)—u (2 + p(n—2)(q+1)—u))

1
1+ 0y(g+1)-u (1 +O(n-1)(g+1)—u (2 + U—(n72)(q+1)fu))

OP(n+1)(g+1)—u = ,4>0,Vn2>0,

foru € {0,1,...,q} and n € N. Utilizing the same preceding notation, we can obtain
(g + 1)—systems analogous to System (3),

(1) 1 (1) 1

= u 4 pn+1,q = 4
1+ p% (1 - ‘Tr(zli)l,qpr(q—)z,q) 1+ ‘77(11:1) (1 - Pflli)l,qargu—)z,q)

Vn >0, Ouitg =

fort € {0,1,...,q}. Based on the aforementioned discussion, we introduce the follow-
ing Theorem.
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Theorem 5. Let {(0y, 0n), n > 0} as a solution to System (4). Then, for u € {0,1,...,4},

Vn, UZn(q+1) = %1 (‘772(q+1)7ul O (g+1)—ur T—ur P—2(q4+1) —ur P—(q+1) —u~ P*M)

1+ ): txzn kj41,20 (U 2(3+1)—u (q+1)—w‘TfufPf2(q+l)prf(q+1)*wP*“)

x—1= ,

1+ Z ‘X k]+1 2n (‘7 2(g+1)— ur 7 (q+1)7u/O‘*M/P72(q+l)7u/pf(qul)furp*M)
=1

vn, U(zn+1)(q+1) =k (‘7 2(q+1) - w‘T—(q+1)—u"T—MfP—z(q+1)—wP—(q+1)—wP—u)

1+ Z Dé k]+1 2n+1 (0’ 2(g+1)—ur T (q+1)_urU—llrp—Z(q+1)—u/p—(q—i—l)—u/p—u)
],
X s

1+ Z IX ]+1 2141 (U 2(q+1)— u,U_(q+1)—wUfu/P—z(qul)—wP—(q+1)—wP7u)
=
_7-1
vn, pZn(q-H) k (U—Z(q+1)—urU—(q-&-l)—wO'*M/p—Z(q+1)—urP—(q-&-l)—urp*ll)
1+ Z ocz” ]+1 2n— 1(‘7 2(4+1)—u (q+1)—utU'*MrP—Z(q+l)—ulP—(q-i—l)—u’p*”)
X ,

1+ Z 0‘ k]+12n+1 (U 2(q+1)—us 0. (q+l)fu/O’*M/pr(qul)fu/pf(qul)fwP*M)
=1

vn, P(2n+l)(q+1) _ki ((T 2(q+1)— uraf(qul)fur(T—M/pr(qul)furpf(qul)fwP—M)
1+ Z tX k]+1 o (0’ 2(q+1)—us 7 (q+1)7u/U—urpfz(qul)fu/P—(qul)fu'p—u)

X ]_

1+ '21 “]2”+1kj+1,2n+2 (U—Z(q—l—l)—u/U—(q+1)—u/‘T—llrp—Z(q+l)—u/p—('i'i'l)—u/p—u)
]:

Proof. The proof of Theorem 5 relies on the principles established in Theorem 4 applied to
(q + 1)-systems, specifically (3). O
Corollary 4. Consider {cy,, n > 0} as a solution to the following difference equation,

1
Vi >0, = 420
n - 0-}’[-1—1 _1 +0.n_q (1 +0’n72q71(2+(7n—3q—2)) q

with initial conditions o_ jr j€{0,1,...,3q + 2}, ensuring that they are real and non-zero.Then,
forue {0,1,...,q},

1, Can(g+1)-u Ikl(" <q+1> REE——
3
Z ]+12n(0' 2(q+1)—u (q+1)_u/0?u)
X ’

3 ~
L & ki (=210 g1) -0 )

vn, Cnt1)(g+1)—u = El (UfZ(qul)fw U (q4+1)—u- U—M)

3.
2
1+ ]§1 afnkf+1,2n+1 (UfZ(qul)waf(qul)fur U—u)
X

3 ~
2n+1
1+ 'Zl ‘X]‘n kj+l,2n+1 (U—Z(q+1)—u10—(q+l)—ul U—u)
]:

Proof. The proof is deduced from Theorem 5 wheno_; = p_;forj € {0,1,...,3g +2}. O

Remark 3. In System (4), & constitutes unique positive equilibrium.
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Now, we introduce a crucial result related to the local stability of System (4).

Theorem 6. The positive equilibrium point E is locally asymptotically stable.

Proof. For the proof, we define functions My, M, : (0, +oo)2(3‘7+2> — (0, +0) as follows:

~ 7, / - L
Ml (QOI?WIJFZ’ b0;3q+2> - -1+ bq (1 —+ a2q+1 (2 + b3q+2)) ’
1

O / / o
M, (%:3q+2/b0;3q+2> = a0t by @ o))

Linearizing System (4) around the equilibrium point Z is a common technique to facilitate
its study. To achieve this, we acquire the ensuing representation:

€1 = ®q£nr

where
—5(2+5)
O1x O
De(2at) 6—1+62(2+0)) belatd)
6. — | ler2x@+2) O3g+2)x1
9 o —1-6(2+9) 62
b 6-1+0202+0)72 O 611 202+40))
O(3g+2)x (3g+2) O3g42)x1
o “1-0249) iy
b 6—1+822+06)° P 514 8202+4)
O3g+2)x(37+2) 5245) O@gi2)x1
O1x — 01,
1x(29+1) (5_1+52(2+5))2 1x(g+1)
L(3g+2)x(3g+2) O@g+2)x1

Following some initial computations, the characteristic polynomial of @q can be expressed
as follows:

-~

Q@q (A) = det (éq - )‘16(q+1)><6(q+1))
_ g+ 1 +6%2(246)(—25(2+6)(1 —25(5+1)) +6—6) A4(+1)
(6—1+82(246))*
& (2 — 52) /\2(q+1) _ st
(6—1+82(246) (6—14+82(2+96))*

By utilizing MATLAB R2021b, it is determined that all solutions to @@q (A\)=0,9g>0

reside within the unit disc |A| < 1. By Rouche’s Theorem, it can be concluded that the
positive equilibrium point Z is locally asymptotically stable. [J

3. Illustrative Numerical Simulations

To clarify and corroborate the theoretical findings from the previous section, we delve
into several compelling illustrative numerical simulations in this section.

Example 1. Figure 1 provides a visual representation of the sustained dynamics within System
(1). The system is initialized with the conditions 0_y = —0.5,0_1 = —0.2,00 = —1.32, p_» = 6,
p—1 = —4.6,and pg = 0.16.
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: —
T - o -
21 :
c
Q
,CO- 4
o
2F _
_4-§ i

0 10 20 30 40
n

Figure 1. Dynamics exhibited by a specific solution of System (1).

Example 2. Figure 2 provides a visual representation of the sustained dynamics within System

(2) for the case of g = 1. The system is initialized with the conditions ¢_; = 11—4(;] (—1)jp,j =

o_j+1forje {0,1,2,3,4,5}.

2 . . . . .

c i
<, i
r=mal : |
©
_o'n ........ pn

-6 . . . . .
0 10 20 30 40 50 60

n

Figure 2. Dynamics exhibited by a specific solution of System (2).
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Example 3. Figure 3 provides a visual representation of the sustained dynamics within system
(3). The system is initialized with the conditions c_y = 0.1, 0.1 = 0.2, 09 = 0.3, p_p = —1.1,
p—1=—12,and pg = —1.3.

Zl T T T T T
!= _an
L
21 &g Fn

LLIAT AL AR

A
senRlRl

-6 x x x x x
0 10 20 30 40 50 60

n

Figure 3. Dynamics exhibited by a specific solution of System (3).

Example 4. Figure 4 provides a visual representation of the sustained dynamics within System

(4) for the case of q = 1. The system is initialized with the conditions o_; = i, and p_; =

10
__(T;’f — ],ji)r j < {()/ 1/ 2/3/ 4V ES}'

15 — x
— 0
i A
10+ ........ Pl
c E .
Q Lot i
= :
5t § g A
_15 I I
0 20 40 60

n

Figure 4. Dynamics exhibited by a specific solution of System (4).
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Example 5. Figure 5 provides a visual representation of the sustained dynamics within System (4)
for the case of q = 2. The system is initialized with the conditions

j 0 1 2 3 4 5 6 7 8
o | 111/3 | 125/31 | 19/2 | 127/34 | 153/15 | 139/36 | 332/7 | 341/28 | 56/17
p—j | —11 —-12 13 —14 15 —16 31 0.24 0.23

50 . .

40

301 .

o~ 10} :

10} |

20 ' '
0 20 40 60

n

Figure 5. Dynamics exhibited by a specific solution of System (4).

4. Conclusions

This paper presents a comprehensive investigation into fractional bidimensional
systems of difference equations with higher-order terms, aiming to derive analytical expres-
sions for their solutions under specific parametric conditions. Additionally, formulations of
solutions for one-dimensional equations derived from these systems are explored. Rigorous
proofs are provided for the local stability of the unique positive equilibrium point of the
proposed systems. The theoretical framework established in this study is supported by
extensive stability analyses and numerical simulations, which offer valuable insights into
the behavior of nonlinear systems of difference equations. Notably, investigating positive
equilibrium points and establishing local asymptotic stability for specific systems demon-
strate the depth of our understanding. Furthermore, numerical examples using MATLAB
are employed to validate the theoretical findings. Graphical illustrations of the results
showcase the practical implications of the theoretical insights, reaffirming the stability of
the studied systems. However, challenges persist, particularly regarding systems dynamics
in unexplored scenarios. This highlights the need for continued research and exploration in
this area. This paper lays a robust foundation for future investigations into more complex
models, particularly those addressing dynamic systems with non-constant or periodic
coefficients. Moreover, it offers avenues for broader applications and potential extensions
to various scientific and engineering disciplines.
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