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Abstract: With the continuous deepening of educational reform, a large number of educational poli‑
cies, programs, and research reports have emerged, bringing a heavy burden of information pro‑
cessing and management to educators. Traditional manual classification and archiving methods
are inefficient and susceptible to subjective factors. Therefore, an automated method is needed to
quickly and accurately classify and archive documents into their respective categories. Based on
this, this paper proposes a design of an automatic document classification system for educational re‑
form based on the Naive Bayes algorithm to address the challenges of document management in the
education field. Firstly, the relevant literature and document data in the field of educational reform
are collected and organized to establish an annotated dataset for model detection. Secondly, the
raw data are preprocessed by cleaning and transforming the original text data to make them more
suitable for input into machine learning algorithms. Thirdly, various algorithms are trained and se‑
lected to determine the best algorithm for classifying educational reform documents. Finally, based
on the determined algorithm, a corresponding classification software is designed to automatically
classify and archive educational reform documents for analysis. Through experimental evaluation
and result analysis, this research demonstrates the effectiveness and accuracy of the education re‑
form document automatic classification system based on the Naive Bayes algorithm. This method
can efficiently classify a large number of documents into their respective categories quickly and accu‑
rately, thereby improving the efficiency of educators and their informationmanagement capabilities.
In the future, further exploration of feature extractionmethods andmachine learning algorithms can
be conducted to optimize the classification performance and apply this method to practical manage‑
ment and decision‑making in the education field.

Keywords: educational reform; manual classification; Naive Bayes algorithm; feature extraction

MSC: 68T09; 68T50

1. Introduction
With the rapid development of artificial intelligence andmachine learning, the educa‑

tion sector has also ushered in opportunities for transformation. Traditional education sys‑
tems face many challenges, one of which is the management and utilization of educational
resources. Educational institutions and educators often need to deal with a large number
of documents, including course materials, student assignments, teachingmaterials, and so
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on. The classification and archiving of these documents are crucial for improving educa‑
tional efficiency, supporting personalized learning, and facilitating teaching assessment.

Text classificationwas proposed byAmerican scholar Professor Luhn in 1957. In 1961,
Maron [1] published the first paper on automatic text categorization. Text classification is
to use the computer to automatically classify the text set according to a certain classifica‑
tion system or standard. Text classification technology has a wide range of application
prospects. It is the technical support in the fields of information filtering, information re‑
trieval, and document classification [2]. Text classification is generally divided into two cat‑
egories: classification method based on knowledge engineering, and classification method
based on machine learning. The classification method based on knowledge engineering
refers to the classification based on expert experience and manual extraction rules. The
classification method based on machine learning refers to the classification by computer
self‑learning and extracting rules. In view of the shortcomings of traditional text classi‑
fication methods, many scholars have carried out research on text classification methods
and revised and improved them. Based on the superiority of neural network algorithms in
the field of natural language processing, Alina utilized a classification tool based on deep
neural networks to automatically extract diagnostic and disease information at the time
of surgery from electronic pathology reports monitored by the National Cancer Institute
(NCI) and the Surveillance, Epidemiology, and End Results (SEER) population cancer reg‑
istries, benefiting the cancer registries [3]. Liu trained a recursive neural network model
to classify microblog posts related to urban flooding, establishing an online monitoring
system for urban inundation triggered by flooding disasters [4]. Yang utilized artificial
intelligence technology to improve the speed of encoding classroom dialogues, achieving
automated classroom dialogue classification and instant feedback. They used neural net‑
work analysis models to evaluate and classify question level, answer level, and feedback
level, constructing a comprehensive, rapid, and accurate method for evaluating classroom
dialogue [5]. Vishaal established a recursive interleaved multi‑task learning network that
can be used for any general multi‑label classification task related to the field of educa‑
tion [6]. Compared with the traditional classification methods, which mainly use super‑
vised methods, relying on existing natural language processing tools can easily lead to
error accumulation problems in the processing process. Chen proposed a Chinese text
classification method based on appearance semantics and ASLA. Baidu Encyclopedia is
used to extract the apparent semantics of Chinese text, and then PLSA is used to mine the
potential semantics, and the correlation between the apparent semantics and the potential
semantics and the category of the document is calculated. This method can deal with the
classification of irregular texts such as Chinese network short texts [7]. In order to express
text directly, Li proposed a short text classification model based on dense network, which
uses one‑hot coding, expands text feature selection by merging and random selection, and
solves the problems of feature sparseness, dimensional text data, and feature representa‑
tion [8]. Wang used the method of improving TF‑IDF to modify the weight of word vector
to optimize the text classification algorithm. Finally, the convolutional neural networkwas
used to construct the classifier, which improved the accuracy of text classification. How‑
ever, the high‑order features were not properly disposed, resulting in the time complexity
of learning much higher than the traditional machine learning method, which needs to be
further improved [9]. With the research of deep learning for text classification, many re‑
searchers have found that the classification effect cannot be further improved by using only
a single deep learning model, so scholars have proposed a method of mixing these deep
learningmodels. Du proposed an emotion classificationmodel based on convolution atten‑
tion. This structure combines RNN with convolution‑based attention model, and further
superimposes the attention model to construct a hierarchical attention model for emotion
analysis [10]. Peng proposed a hybrid model combining a deep ultra‑deep convolutional
neural network with a long short‑term memory network, which is an application of deep
CNN. The hybrid model shows better text effect than shallow CNN [11].
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Although the existing common classification methods can meet the requirements of
text classification in some aspects, there are still the following shortcomings for specific
domain files (educational reform documents):
1. The classification standards are not uniform, and it is impossible to form a widely

accepted and recognized classification.
2. The training sample data retrieval is difficult, the lack of standardized retrieval meth‑

ods.
3. It is difficult to train pre‑trained language models with domain background knowl‑

edge.
At the same time, many scholars havemade contributions to the field of text classifica‑

tion. However, for educational‑reform‑related documents, manual classification by profes‑
sional personnel from schools or educational institutions remains the prevailingmethod in
today’s educational environment. With a large number of educational policies, program
proposals, and research reports constantly emerging, manually handling and organizing
these documents is a tedious and time‑consuming task. In order to solve the above prob‑
lems, this paper proposes a text classification system for educational reform documents
based on theNaive Bayes algorithm. The design involves several key steps: firstly, the clas‑
sification standard is determined according to the “Guidelines for Application of Research
and Practice Projects on Undergraduate Education and Teaching Reform at Hebei Univer‑
sity of Technology in 2021”. Next, develop a retrieval strategy to collect the relevant liter‑
ature and document data in the field of education reform, and establish a well‑annotated
dataset for model testing. Again, preprocessing the raw data, cleaning and transforming
the original text data to make them more suitable for input into machine learning algo‑
rithms. Further, training and selecting multiple algorithms to determine the most effec‑
tive algorithm for classifying educational reform documents. Finally, based on the chosen
algorithm, designing corresponding classification software to automatically classify and
archive the analyzed educational reformdocuments. This systemutilizesmachine learning
algorithms and natural language‑processing techniques to automatically identify, classify,
and archive different types of educational documents, greatly enhancing the efficiency and
accuracy of educational management.

The development and application of this automatic classification system for educa‑
tional reform documents based on the Naive Bayes algorithm will enable educational in‑
stitutions and educators to better manage and utilize educational resources, thereby im‑
proving teaching effectiveness and learning outcomes. The advancement and application
of this technology will bring about more intelligent and efficient management and teach‑
ing methods in the field of education, leading to overall enhancements in the quality of
education delivery and outcomes.

2. Methods
In this section, themethod designed for automatic classification of educational reform

documents is introduced. To achieve the intended goals, it is necessary to follow several
steps as illustrated in Figure 1. The key points of this method include:
1. Determine the categories for classification based on the “Guidelines for Application

of Research and Practice Projects on Undergraduate Education and Teaching Reform
at Hebei University of Technology in 2021”.

2. Collect data from sources such as CNKI (China National Knowledge Infrastructure)
and the school database for training and testing data.

3. Preprocess the data by segmenting the obtained Chinese text, and construct training
and testing sets.

4. Train themodel by using various algorithms to train the training set and calculate the
probability analysis of each feature under each category.

5. Analyze the training results and error rates, select the optimal algorithm for further
design.

6. Design corresponding software to achieve automatic classification.
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Figure 1. Representation of the methodology used to conduct this study.

The following parts of this paper are organized as follows: Section 2.1 identifies the
categories for classifying documents related to educational reform; Section 2.2 determines
the sources of the dataset and extracts the dataset; Section 2.3 selects various clustering
algorithms, finalizes the algorithm to be used, pre‑processes the initial data, and trains the
selected algorithm; and Section 2.4 designs corresponding software to evaluate the model.

2.1. Categories of Documents Related to Educational Reform
To achieve precise classification of documents related to educational reform, it is es‑

sential to determine the categories of the documents. The “Guidelines for Application
for Research and Practice Projects on Undergraduate Education Teaching Reform in 2021”
from Hebei University of Technology provides detailed descriptions of the categories for
educational teaching reform documents. Therefore, based on this guideline as the classi‑
fication criteria, as shown in Figure 2, educational reform documents are divided into six
categories: Special Topic on Theoretical and Practical Research of Emerging Engineering
Education; Special Topic on Theoretical and Practical Research of New Liberal Arts; Re‑
search Topic of Collaborative Education Development; Research Topic of Curriculum Ide‑
ological andPolitical Construction; Labor Education, Aesthetic Education, Sports Research
Topics; and Research on Teaching and Practice of Integrated Education. Keywords under
each special topic are then counted for subsequent searching and extraction of the dataset.
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2.2. Data Set Extraction
ChinaNational Knowledge Infrastructure (CNKI) is one of the largest academic litera‑

ture databases in China, gathering a vast amount of resources in the education field, includ‑
ing academic journals, conference papers, and master’s and doctoral dissertations [12,13].
It covers a wide range of research areas related to educational reform. Its rich dataset pro‑
vides a guarantee for the large training set required for the systematic design of this paper.
At the same time, this paper is mainly aimed at classifying Chinese educational reform
documents. As CNKI contains abundant Chinese literature, it can provide more specific
information on practical applications, policies, and theoretical research related to educa‑
tional reform in China. Therefore, this paper selects CNKI and the university’s database
as the sources of the dataset.

To accurately obtain each category of educational reform documents, this paper uti‑
lizes the advanced search mode of China National Knowledge Infrastructure (CNKI) and
employs the keywords compiled in Section 2.1 as search terms. The paper uses “AND”,
“OR”, and “NOT” operators to construct retrieval strategies for educational reform docu‑
ments.

Taking the “Special Topics on Research on New Engineering Theory and Practice” as
an example, a simple retrieval strategy is established as follows: “New Engineering” AND
“Educational Reform” OR “Emerging Engineering” OR “New Type of Engineering” OR
“Traditional Engineering” NOT “New Arts” NOT “Collaborative Education” NOT “Ide‑
ological and Political Education Construction” NOT “Labor Education, Aesthetic Educa‑
tion, Physical Education” NOT “Specialized and Innovative Education Teaching Integra‑
tion”. The goal is to retrieve educational reform documents related to “Special Topics on
Research on New Engineering Theory and Practice” while being unrelated to the other
five categories. The search results will be downloaded and saved into the corresponding
folders for subsequent model training and evaluation. Finally, a Python program will be
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used to count the number of documents in the training set, with each category containing
hundreds of files, as depicted in Figure 3.
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2.3. Algorithm Selection and Application
2.3.1. Data Preprocessing

Text preprocessing plays a crucial role in text classification tasks. Its main purpose is
to clean and transform raw text data to make them more suitable for input into machine
learning algorithms [14,15]. Through text preprocessing, raw text data can be converted
into more standardized, clean, and structured data, providing a better foundation for fea‑
ture extraction and model training. The preprocessing process can reduce data noise, and
improve the accuracy and efficiency of classification tasks.

For the text types involved in this article, the preprocessing mainly consists of the fol‑
lowing steps. Firstly, Python‑based natural language processing (NLP) technology is used
to segment the original text data set [14,15], each sentence is processed as a unit, and the
resulting sentences are segmented into word sequences. Secondly, the words after word
segmentation are compared with a predefined list of stop words to remove the meaning‑
less or too common words, such as ‘the‘, ‘is’, ‘in‘, etc. Thirdly, the part‑of‑speech tagging
of words after word segmentation is carried out; that is, the part‑of‑speech of each word in
the sentence is determined, such as nouns, verbs, adjectives, etc., which is helpful for the
model to understand the sentence structure, the relationship betweenwords, and semantic
information. Finally, the data set after word segmentation is constructed and saved as a
binary file.

After preprocessing the initial dataset, it is necessary to construct the TF‑IDF (term
frequency‑inverse document frequency) term frequency space vector. The TF‑IDF algo‑
rithm is a common statistical method used to measure the importance of words in infor‑
mation retrieval and datamining. The TF‑IDF algorithm is used tomeasure the importance
of a word in a corpus, and it calculates the TF‑IDF value of a word using the product of
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term frequency (TF) and inverse document frequency (IDF) [16,17]. The specific formula
is as follows:

TFw,Di=
count(w)

|Di|
(1)

IDFw= log
N

N
∑
i=1

I(w,Di)

(2)

TF− IDFw,DI= TFw,Di×IDFw (3)

In the above formula, count(w) represents the frequency of the term in the document,
and |Di| is the total number of words in the document. TF represents the frequency of the
term in the document, and a higher TF reflects that the term appears more frequently. IDF
reflects the commonness of a term in the document. When a large number of documents
contain a word, the IDF is lower, indicating that the word is more common [18].

The TF‑IDF value of a word is equal to the product of its TF and IDF. A higher TF‑IDF
value for a word indicates that the word is more important in the document and better
represents the document [19]. In text feature extraction, TF‑IDF performs well, and is easy
to implement and use. Therefore, this article selects the TF‑IDF algorithm to calculate
the importance of each word in the text dataset and constructs a word frequency matrix.
Finally, the same processing is performed on the test set.

2.3.2. Algorithm Selection
After completing the above tasks, the next step is to select a text classification algo‑

rithm. Common algorithms used for Chinese text classification include Multilayer Percep‑
tron (MLP), Support Vector Machine (SVM), Random Forest Algorithm, and Naive Bayes
Algorithm. This article will introduce these four algorithms, conduct model testing, and
ultimately determine the algorithm to be used.

Multilayer Perceptron (MLP), also knownasArtificialNeuralNetwork (ANN), is built
upon a single‑layer neural network by introducing one or more hidden layers, creating a
neural networkwithmultiple layers, hence the name “multilayer perceptron”. The hidden
layers are located between the input layer and the output layer [20,21]. The simplest MLP
contains only one hidden layer, making it a three‑layer structure, as shown in Figure 4.
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MLP has powerful learning capabilities and can automatically extract features from
training data for classification, making it very effective in handling complex text classi‑
fication problems. Additionally, MLP can utilize multiple hidden layers to enhance the
model’s representational capacity. It can also leverage different activation functions and
regularization methods to optimize model performance, giving it good scalability when
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dealing with large‑scale text classification problems. However, due to the large number of
parameters in MLP, the training process tends to be slow and may struggle with process‑
ing large amounts of text data. Moreover, when dealing with small amounts of training
data, it is prone to overfitting.

SVM is a supervised learning algorithm widely used for classification and regression
tasks [22]. The core idea of SVM is to find a hyperplane thatmaximizes themargin between
two classes, thus achieving good classification performance. Its advantages lie in its ability
to perform well in classifying data in high‑dimensional spaces, making it suitable for han‑
dling high‑dimensional features, as demonstrated in fields such as text classification and
image recognition. SVM is suitable for small sample datasets, as it determines the decision
boundary based on support vectors rather than the entire dataset, giving it an advantage
in handling small sample data. Additionally, SVM can use kernel functions to map data
to high‑dimensional spaces, enabling nonlinear classification and providing good flexibil‑
ity. However, SVM also has some drawbacks. Firstly, it incurs significant computational
costs and longer training times when dealing with large‑scale datasets. Secondly, SVM is
sensitive to missing data and requires additional handling methods. Lastly, the original
SVM algorithm is only applicable to binary classification problems, requiring extensions
for multi‑class problems, which increases the complexity of the algorithm.

Random Forest is a classifier that trains and predicts samples using multiple trees. It
repeatedly randomly samples k samples with replacement from the original training sam‑
ple set N to generate a new training sample set, and then uses the bootstrap sample set to
generate k classification trees to form a random forest [23–25]. The classification result of
new data is determined by the score based on the voting of the classification trees. Ran‑
dom Forest has the following advantages: firstly, it can handle high‑dimensional data and
performswell in feature selection, automatically selecting important features and reducing
the burden of feature engineering. Secondly, Random Forest is efficient in handling large‑
scale datasets and can quickly build a large number of decision tree models. Furthermore,
Random Forest exhibits good robustness to missing data and outliers, capable of handling
incomplete datasets. Additionally, Random Forest uses a voting mechanism for classifi‑
cation or regression, which can reduce the risk of overfitting and is less susceptible to the
influence of individual decision trees. However, Random Forest also has some drawbacks.
Firstly, due to the ensemble of multiple decision trees, the model has poor interpretability
compared to a single decision tree. Secondly, Random Forest may overfit on datasets with
high noise andmay require significantmemory space. Moreover, RandomForestmay lean
towards categories with more samples when dealing with highly imbalanced datasets.

Naive Bayes algorithm is a classification algorithm based on Bayes’ theorem, assum‑
ing that features are independent of each other. Under a given category, the joint proba‑
bility of features equals the product of the independent probabilities of each feature. By
calculating the posterior probability of each category, the category with the highest pos‑
terior probability is chosen as the prediction result [26]. Bayes’ theorem is an important
theorem in probability theory used to calculate the probability of an event occurring given
certain conditions [27]. Its calculation formula is:

P(A|B)= P(B|A)P(A)
P(B)

(4)

In the formula, P(A|B) represents the probability of eventAoccurring given that event
B has occurred, P(B|A) represents the probability of event B occurring given that event A
has occurred, and P(A) and P(B) represent the probabilities of events A and B occurring,
respectively.

The Naive Bayes algorithm has the following advantages. Firstly, it has relatively
fast training and prediction speeds because it assumes independence between features,
reducing the complexity of parameter estimation. Secondly, the Naive Bayes algorithm
performs well on small sample datasets and can handle high‑dimensional feature data,
making it suitable for tasks such as text classification and spam filtering. Additionally, the
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Naive Bayes algorithm is robust to missing data, and can handle partially missing sam‑
ple data. Finally, the Naive Bayes algorithm is not easily influenced by noisy data, and
can provide good classification results even for datasets with significant noise. However,
the Naive Bayes algorithm also has some disadvantages. Firstly, it assumes independence
between features, whichmay not hold true in some cases, leading to a decrease in classifica‑
tion performance. Secondly, the Naive Bayes algorithm may exhibit higher error rates for
datasets with large feature spaces or strong feature correlations. Furthermore, the Naive
Bayes algorithm cannot handle continuous features and requires discretization.

The four algorithms mentioned above each have their own advantages and disadvan‑
tages in text classification, making it difficult to directly choose a classification algorithm.
Therefore, it is necessary to build and test models for them. Four algorithm testing mod‑
els were built separately, and the classification process of the testing models is shown in
Figure 5.
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The classification process of the test model is as follows:
1. Data preprocessing: Pre‑process the data, including steps such as data cleaning, de‑

noising, and standardization.
2. Divide the training and testing sets: Divide the pre‑processed data into training and

testing sets, and divide the dataset into training and testing sets in an 8:2 ratio.
3. Use algorithms to fit the training set data: Select the above four algorithms to train

the data and establish a model.
4. Output word frequency matrix information: Perform word frequency statistics on

the training and testing sets to generate word frequency matrix information.
5. Use trainingmodels to classify test samples: Use the establishedmodel to classify test

samples.
6. Determine whether the classification result is correct: Evaluate the classification re‑

sult to determine whether it is consistent with the given result. If the classification is
consistent, the correct result is+1; if not correct, proceed to the next step.

7. Determine if it is the last test sample: Determine if there are still unclassified test
samples, and if so, continue to classify the next test sample; if not, output the result
and the classification ends.

8. Obtain the next test sample: Obtain the next test sample for classification testing, and
then repeat steps 5–7.
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After completing themodel building and testing, it is necessary to evaluate the perfor‑
mance of the four models to determine the final model to be used. The evaluation index is
a quantitative indicator of the performance of a model. A single evaluation indicator can
only reflect a portion of the model’s performance. If the selected evaluation indicator is
unreasonable, it may lead to incorrect conclusions. Therefore, this study used commonly
used evaluation indicators in classification tasks, including Precision, Recall, F1 score, Ac‑
curacy, Macro average (represented by Macro avg in the table), and Weighted average
(represented by Weighted avg in the table) to comprehensively evaluate the model. The
results are shown in Table 1, where Topic 1–Topic 6 represents the six categories from left
to right in Figure 3. R‑F stands for Random Forest Algorithm. N‑B represents the naive
Bayesian algorithm. The dataset is divided into training and testing sets in an 8:2 ratio.
Therefore, Topic 1–Topic 6 obtained 58, 57, 51, 25, 30, and 33 test sets in sequence formodel
evaluation.

Table 1. Calculation results of various indicators.

Precision Recall F1‑Score
Support

MLP SVM R‑F N‑B MLP SVM R‑F N‑B MLP SVM R‑F N‑B

Topic 1 0.93 0.90 0.75 0.96 0.89 0.90 0.74 0.90 0.91 0.90 0.75 0.93 58
Topic 2 0.93 0.96 0.82 0.97 0.91 0.88 0.79 0.98 0.92 0.92 0.80 0.97 57
Topic 3 0.92 0.92 0.86 0.96 0.86 0.90 0.73 0.96 0.89 0.91 0.79 0.96 51
Topic 4 0.70 0.83 0.63 0.88 0.84 0.96 0.60 0.88 0.76 0.89 0.61 0.88 25
Topic 5 0.84 0.90 0.61 0.85 0.90 0.90 0.83 0.97 0.87 0.90 0.70 0.91 30
Topic 6 0.91 0.86 0.71 0.93 0.88 0.91 0.73 0.91 0.89 0.88 0.72 0.92 33
Accuracy 0.89 0.90 0.75 0.94 255
Macro avg 0.87 0.90 0.73 0.93 0.88 0.91 0.74 0.93 0.87 0.90 0.73 0.93 255

Weighted avg 0.89 0.90 0.75 0.94 0.88 0.90 0.74 0.94 0.89 0.90 0.75 0.94 255

From Table 1, it can be seen that the Naive Bayes algorithm leads the other three al‑
gorithms in most indicators in the classification process of educational reform documents.
Although the SVM algorithm is leading in some indicators in the Topic 4 classification
process, the lead is not significant, and from a comprehensive performance perspective,
the Naive Bayes algorithm is still significantly better than the SVM algorithm. Therefore,
this study selected Naive Bayes algorithm as the classification algorithm for subsequent
software design.

2.4. Software Design
In order to enhance the usability of the classification algorithm, this article designed

auxiliary software based on relevant Python3.9 technologies for multiple steps in the pro‑
cess, ultimately creating an automated classification assistance system for education re‑
form documents using the Naive Bayes algorithm.

2.4.1. Teaching Reform File Information Extraction System
The teaching reform file information extraction interface is shown in Figure 6, which

is mainly used for extracting the required information from the dataset and extracting in‑
formation from the documents to be classified later. The information retrieval process is
divided into five steps:
1. Obtain relevant education reformdocuments based on the classification category from

patent retrieval systems such as CNKI (China National Knowledge Infrastructure).
2. When the user clicks the “Browse” button, the system will open a file dialog box al‑

lowing the user to select the path where the files to be classified are located. The
program will then display the selected directory path in the text box corresponding
to that button.

3. When the user clicks the “Reading files” button, the program will read all file names
in the previously selected directory and display these file names in a text box.
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4. When the user clicks the “Save” button, the program will open a file dialog box al‑
lowing the user to choose a directory. The program will then iterate through all PDF
files in the previously selected directory, extract the abstracts and keywords from
these files, and save the abstracts and keywords to a TXT file named after the PDF
file. These TXT files will be saved in the user‑selected directory.

5. Implement the functionality to navigate to the next interface, which is bound to the
“NEXT” button. When the user clicks this button, the program will close the cur‑
rent interface and call the run_next_script method to execute the next script. In the
run_next_script method, the program will start the next script using the subprocess
Popen method.
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2.4.2. Automatic Classification System of Educational Reform Documents
The automatic classification system of educational reform documents consists of two

modules: the “Classification” module, and the “Result statistics” module.
The “Classification” module, as shown in Figure 7, achieves the classification of the

files to be processed by utilizing a model trained with the Naive Bayes algorithm. The
specific implementation steps are as follows:
1. Initialize the interface, load the UI file, and connect the click events of the buttons.
2. After clicking the “Browse” button, a folder selection dialogwill pop up, allowing the

user to choose the folder containing the files to be classified, and display the selected
path in the corresponding text box.

3. After clicking the “Reading files” button, read all the files in the selected folder and
display the file names in the connected text box.

4. After clicking the “Articles classification” button, the system will start classifying the
files in the selected folder. First, it will iterate through all the TXT files in the folder;
next, it will open and read the content of each file, tokenize the content, and remove
stop words. Then, it will construct the TF‑IDF term frequency vector space, convert
the tokenized text into a TF‑IDF frequency matrix, and save it as a binary file. Finally,
it will utilize the model built using the Naive Bayes algorithm to calculate the condi‑
tional probabilities of different categories based on the TF‑IDF vectors, thus achieving
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the classification of the test files. The classification results will be output and written
into an Excel file. The classification results will be displayed in the text box associated
with the “Articles classification” button.
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The “Result statistics” module, as shown in Figure 8, mainly focuses on the statistical
analysis of the classification results. The implementation steps are as follows:
1. After clicking the “Result statistics” button, read the classification results saved in the

Excel file from the above interface, count the number of each category, and display
the number of each category and the corresponding file names in their respective text
boxes.

2. After clicking the “Pie chart” button, generate a pie chart based on the classification
results to visualize the proportion of each file category within the processed folder.
The corresponding results will be displayed in the output box associated with the
“Pie chart” button.
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3. Experimental Verification, Taking the Educational Reform Documents of Hebei
University of Technology as an Example
3.1. Background

In recent years, the deepening reforms in education and teaching have been continu‑
ously advancing, leading to a surge in the number of educational reform documents. This
has resulted in challenges, such as a massive quantity of educational reform documents
and a wide variety of document types. However, traditional manual classification meth‑
ods require significant human and time costs, resulting in low efficiency and potential clas‑
sification errors. Moreover, as the number of documents increases and the types become
more diverse, manual classification becomes increasingly difficult. To address these issues,
this paper proposes an automatic classification system for educational reform documents
based on the Naive Bayes algorithm. This system is designed to assist education adminis‑
trators in automatically classifying a large number of educational reform documents.

3.2. Extracting Information from Educational Reform Documents of Hebei University of
Technology

Using the educational reform documents related to Hebei University of Technology
from the past two years as samples, we obtained 52 educational reform documents await‑
ing classification from the school database and stored them in the corresponding folder for
further processing.

After obtaining the files to be classified, we used the Educational Reform Document
Information Extraction System to extract the abstract sections of the pending documents, as
shown in Figure 9. Firstly, click “Browse” to select the folder to be processed, and the sys‑
tem will automatically display the path of the folder in the corresponding text box. Then,
click “Reading files”, and the names and file types of the files to be processed in this folder
will be automatically displayed in the text box corresponding to this button. Furthermore,
use the “Save” button to determine the location for saving the processed text. Finally, use
the “Abstract extraction” button to extract the abstracts from the files to be processed and
save them as TXT files in the location selected by the “Save” button for future processing.
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Figure 9. Information extraction results of teaching reform file fromHebei University of Technology.

3.3. Automatic Classification of Educational Reform Documents at Hebei University of
Technology

First, use the “Classification” module to classify the educational reform documents of
Hebei University of Technology to be processed, as shown in Figure 10.

1. Click “Browse” and select the file path saved in the previous step.
2. Click “Reading files”, and the names and file types of the files to be processed in this

folder will be automatically displayed in the text box corresponding to this button.
3. Utilize the model trained using the Naive Bayes algorithm to classify the documents

to be processed. The classification results of the educational reform documents at
Hebei University of Technology will be displayed in the text box corresponding to
the “Articles classification” button.
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Next, use the “Result statistics” module as shown in Figure 11. This module is mainly
used to provide statistical analysis of the classification results of the educational reform
documents at Hebei University of Technology. The number and names of documents in
each category will be displayed in the text box corresponding to the “Result statistics” but‑
ton. Additionally, a pie chart will be generated based on the classification results, allow‑
ing for an easy analysis of the distribution of each type of document within the processed
folder. The corresponding results will be displayed in the output box corresponding to the
“Pie chart” button. From the results, it can be seen that Hebei University of Technology has
invested heavily in educational reform in the past two years, with a focus on the “Special
Topic on Theoretical and Practical Research of New Liberal Arts” and the “Special Topic
on Theoretical and Practical Research of Emerging Engineering Education”, accounting
for 46.2% and 36.5%, respectively. Therefore, this system can be used to analyze the key
directions of educational reform in a certain area for the current year.
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Figure 11. Statistics on the classification results of teaching reform file from Hebei University of
Technology.

Finally, the educational reform documents at Hebei University of Technology from
the past two years will be manually classified by professional personnel. The results of the
manual classification will then be compared with the classification results of the automatic
educational reform document classification system based on the Naive Bayes algorithm,
and the comparison is presented in Figure 12. From Figure 12, it can be observed that the
classification results of the automatic educational reform document classification system
based on the Naive Bayes algorithm are largely consistent with the classifications made by
professional personnel, with only a few instances of misclassification.
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4. Verification and Discussion
Through in‑depth analysis of questionnaire surveys and systematic evaluations, the

universal applicability and effectiveness of the educational reform document automatic
classification system based on the Naive Bayes algorithm designed in this paper have been
validated.

To further demonstrate the universality and efficiency of the current design of the
educational reform document automatic classification system based on the Naive Bayes
algorithm, 20 relevant education professionals were invited to evaluate the system and
fill out a questionnaire. The Chinese version and English version of the questionnaire are
provided in Table 2. The 20 invited workers were divided into two groups based on their
experience level: experienced workers, and novices. Figures 13 and 14 summarize the
survey results, where EW‑A represents experienced workers choosing option A, and N‑A
represents novices choosing option A.

Table 2. Questionnaire.

Chinese Version English Version

您的身份: Identity:

    Q1:使用该系统是否对相应文件分类有帮助?     Q1: Does the system help in classifying the corresponding
files?
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  _________________________________________   _________________________________________ 
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 Q is question 

不能     A Yes. B To some extent. C No.

    Q7:使用该系统时是否遇到困难,使用效果如何?     Q7: Do you encounter difficulties when using the system,
and what is the effectiveness of its usage?
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    _________________________________________     _________________________________________

Q is question



Mathematics 2024, 12, 1127 18 of 21
Mathematics 2024, 12, x FOR PEER REVIEW 17 of 20 
 

 

 

Figure 13. Survey results of experienced workers. 

 

Figure 14. Survey results of novice. 

4.1. Analysis of Survey Results from Experienced Worker 

As shown in Figure 13, from Q1 and Q2, it can be seen that 90% of experienced work-

ers believe that the current design of the classification system is useful and can compen-

sate for the lack of professional knowledge reserves among workers. 

According to the results of Q3, Q5, and Q7, 100% of experienced workers believe that 

the current design of the classification system can improve document classification speed, 

has practical value, and performs well in its usage. 

From Q4 to Q8, it is evident that 90% of experienced workers believe that the system 

can improve document classification accuracy and are willing to recommend it to others. 

Figure 13. Survey results of experienced workers.

Mathematics 2024, 12, x FOR PEER REVIEW 17 of 20 
 

 

 

Figure 13. Survey results of experienced workers. 

 

Figure 14. Survey results of novice. 

4.1. Analysis of Survey Results from Experienced Worker 

As shown in Figure 13, from Q1 and Q2, it can be seen that 90% of experienced work-

ers believe that the current design of the classification system is useful and can compen-

sate for the lack of professional knowledge reserves among workers. 

According to the results of Q3, Q5, and Q7, 100% of experienced workers believe that 

the current design of the classification system can improve document classification speed, 

has practical value, and performs well in its usage. 

From Q4 to Q8, it is evident that 90% of experienced workers believe that the system 

can improve document classification accuracy and are willing to recommend it to others. 

Figure 14. Survey results of novice.

4.1. Analysis of Survey Results from Experienced Worker
As shown in Figure 13, fromQ1andQ2, it can be seen that 90%of experiencedworkers

believe that the current design of the classification system is useful and can compensate for
the lack of professional knowledge reserves among workers.

According to the results of Q3, Q5, and Q7, 100% of experienced workers believe that
the current design of the classification system can improve document classification speed,
has practical value, and performs well in its usage.

From Q4 to Q8, it is evident that 90% of experienced workers believe that the system
can improve document classification accuracy and are willing to recommend it to others.
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Based on the results of Q6, 80% of experiencedworkers believe that the current design
of the classification system can achieve the expected classification results.

4.2. Analysis of Survey Results from Novice
As shown in Figure 14, from Q1 and Q3, it can be seen that 100% of novices believe

that the current design of the classification system is useful and can improve document
classification speed.

According to the results of Q2 and Q5, 90% of novices believe that the current design
of the classification system can compensate for the lack of professional knowledge reserves
among workers and has practical value.

From Q4 to Q6, it is evident that 80% of novices believe that the system can improve
document classification accuracy and achieve the expected classification results.

Based on the results of Q7 and Q8, 100% of novices believe that the current design
of the classification system performs well in its usage and are willing to recommend it to
others.

4.3. Discussion
To select the most suitable algorithm for classifying educational reform documents,

we trained classification models based on multilayer perceptron, support vector machine,
random forest algorithm, and the Naive Bayes algorithm. After data testing, we found
that the classification model based on the Naive Bayes algorithm performed the best, with
a prediction accuracy of about 94%.

Based on the analysis of the experimental results, our designed automatic classifica‑
tion system for educational reform documents based on the Naive Bayes algorithm was
generally consistent with the classification of professional personnel, with only a few mis‑
classified files. The classification results were acceptable. At the same time, applying this
software can reduce the demand for professional knowledge reserves of management per‑
sonnel and reduce classification errors caused by subjective factors. Therefore, this system
is feasible for classifying educational reform documents.

Finally, we verified the universal applicability and effectiveness of our designed au‑
tomatic classification system for educational reform documents based on the Naive Bayes
algorithm through survey questionnaires. The results showed that this system is helpful
for education workers, especially for novices.

5. Conclusions
Through the organization of educational reform documents and algorithm reuse, we

have designed an automatic classification system for educational reform documents based
on the Naive Bayes algorithm. Experimental verification has shown that the system can
effectively classify educational reform documents automatically, filling the gap in the ap‑
plication of text classification in this category of documents and reducing the demand for
professional knowledge of management personnel. The main contributions of the current
research can be summarized as follows:
1. Determined the classification direction for educational reform documents based on

the “Guidelines for the Declaration of Undergraduate Education Reform Research
and Practice Projects in 2021”.

2. Constructed retrieval strategies for educational reform documents using “AND”,
“OR”, and “NOT” combinations based on the keywords obtained from the guide‑
lines.

3. Conducted data cleaning, algorithm construction, training, and selection for educa‑
tional reform documents, identifying the most suitable classification algorithm for
this type of document.

4. Developed an automatic classification software for educational reform documents
based on the naive Bayes algorithm, which significantly reduces classification time
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while lowering the requirement for professional knowledge storage of classifiers, all
while ensuring accuracy.
Despite the contributions of this system, its limitations are evident. Educational re‑

form documents often involve multiple topics and fields, and sometimes a document may
belong tomultiple categories, making it difficult for the system to handlemulti‑label classi‑
fication problems. This system is designed for Chinese documents only, and supports the
classification of single‑language documents, making it unable to accurately classify docu‑
ments in other languages. Additionally, education reform is a constantly evolving field
with new themes and concepts emerging regularly. Therefore, the classification system
requires regular updates and maintenance to adapt to new developments in educational
reform. These limitations point to future research directions. It is necessary to explore the
use of more scientific algorithms for document analysis to make the results more objective
and effective. Designing the software to be scalable to accommodate new educational re‑
form topics and concepts is also important. Future research will also focus on designing
classification systems for different language types and continuously improving the analy‑
sis of educational reformdocumentswhile enriching the corresponding training databases.
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