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Abstract: One of the fundamental stages in recognizing people by their ears, which most works
omit, is locating the area of interest. The sets of images used for experiments generally contain only
the ear, which is not appropriate for application in a real environment, where the visual field may
contain part of or the entire face, a human body, or objects other than the ear. Therefore, determining
the exact area where the ear is located is complicated, mainly in uncontrolled environments. This
paper proposes a method for ear localization in controlled and uncontrolled environments using
MediaPipe, a tool for face localization, and YOLOv5s architecture for detecting the ear. The proposed
method first determines whether there are cues that indicate that a face exists in an image, and
then, using the MediaPipe facial mesh, the points where an ear potentially exists are obtained. The
extracted points are employed to determine the ear length based on the proportions of the human
body proposed by Leonardo Da Vinci. Once the dimensions of the ear are obtained, the delimitation of
the area of interest is carried out. If the required elements are not found, the model uses the YOLOv5s
architecture module, trained to recognize ears in controlled environments. We employed four datasets
for testing (i) In-the-wild Ear Database, (ii) IIT Delhi Ear Database, (iii) AMI Ear Database, and (iv)
EarVN1.0. Also, we used images from the Internet and some acquired using a Redmi Note 11 cell
phone camera. An accuracy of 97% with an error of 3% was obtained with the proposed method,
which is a competitive measure considering that tests were conducted in controlled and uncontrolled
environments, unlike state-of-the-art methods.

Keywords: localization of the area of interest; ear biometric system; MediaPipe; YOLOv5s

MSC: 68T07

1. Introduction

Biometrics is a science that researches and develops the unique identity verification of
a person based on their physical or behavioral traits. It is a tool for surveillance, forensic
science, and many expert systems [1]. Today, authentication systems based on biometric
characteristics have become a reliable and widely used approach for identification in foren-
sic and civil settings. Criminal investigation, identification of missing persons, electronic
commerce, and device access control are examples of their applications [2]. The most used
biometrics for people recognition in recent years are the face, the fingerprint, and the ear.
Figure 1 shows images of the relevant biometric systems within the literature consulted.

The ear as a biometric system has roots in 1890 with French criminologist Alphonse
Bertillon, who proposed the first ear-based biometric system for identifying a person. He
stressed that the ear is important for identification and recognition [3,4]. Subsequently, in
the United States of America, in 1989, A. Iannarelli conducted further research by collecting
10,000 images of different ears and studied them using the manual measurement of twelve
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distances as characteristics of the ear shape, which could uniquely identify people and
concluded that the human ear is unique to each individual [2,5,6].
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Generally, there are four stages in the person recognition process using the ear bio-
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Figure 1. Images of biometric systems [3].

As a biometric feature, the ear did not present greater relevance in the early days
due to difficulties in acquiring adequate images [4]. This has changed because distinctive
characteristics that give it a certain advantage over other biometric systems have been
identified [7]. The ear is:

• Invariant to moods or facial expressions;
• Little affected by age since its shape remains constant between eight and seventy years [3];
• Close to bilateral symmetry [8].

Therefore, the ear is considered a reliable biometric system for recognizing people,
and its use is beginning to extend to security applications and access to places and devices.
Although the external structure is relatively simple, the variability between two ears is
sufficiently distinguishable even for identical twins [3]. The human ear has very distinctive
structural components. The shape of the helix rim and lobe dominates the outer part. The
inner part has prominent features such as the antihelix, the intertragic incisure, the shell,
the triangular fossa, the helix pillar, and the tragus [9]. Figure 2 shows the structure of the
ear and its various components.
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Figure 2. External structure of the human ear [9].

Research on people identification through ear analysis is attracting more attention from
national and foreign academics in modern society [10]. The ear has advantages compared
to other biometric traits, such as the face and the fingerprint. The ear has attributes that
make it useful regarding trust, capacity, and ease of data collection [7].

Generally, there are four stages in the person recognition process using the ear biomet-
ric trait [10]:

• Detection: this is the basis for ear recognition and corresponds to the ear localization phase.
• Preprocessing: this is the procedure for improving the original image conditions.
• Feature extraction: this is the most critical part of the recognition. It consists of locating

key points within the image to extract geometric features.
• Decision: this is the last stage, consisting of a classification algorithm that learns

(obtains the model) and predicts to whom the ear corresponds (classifies).

Figure 3 shows the stages to perform person recognition using ear biometrics.
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Identifying people using the ear is one of the biometric systems that has gained
importance in recent years. Considering ear detection as the initial stage in a biometric
process and a fundamental part of the identification of people, it is essential to verify that
the input image pertains to a real human ear and does not involve an attack of spoofing
by an artificial model. Especially considering that such a photograph can be acquired in
poorly controlled environments and thus have problems with noise changes depending on
light intensity, size, pose, among others.

However, the reviewed works use datasets mostly found in controlled environments
with images of ears aligned and cropped across the ear’s width and omit the stage of
detecting the area of interest. The few works that perform the localization stage are
performed with convolutional neural networks. The main contributions of this paper are
as follows:

• We present an analysis of the state of the art concerning the techniques and architec-
tures used for person recognition using the ear feature.

• We analyze the techniques and architectures used in the state of the art for the ear
detection stage.

• We summarize the public datasets in the literature for using ear biometrics for per-
son recognition.

• We propose a methodology for ear detection in controlled and natural environments
using the combination of MediaPipe and YOLOv5s.

The rest of this paper is structured as follows. Section 2 explains the ear localization
techniques. Section 3 shows the proposed method. Section 4 presents the experimentation,
tests, and results. Section 5 offers a discussion of the results. Finally, in Section 6, we present
the conclusions.

2. Ear Localization Techniques

The precise localization of an object in an image is required in many applications, such
as in medicine for computer-aided clinical diagnosis, in industry for visual inspection, and
for obstacle detection in vehicles or robots, among others [11].

A systematic review of methods for automatic object localization in digital images was
performed in 2018. The methods were divided into (i) sliding window-based, (ii) candidate
region sets, and (iii) deep learning [11], as shown in Table 1. According to [11], deep
learning methods usually obtain the best results in natural images regarding efficiency and
computational cost.

Based on what has been reviewed in the literature [10], ear localization is the first
phase in a person recognition system using this biometric and represents a crucial phase for
correct ear recognition. Localization consists of obtaining the minimum box that contains
the complete object with the least amount of background because the success of the rest of
the stages depends on its accuracy.

The literature shows that most ear biometric recognition systems report working with
sets of images composed mainly of cropped and aligned ears. Of course, systems that
use these sets do not require performing the localization phase and go directly to feature
extraction, which benefits the reported results.
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Table 1. Object localization in an image with sliding window-based methods, candidate region sets,
and deep learning [11].

Group

Description Localization Techniques

Sliding Windows

The image is scanned to search for the object of interest
using a variable size window.
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Table 2 presents examples of works analyzed in the state of the art, noting how they
perform the ear localization stage. The few papers that include this stage use neural net-
works. However, for deep learning, it is necessary to have large datasets, so a usual resource
is to apply an augmentation of images by varying the scale, rotation, luminous intensity,
changes in perspective, etc., and consider them an uncontrolled environment. However,
mainly having cropped and aligned images of ears detracts from their functionality in a
real environment.

Table 2. State-of-the-art methods for ear localization. Continued location of the area of interest in the
state of the art.

Ref. Localization Sample Observations

[1] The localization stage is
not carried out
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Table 2. Cont.

Ref. Localization Sample Observations

[5] The localization stage is
not carried out
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Refines center and ear orientation. 

[19] 
The localization stage is 
not carried out  

Images used: USTB I, II, and IIT 
Delhi I, II. 

[20] 
The localization stage is 
not carried out    

Cropped and aligned images. 

Pixel-level ear mask
extraction network.
Segments of ear pixels
from side face images.

[7] The localization stage is
not carried out
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[16] The localization stage is
not carried out
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not carried out
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Images used: IIT Delhi I,
IIT Delhi II, and USTB-1.

[22] The localization stage is
not carried out
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Table 2. Cont.

Ref. Localization Sample Observations

[23] The localization stage
is not carried out
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on mask region detects pixel-level 
objects. 

Ears aligned and
trimmed

[24] The localization stage
is not carried out
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Public Ear Datasets

In the literature, more than 20 sets of public images of ears perfectly cropped within
the minimum rectangle were detected. In some cases, shadows and illumination change
with hair or earrings. Table 3 shows the most used image sets in the reviewed literature.

Table 3. Summary of the public datasets in the literature.

Dataset Size Subjects Format Article Image Environment

AMI [34] 700 100 Color [7,9,20,27] Ear and surrounding
region

Different pose
and scale.

AWE [35] 1000 100 Color [13,18,24,25] Cropped ear

Rotation,
illumination,
occlusion, blur,
and resolution.

IIT Delhi I
[36] 493 125 Gray [1,2,5,6,19,21,24,25] Ear and small

surrounding region

Low contrast
and pose
variation.

IIT Delhi II
[36] 793 221 Gray [1,2,5,19,21,23–

25,37]
Ear trimmed and
aligned

Low contrast
and pose
variation.

UBEAR 9121 242 Gray [7,12,27] Ear and surrounding
region

Different
lighting
conditions.

UND-J2 1780 404 [12,15,17,22] Ear trimmed and
aligned

Variations in
pose, scale, and
occlusion.

USTB-1 180 60 Gray [6,16,19,21,24,27] Ear trimmed and
aligned

Standard
lighting and
angle rotation.

EarVN1.0
[38] 22,400 164 Color [3,29,30] Ear and surrounding

region

Variations in
pose, scale, and
occlusion, such
as earrings,
accessories, and
hair, should be
considered.

Figure 4 shows the eight most frequently used image sets in the state of the art
according to Table 3. The older image sets present images in grayscale, while the current
ones present them in color, such as Annotated Web Ears Extended (AWEx) [8], which
contains 4104 images of 346 subjects. Systems that use these sets do not require localization
and can directly perform feature extraction, resulting in improved reported results. In deep
learning, large datasets are necessary. Therefore, it is common to apply image enhancement
techniques such as varying scale, rotation, light intensity, and perspective to create an
uncontrolled environment. However, it is important to note that most ear images are
cropped and aligned, which limits their functionality in a real-world setting.
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3. Proposed Method

The first phase in recognizing people through ear biometrics is localizing the area of
interest. The rest of the stages’ accuracy depends on this input information’s accuracy. A
suitable localization module is necessary for a biometric ear system in an uncontrolled
environment. Localization must be performed whether the image contains a full face in
different perspectives or a cropped ear. To achieve this, we propose the methodology
outlined in Figure 5.
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For the localization of the area of interest, we suggest utilizing two tools for object
detection and recognition, such as MediaPipe [39] and YOLOv5s [40]. MediaPipe is an
open-source multiplatform tool [39] that focuses on face recognition, utilizing 478 points
on the face to locate features such as the eyes, nose, and mouth. On the other hand, the
architecture YOLOv5s demonstrated its efficiency in object detection, making it a popular
choice for various research projects [41–43]. The primary objective is to locate the area in
the input image where an ear may be present. MediaPipe searches for fundamental facial
features such as eyes and nose to achieve this. If these features are detected, the minimum
box that could potentially contain a human ear is calculated (refer to Figure 6). If these
features are undetected, the module integrated with the YOLOv5s architecture recognizes
objects in the input.
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3.1. MediaPipe [39]

The ear dimensions were calculated based on Leonardo Da Vinci’s work, commonly
known as the “Vitruvian Man” [44]. According to this study, the ear is one-third the
size of the face and is proportional to the distance from the base of the chin to the nose.
Additionally, the distance from the base of the hairline to the eyebrows is the same [45], as
shown in Figure 6.

The process of localizing using MediaPipe version 0.10.10 is presented in Figure 7 and
briefly described below.
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MediaPipe provides two methods for locating the face: identifying six strategic points
and using a facial mesh. The first method locates only the six strategic points of the face,
including the eyes (two points), tragus (two points), nose, and mouth (see Figure 8). The
second method allows for a detailed component location using a face mesh with 478 facial
landmarks and 52 real-time face blending scores (see Figure 9).
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Figure 8. Facial landmarks: locating the six key points on the face [39]. The right eye and tragus are
indicated by red, while the left eye and tragus are indicated by blue. The nose is indicated by purple,
and the mouth is indicated by green. These indicators are located on the face within the green box.
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Figure 9. Facial mesh [39].

Step 1. Localize the tragus and eye: the localization of the six points can determine the
orientation of the face and the elements present. The information is then used to analyze the
left or right side to find the potential complete ear area. The position of the tragus (shown
in blue in Figure 10a) and the corresponding eye position are considered to determine the
localization of the ear. Figure 10b shows MediaPipe highlighting the points corresponding
to the tragus and eye on the right and left sides, respectively. The system calculates the
Euclidean distance between the positions of the eyes and tragus on each side, and the
highest value indicates the profile (orientation) of the face.

Step 2. Localization of edge points on the face: the MediaPipe facial mesh precisely
locates the main components of the face, as depicted in Figure 11. For this project, we
consider the points on the sides of the face at the height of the ears. From top to bottom,
the values of these points are 389 and 361 for the left ear and 162 and 177 for the right ear.
These points determine the ear length, following the Vitruvian principles [44]. The rule
states that the distance from the lower part of the chin to the nose and from the hairline to
the eyebrows is, in each case, the same and corresponds to one-third of the face, just like
the ear (see Figure 12). To calculate the width and create the framing, three-fourths of the
length obtained is taken, a proportion that was obtained experimentally.
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Figure 10. Localization of the six points of the face: (a) representation of the tragus in purple color
and (b) profile of the face to be worked on, the right eye and tragus are indicated by red, while the
left eye and tragus are indicated by blue. The nose is indicated by purple, and the mouth is indicated
by green.
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3.2. YOLOv5s [40]

YOLOv5s is an open-source tool for future vision AI methods. It incorporates best
practices learned and evolved over thousands of hours of research and development. The
tool consists of two parts: a training process and a localization process [41–43,46,47].

Joseph Redmond is the lead author [46] of this convolutional neural network that
simultaneously predicts multiple bounding boxes and the probabilities of the class of
objects that bound the frames.

The network consists of 24 convolutional layers and two connected layers. In order to
reduce the number of layers, a 1 × 1 convolution is utilized, which decreases the depth of
feature maps. A 3 × 3 convolution layer follows it. The 1 × 1 and 3 × 3 layers alternate,
as shown in Figure 13. The final convolution layer produces a shaped tensor (7, 7, 1024).
Finally, the tensioner is reduced, applying two connected layers, resulting in a tensioner
measuring 7 × 7 × 30 [43,46].
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Several versions of YOLO exist, but we chose to work with YOLOv5s because it has
the best achieved results in the state of the art. Additionally, it is a stable and lightweight
version that produces excellent results for real-time work [41–43,46,47]. The YOLOv5
model has been designed with a focus on ease of use and simplicity, and its priority is to
deliver real-world results [40].

The methodology used to implement the localization of the area of interest in environ-
ments controlled by YOLOv5s is shown in Figure 14.
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Figure 14. Localization of the ear using YOLOv5s.

For training our system, we compiled a collection of images that included cropped
and aligned ears from public datasets. We also collected images from the web that showed
ears in different conditions, including full-face shots and other uncontrolled environments.
Additionally, we included a category of non-ears that featured different objects related
to the entity of interest. Further information about these images can be found in the
experiments section.

Labeling: this section is important as it specifies the classes and the group to which
each element in the image belongs. We used LabelImg 1.8.6 as a graphical tool to annotate
images and label bounding boxes of objects in the images (see Figure 15).

Installing and configuring YOLOv5s [40]: we completed this step using the command
line console (CMD) with default parameters.

Mathematics 2024, 12, x FOR PEER REVIEW 13 of 25 
 

 

Several versions of YOLO exist, but we chose to work with YOLOv5s because it has 
the best achieved results in the state of the art. Additionally, it is a stable and lightweight 
version that produces excellent results for real-time work [41–43,46,47]. The YOLOv5 
model has been designed with a focus on ease of use and simplicity, and its priority is to 
deliver real-world results [40]. 

The methodology used to implement the localization of the area of interest in envi-
ronments controlled by YOLOv5s is shown in Figure 14. 

 
Figure 14. Localization of the ear using YOLOv5s. 

For training our system, we compiled a collection of images that included cropped 
and aligned ears from public datasets. We also collected images from the web that showed 
ears in different conditions, including full-face shots and other uncontrolled environ-
ments. Additionally, we included a category of non-ears that featured different objects 
related to the entity of interest. Further information about these images can be found in 
the experiments section. 

Labeling: this section is important as it specifies the classes and the group to which 
each element in the image belongs. We used LabelImg 1.8.6 as a graphical tool to annotate 
images and label bounding boxes of objects in the images (see Figure 15). 

 
Figure 15. Main window of LabelImg tool [48], objects labeled as ear, purple and blue box. 

Installing and configuring YOLOv5s [40]: we completed this step using the command 
line console (CMD) with default parameters. 

Figure 15. Main window of LabelImg tool, objects labeled as ear, purple and blue box.



Mathematics 2024, 12, 1062 13 of 24

File and weights: the training process includes specifying the folder path contain-
ing the images, tags, and class files. We stored the resulting model as a file with the
training weights.

Structure of YOLOv5s: We integrated the resulting model into the original YOLOv5s structure.
Localization: We combined the obtained model with the MediaPipe system to locate

the area of interest in new test images that differ from those used in the training. This
information is provided in the experimentation section.

4. Experimentation

This section presents four test cases. The first case involves the training and validation
of the YOLOv5s network. The second case presents the performance of MediaPipe and
YOLOv5s separately, with images containing only ears in controlled and uncontrolled
environments. The third case presents the performance of MediaPipe and YOLOv5s
separately, with images containing both ears and non-ears in controlled and uncontrolled
environments. The fourth case demonstrates the effectiveness of the proposed system for
ear localization in controlled and uncontrolled environments using images of ears and
non-ears.

4.1. Evaluation Metrics

Evaluation metrics allow for the identification of the reliability and quality of the
performance of the evaluated model. By utilizing the metrics, it is possible to observe how
adept the model is at localization.

Confusion matrix: it is used to identify the positive and negative examples of the
results obtained when running the model, thus carrying out the model evaluation.

Accuracy: refers to the percentage of correctly identified cases (natural and artificial
ears), meaning the rate of correctly accepted and rejected matches in the model [37]. Its
value is calculated using Equation (1).

ACC =
TP + TN

P + N
(1)

Precision: True Positive Rate, percentage of positive cases that were correctly identified.
This value is calculated using Equation (2).

TPR =
TP

TP + FP
(2)

Recall: percentage of positive cases that were correctly identified, which is given by
Equation (3).

Recall =
TP

TP + FN
(3)

F1-Score: corresponds to the precision and sensitivity (recall) combination obtained
with Equation (4).

F1-Score =
2 × Precision × Recall

Presicion + Recall
(4)

4.2. Localization

We considered four test cases in all the experiments to evaluate the localization phase:

1. The objective was to present the results, training, and validation of the YOLOv5s network.
2. This case aimed to evaluate the performance of MediaPipe and YOLOv5s (separately)

for locating ears in controlled and uncontrolled environments.
3. This case aimed to evaluate the performance of MediaPipe and YOLOv5s (separately) in

locating different ears and objects (non-ears) in controlled and uncontrolled environments.
4. The objective of the fourth case was to evaluate the proposed model (the combination

of MediaPipe and YOLOv5s) using the same dataset as in case three.
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Case one: YOLOv5s training

Objective: the first case was to evaluate YOLOv5s during training. The image set for
this case consists of 3988 images divided into two groups: ears and non-ears.

Dataset: the ears group consists of 2400 public set images containing faces in real
environments, with different perspectives of the environment (frontal, profile, and with
different rotations), with changes in scale, lighting, and overlap. It also contains images of
the ear lined up and cropped. The non-ear group contains images of objects similar to the
human ear and circular objects, plants, animals, and fruits (see Table 4). Figure 16 shows
examples of these image sets.

Table 4. Distribution of datasets for YOLOv5s training.

Images of Human Ear

# Images Source Samples Total

1
Natural
(Public base)

In-the-wild Ear Database [48] 500

2400

IIT Delhi Ear Database [36] 400

AMI Ear Database [34] 350

EarVN1.0 Dataset [38] 200

2 Artificial

Generated by Meta Human [49] 500

Downloaded from the Internet 280

Captured with the Redmi Note
11 mobile phone 170

Images of no human ear
1 Plants, fruits, fungi

Downloaded from the Internet
464

1588
2 Animals and Accessories 1124
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Results: as shown in Table 5, YOLOv5s performs well in locating human ears. How-
ever, it has problems with objects that have a similar shape (see Table 5). Some examples 
of the validation results within the training are shown in Figure 17. 

Figure 16. YOLOv5s training image set samples (a) ear and (b) non-ear.

Results: as shown in Table 5, YOLOv5s performs well in locating human ears. How-
ever, it has problems with objects that have a similar shape (see Table 5). Some examples of
the validation results within the training are shown in Figure 17.
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Table 5. YOLOv5s training results.

Class Precision Recall F1-Score
Ear 0.969 1 0.984

No ear 0.538 0.452 0.491

Both 0.753 0.726 0.739
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Figure 17. Validation examples within YOLOv5s training.

Case two: locating human ear

Objective: to evaluate the performance of MediaPipe and YOLOv5s separately in
localizing the region of interest on the same set of images under the same conditions.

Dataset: consists of samples containing a human ear, taken from public sets and
downloaded from the Internet. We acquired half of the images in a controlled environment
and the other half in an uncontrolled environment (see Table 6). Some examples are shown
in Figure 18.

Regarding a set of images featuring a human ear in an uncontrolled environment, it is
observed that MediaPipe outperforms YOLOv5s with a 99% accuracy rate and only one
error. However, in a controlled environment, YOLOv5s located 169 out of 180 ears with
93% accuracy and 11 false positives, resulting in a 7% error rate. In this case, MediaPipe
was unable to locate the necessary points, such as the ear and tragus, to calculate the region
where a human ear may be present. As a result, the accuracy was 0%. Examples of this can
be seen in Figures 19 and 20.
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Table 6. Distribution of datasets used in validation.

Images of Human Ear
# Images Source Samples Total

1

Controlled

AMI Ear Database [34] 45

180
360

2 IIT Delhi [36] 45

3 EarVN1.0 [38] 45

4 Captured with a Redmi Note 11
phone 5

5
Not controlled

In-the-wild Ear Database 150
180

6 Downloaded from the Internet 30
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Results: Table 7 shows the results of the second case, in which the metric to be obtained
was accuracy.

Table 7. Evaluation results for MediaPipe and YOLOv5s were analyzed separately.

Environment Images MediaPipe YOLOv5s
TP FP ACC TP FP ACC

Not controlled 180 179 1 99.44 155 25 86.111
Controlled 180 0 180 0 169 11 93.89

Figure 21 displays examples of images in which MediaPipe correctly detected the area
of interest while YOLOv5s failed to do so. This is because, in an uncontrolled environment,
MediaPipe is able to detect the area of interest as long as it finds the necessary elements
such as the eye and the tragus, unlike YOLOv5s which needs more information in training
to be able to locate the area ear in different scenarios. In the example cases, images are
observed at different scales, resolutions, rotations, and lighting.
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Objective: to assess the performance of MediaPipe and YOLOv5s in locating ears and
other objects (non-ears) in controlled and uncontrolled environments.

Dataset: the experiment utilized 500 images, including the second case images, in
controlled and uncontrolled environments. We obtained 140 additional images from the
Internet, featuring animals, plants, fungi, and other elements devoid of human ears (see
Table 8). Examples of the image set can be found in Figure 22.

Table 8. Distribution of images utilized for validating human ears and non-ears.

Images of Human Ear
# Images Source Samples Total

1

Controlled

AMI Ear Database [34] 45

180
360

2 IIT Delhi [36] 45

3 EarVN1.0 [38] 45

4 Captured with a Redmi Note 11
phone 45

5
Not controlled

In-the-wild Ear Database 150
180

6 Downloaded from the Internet 30
Images of No Human Ear

# Images Source Samples Total

7 Animals

Downloaded from the Internet

30
1408 Plants and Fungi 30

9 Other 80
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Results: The performance evaluation metrics established in the Experimentation
Section were used to present the results in Table 9.

Table 9. Results of the separate evaluation in case three.

Method ACC TPR Recall F1-Score
MediaPipe 0.63 1.00 0.49 0.66

YOLOv5s 0.92 0.99 0.90 0.94

In the obtained results, YOLOv5s outperformed MediaPipe. This is because the images
in a controlled environment are aligned and cropped across the ear’s width, which prevents
the model from identifying the necessary elements to locate the potential area where an ear
could be. However, MediaPipe is a crucial tool for integrating the model as it accurately
locates the area of interest within most images in real environments containing an ear.

Case four: Proposed method

Objective: to identify the area of interest in each image that contains the set. It frames
in green the part of the image where it detects the presence of an ear and discards those
images where it does not detect any area of interest.

Dataset: the image set comprises the elements listed in Table 8, with a few examples
in Figure 22.

Results: Overall, the proposed method significantly improves the localization of the
area of interest. The accuracy increases from 63% and 92% individually to 97% with a
3% error. The precision, recall, and F1-score are 99.42%, 96.38%, and 97.88%, respectively.
Combining both methods yields higher results because MediaPipe performs excellent local-
ization in controlled environments, while YOLOv5s obtains better values in uncontrolled
environments (see Figure 23).
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5. Comparison and Discussion

We compared the proposed method to existing ear localization methods (refer to
Table 10), which were evaluated separately on different public sets with images aligned
and cropped to match the ear size. To facilitate the comparison, we evaluated the proposed
method on sets of images contained in state-of-the-art datasets such as IIT, AMI, and
EarVN.0, similar to UND-J2 and AWE. For the uncontrolled environment, we used images
from the In-the-wild database. Also, we used images captured with a cell phone and
downloaded from the Internet, providing a broader range of challenges to locate the area
of interest. The highest accuracy in the comparison is achieved in [12], with 100% accuracy
in a controlled environment using the UND-J2 image set. Following closely are the results
from [6] with a 98% accuracy using the IIT and UND-J2 image set and [27] with a 97%
accuracy using AMI in controlled environments. Our work achieved a 97% accuracy in
controlled and uncontrolled environments using the AMI, IIT Delhi, EarVN1.0, and In-the-
wild Ear database image sets, including images taken with cell phones and downloaded
from the Internet.

Table 10. Comparison of the proposed method with existing methods for ear localization.

Ref. Method Database Accuracy Precision Recall F1-Score

[12] Multiple Scale
Faster R-CNN

UBEAR 98.22% 99.55% 98.66% 99.10%

WebEar 98.01% 99.49% 98.50% 98.99%

UND-J2 100% 100% 100% 100%

[18] CNN IIT, WPUTE, AWE
and ITWE - - - -

[26] Faster R-CNN AMI 97% - 97.27% -

[6] EME
IIT 98.69% - - -

UND-J2 98.83% - - -

[31] EME IIT - - - -

Proposed MediaPipe and
YOLOv5s

AMI,
IIT,
EarVN1.0,
In-the-wild Ear
Database,
Taken with a cell
phone
andDownloaded
from the Internet

97% 99.42% 96.38% 97.88%

Based on the results, we conclude that our method is competitive and outperforms
existing methods in localization. Our method performs well in controlled and uncontrolled
environments, unlike other methods requiring aligned and cropped ear images. Our
method does not require prior training for images containing more information, such as a
face or human body, and can perform real-time localization.

Based on the results obtained, the proposed model has demonstrated its ability to
adapt to the scalability of the data used. The initial tests used 1200 images for training and
100 for validation. Subsequent tests increased the number of images to 3988 for training
and 500 for validation. Another important aspect of the results is the low computational
cost required for model execution compared to validation. The process time varies from
30 to 200 milliseconds (see Figure 24) for 500 images, with a total execution time of 72 s
and an average of 144 milliseconds (see Figure 25). This is close to real-time processing,
providing an almost immediate response.
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The main challenge of this work was to create a model that integrates MediaPipe with
YOLOv5s to accurately identify the area of interest in both controlled and uncontrolled
environments in real time.

6. Conclusions

The use of ear-based biometric systems is increasing. However, it is important to
note that many systems described in the literature use image sets primarily captured in
controlled environments. These images are aligned and cropped to the ear’s width and
height, allowing the systems to skip the localization phase and achieve favorable results in
the recognition process. Another approach is deep learning, which requires many cropped
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images and variants in perspective and scale. This allows the models to learn from the
variability in an uncontrolled environment.

This article proposes a methodology for localizing the biometric area of the ear in both
real and controlled environments. The methodology achieved a good performance with a
97% accuracy and 3% error in general for images that contain and do not contain an ear.
Therefore, this methodology is an excellent option for implementing ear recognition in
real environments.

Based on the results obtained from the proposed method, we plan to develop a model
that can accurately determine whether the localized area of interest contains a natural or
artificial human ear. This will support the recognition of individuals through ear biometrics.
It is important to ensure that the input image used in this process corresponds to a genuine
human ear and not a possible spoofing attack.
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