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Abstract: In view of the problems that the dragonfly algorithm has, such as that it easily falls into the
local optimal solution and the optimization accuracy is low, an improved Dragonfly Algorithm (IDA)
is proposed and applied to Otsu multi-threshold image segmentation. Firstly, an elite-opposition-
based learning optimization is utilized to enhance the diversity of the initial population of dragonflies,
laying the foundation for subsequent algorithm iterations. Secondly, an enhanced sine cosine strategy
is introduced to prevent the algorithm from falling into local optima, thereby improving its ability to
escape from local optima. Then, an adaptive t-distribution strategy is incorporated to enhance the
balance between global exploration and local search, thereby improving the convergence speed of
the algorithm. To evaluate the performance of this algorithm, we use eight international benchmark
functions to test the performance of the IDA algorithm and compare it with the sparrow search
algorithm (SSA), sine cosine algorithm (SCA) and dragonfly algorithm (DA). The experiments
show that the algorithm performs better in terms of convergence speed and accuracy. At the same
time, the Otsu method is employed to determine the optimal threshold, a series of experiments
are carried out on six images provided by Berkeley University, and the results are compared with
the other three algorithms. From the experimental results, the peak signal-to-noise ratio index
(PSNR) and structural similarity index (SSIM) based on the IDA algorithm method are better than
other optimization algorithms. The experimental results indicate that the application of Otsu multi-
threshold segmentation based on the IDA algorithm is potential and meaningful.

Keywords: dragonfly algorithm; Otsu algorithm; image segmentation; elite-opposition-based learning;
sine and cosine strategy; adaptive t-distribution

MSC: 68T20

1. Introduction

Image segmentation is one of the key tasks of computer vision technology and pattern
recognition. It is the preprocessing step of many image processing tasks, and it is also the
basis of related recognition operations and understanding of visual images such as target
detection, feature extraction and target recognition [1]. Image segmentation is to divide
the pixels in the image into several small areas according to the characteristics of each part,
and find the targeted one [2]. At present, the commonly used image segmentation methods
mainly include the threshold-based segmentation method, region-based segmentation
method, edge-based segmentation method, clustering-based image segmentation method,
and so on [3]. Among them, threshold segmentation is an image segmentation method with
a simple calculation, easy understanding, strong practicability and without any complicated
mathematical model or training process.

With the increase in iteration times, the computational complexity of the threshold
segmentation method shows an exponential growth trend, while the traditional threshold
segmentation method has low efficiency and poor segmentation effects, which can no longer
meet the requirements of real-time performance. To address this issue, many scholars have
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proposed methods that combine swarm intelligence optimization algorithms to improve
the segmentation effects of algorithms. The swarm intelligence algorithm is an optimization
algorithm that simulates swarm behavior in nature. It mainly simulates the cooperation and
coordination among group members to find the optimal solution to the problem. In recent
years, many swarm intelligence algorithms have been applied to image segmentation.
For example, particle swarm optimization (PSO) [4], ant colony optimization (ACO) [5],
Sparrow Search Algorithm (SSA) [6], Gravity Search Algorithm (GSA) [7], firefly algorithm
(FA) [8], cuckoo search (CS) [9], grey wolf optimizer (GWO) [10], whale optimization
algorithm (WOA) [11], sine cosine algorithm (SCA) [12] fruit fly optimization algorithm
(FOA) [13], and so on, which can greatly improve the efficiency and accuracy of image
segmentation, so it has been widely used in various fields, such as agriculture, medicine,
aerospace, and so on.

The dragonfly algorithm (DA) is a new intelligent optimization algorithm proposed
by Seyedali Mirjalili in 2016 [14], which is inspired by the flight behavior of dragonflies.
It enables us to conduct a global search in the entire search space, which helps to discover
the global optimal solution. Its individuals can exchange information, which can improve
the efficiency of algorithm search. It has a certain adaptability and can dynamically
adjust the behavior of individuals during the search process. The dragonfly algorithm has
good global search ability and fast convergence speed. It is suitable for solving various
optimization problems, especially for continuous optimization problems. The dragonfly
algorithm is a very effective swarm intelligence optimization algorithm, but it still has some
problems, such as slow convergence speed, poor algorithm accuracy and its ease of falling
into the local optimal solution. Therefore, many scholars have made further improvements
and research on the algorithm. Bao, X. et al. [15] proposed a dragonfly algorithm based
on opposition-based learning for multi-level color image segmentation. Xu, L. et al. [16]
introduced a differential evolution strategy to the dragonfly algorithm and applied it to
color image segmentation. Song, P. et al. [17] introduced a logistic chaotic mapping strategy
and opposition-based learning strategy to the dragonfly algorithm, which improved the
target positioning accuracy of sky-wave over-the-horizon radar. Zhang, L.Z.J. et al. [18].
proposed a hybrid multi-objective dragonfly algorithm to study the mixed-model U-shaped
robotic assembly line balancing and sequencing problem. Sree, R. et al. [19] proposed a
hybrid dragonfly algorithm with memory operators, which was combined with the PSO
algorithm to enhance the local development ability, and experiments proved that the
algorithm has certain advantages.

In order to solve the problem of the poor effect of traditional threshold and improve
the shortcomings of the dragonfly algorithm, which easily falls into local solution and
has slow convergence, this paper provides a multi-threshold image segmentation method
based on the improved dragonfly algorithm. In this paper, elite-opposition-based learning
is used to optimize the initial population and improve the diversity and quality of the
population. Secondly, an improved sine cosine strategy is added to avoid the algorithm
falling into the local optimal solution and improve the ability of the algorithm to jump
out of the local optimal solution. Then, the adaptive t-distribution strategy is introduced
to improve the ability to balance global development and local search and improve the
convergence speed of the algorithm. The improved dragonfly algorithm (IDA) is compared
with the sparrow search algorithm (SSA), sine and cosine optimization algorithm (SCA)
and dragonfly optimization algorithm (DA) through eight basic functions, and the supe-
riority of this algorithm is verified. Then the improved dragonfly algorithm is applied
to the field of complex image segmentation. In this paper, the Otsu method is used to
determine the optimal threshold, a series of experiments are carried out on six images
provided by Berkeley University, and the results are compared with those of three other
advanced meta-heuristic algorithms through peak signal-to-noise ratio index (PSNR) and
structural similarity index (SSIM). The effectiveness of image segmentation based on the
IDA algorithm is verified by PSNR and SSIM.
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The rest of this paper is organized as follows: Section 2 introduces the Otsu threshold
segmentation method; Section 3 introduces the standard dragonfly algorithm, and then
describes the strategies used to improve the dragonfly algorithm, including elite-opposition-
based learning strategy, improved sine and cosine strategy and adaptive t-distribution.
Then the implementation steps of the improved dragonfly algorithm are introduced. Finally,
the algorithm is tested and compared with other algorithms. Section 4 introduces the multi-
threshold segmentation based on the improved dragonfly algorithm (IDA). Section 5
presents the comparison and analysis of experimental results between this algorithm and
other algorithms. Finally, Section 6 provides the conclusion.

2. Threshold Segmentation Method

This section mainly introduces—Otsu threshold segmentation method.

2.1. Otsu Threshold Segmentation Method

The Otsu threshold segmentation method, known as the maximum between-class
variance method, is an unsupervised, automatic, and non-parametric method proposed
by the Japanese scholar Otsu in 1979 [20]. It is a classic algorithm in the field of image
segmentation. According to the gray characteristics of the image, the image is divided
into two parts: background and target. Its principle is to divide a digital image with
the size of M × N pixels into different gray levels. Each gray level has multiple pixel
points; {0, 1, 2, · · · L − 1} indicates that the image has L gray levels, and ni indicates the
number of pixels with a gray level of i. Then the total number of pixels in the image is
N = n0 + n1 + n2 + · · ·+ nL−1. The probability that a pixel will have a gray level of i is
shown in Equation (1):

pi =
ni
N

(1)

where i ∈ [0, 1 · · · L − 1], ∑L−1
i=0 pi = 1, pi > 0.

Select a threshold TH(th) = th, 0 < th < L − 1, and the target image is divided into fore-
ground C1 and background C2, where C1 = {0, 1, 2, · · · , th}, C2 = {th + 1, th + 2, · · · , L − 1}.
ω1, ω2 are, respectively, expressed as the probability that a pixel is classified into C1,C2, and are,
respectively, expressed as:

ω1 =
th

∑
i=0

pi, ω2 =
L−1

∑
i=th+1

pi = 1 − ω1 (2)

µ1 and µ2 are the average gray values of foreground C1 and background C2, respectively,
and µth is the average gray values of pixels with gray levels from 0 to th. µG is the average
gray value of the whole image, and the formulas of µ1, µ2, µth and µG are as follows.

µ1 =
1

ω1

th

∑
i=0

ipi, µ2 =
1

ω2

L−1

∑
i=th+1

ipi, µth =
th

∑
i=0

ipi, µG =
L−1

∑
i=0

ipi (3)

In which two types of pixels meet any threshold th:

ω1 + ω2 = 1, ω1 · µ1 + ω2 · µ2 = µG (4)

The inter-class variance σ2
B of each pixel value is selected as the evaluation index for

evaluating the segmentation, results are as follows:

σ2
B = ω1(µ1 − µG)

2 + ω2(µ2 − µG)
2 (5)

The expression of maximum between-class variance σ2
B(th

∗) is

σ2
B(th

∗) = max
0≤t≤L−1

{
σ2

B(th)
}

(6)
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2.2. Multi-Threshold Otsu Image Segmentation

The multi-threshold of an image is an extension of the single threshold. The basic idea
of the single-threshold Otsu algorithm is to divide the image into two categories according
to the threshold: target and background. The multi-threshold Otsu algorithm divides the
image into multiple categories, and each category can represent different targets or regions
in the image. If the target image is to be divided into k layers, the variance after image
segmentation is σ2:

σ2(th1, th2, · · · , thk) =
k

∑
i=0

ωi(µ1 − µG)
2 (7)

The maximum between-class variance of image multi-threshold is expressed as:

σ2(th∗1 , th∗2 , · · · , th∗k ) = max
0≤th≤L−1

{
σ2(th1, th2, · · · , thk)

}
(8)

3. Optimization of Dragonfly Algorithm

This section mainly introduces the standard dragonfly algorithm and the improved
dragonfly algorithm (IDA) using the elite-opposition-based learning strategy, improved
sine and cosine strategy and adaptive t-distribution strategy; then, the performance of the
IDA algorithm is briefly demonstrated by the test function.

3.1. Standard Dragonfly Algorithm

The main idea of the dragonfly optimization algorithm is to simulate the behavior of a
dragonfly looking for prey in nature. In nature, dragonfly populations have two kinds of
gregarious behaviors: hunting and migration [21]. The former is called the static (feeding)
group, and the dragonfly group is divided into several small groups to fly back and forth
in a small range to find prey, which indicates the process of optimizing development; the
latter is called dynamic (migration) group, and a large number of dragonflies will gather in
groups and make long-distance migration mistakes in one direction to look for better and
more prey, which is the stage of optimization exploration. Their life trajectory and learning
habits mainly depend on five behaviors: separation, alignment, gathering, foraging and
avoiding natural enemies.

Separation behavior:

It represents the behavior of a single dragonfly leaving the dragonfly population,
and the Si indicates the separation of the ith dragonfly individual, which are as follows:

Si =
N

∑
j=1

(
X − Xj

)
(9)

where X is the position of the current individual, Xj indicates the position of the jth adjacent
individual and N is the number of adjacent individuals.

Alignment behavior:

It denotes the behavior of each dragonfly individual flying with its neighbors in the
same path as it flies, and the alignment of the ith dragonfly individual is represented
by Ai as:

Ai =
∑N

j=1 vj

N
(10)

where vj is the speed of the jth neighboring dragonfly, and Ai indicates the speed consis-
tency of the group.

Aggregation behavior:
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It indicates the behavior of dragonfly individuals approaching the dragonfly popula-
tion, and the Ci represents the cohesion of the ith dragonfly individual as:

Ci =
∑N

j=1 Xj

N
− X (11)

where X is the position of the current individual, Xj denotes the position of the jth adjacent
individual and N is the number of adjacent individuals.

Foraging behavior:

It indicates the behavior of dragonflies flying towards food, and Fi indicates that the
attraction provided by food sources to dragonflies:

Fi = X+ − X (12)

where X+ is the position of food.

Avoid predators:

It means that the individual dragonfly is alert enough to avoid natural enemies, and Ei
is used to indicate the degree of alertness:

Ei = X− − X (13)

where X− is the position of natural enemies.
The group behavior of dragonflies revolves around these five behaviors, but in order

to calculate the position information of dragonflies more accurately, the algorithm adds
two concepts: step vector ∆X and position vector X. The step vector shows the movement
direction of dragonflies and is defined as:

∆Xt+1 = (sSi + aAi + cCi + f Fi + eEi + ω∆Xt) (14)

where s is the separation weight, a is the alignment weight, c is the aggregation weight, f is
the foraging weight, e is the enemy avoidance weight, ω is the inertia weight, and t is the
current iteration number.

In order to improve the performance of the algorithm, the dragonfly algorithm sets
two location update modes, and judges whether the dragonfly has adjacent individuals
through the search radius r. When the Euclidean distance is less than r, it means that there
are adjacent individuals around the individuals, and the position information is updated
by Equation (16); when the Euclidean distance is greater than r, it means that there are
no adjacent individuals around the individual, and the dragonfly updates its position
information by means of Levy flight in Equation (17). The search radius r is defined as:

r =
a − b

4
+ 2(a − b)

t
T

(15)

where a and b are the upper and lower limits of the search range, and t is the current
iteration number. T is the maximum number of iterations.

Xt+1 = Xt + ∆Xt+1 (16)

Xt+1 = Xt + Levy×Xt (17)

where t is the current iteration number.

Levy = 0.01 × r1 × σ

|r2|
1
β

(18)
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σ =

 Γ(1 + β)× sin
(

βπ
2

)
Γ
(

1+β
2

)
× β × 2

(
β−1

2

)


1
β

(19)

where Γ(x) = (x − 1)!, r1 and r2 are random numbers in the range [0, 1] and β is constant.

3.2. Improved Dragonfly Algorithm
3.2.1. Population Initialization Based on Elite-Opposition-Based Learning Strategy

The standard dragonfly algorithm initializes the population in a random way, so
the generated population will have the problem of uneven distribution, which will affect
the convergence speed of the algorithm. In order to improve the diversity of the initial
dragonfly population without affecting the results, and lay a good foundation for the
latter global search and iteration of the algorithm in the later stage [22], in this paper,
elite-opposition-based learning strategy is introduced in the initialization population [23].
The main idea of elite-opposition-based learning strategy is to find a feasible solution to
the problem and its opposite solution and then choose the better solution from the two as
the next generation of individuals to improve population diversity. The formula for the
opposite solution is as follows:

x′ij = m
(
aij + bij

)
− xij (20)

where m is the random number in (0, 1), xij is the current solution of the ith dragonfly in
the population in the jth dimension, x′ij is the opposite solution of the ith dragonfly in the
population in the jth dimension, and

[
aij, bij

]
is the interval of the elite population.

3.2.2. Improved Sine Cosine Strategy

Due to the addition of the elite-opposition-based learning strategy, the population
of the dragonfly algorithm is the elite population. Although the iterative convergence
speed is improved, the individuals of the population will gather together quickly during
the iterative process, and the diversity of the population will decline rapidly, resulting
in the best individuals obtained by iteration many times remaining unchanged, and the
probability of falling into the local optimal solution will increase. Therefore, in order to
improve the performance of the dragonfly algorithm, this paper introduces an improved
sine cosine strategy [24] to control the movement area of the individual population in
the foraging stage of the dragonfly so as to avoid falling into the local optimal solution
and improve the ability of the algorithm to jump to the local optimal solution. If the best
individual obtained five times in a row does not change during the iterative process of the
algorithm, it may fall into the local optimal solution, and then the improved sine cosine
strategy of Formula (21) is executed to update the position information to jump out of the
local optimal solution; otherwise, the position information is updated by Equation (16).

Xt+1 =

{
ωtXt + r1 ∗ sin(r2) ∗ |r3 ∗ Pt − Xt|, r4 ≥ ST
ωtXt + r1 ∗ cos(r2) ∗ |r3 ∗ Pt − Xt|, r4 < ST

(21)

where ωt = e
t
T −1
e−1 , t is the current iteration number, and T is maximum iteration

times. ωt is an adaptive variable inertia weight coefficient for sine and cosine strategy to
update position information. As the number of iterations increases, the value of ωt will

be adjusted automatically. r1 =
(

1 −
( t

T
)α
)1/α

, where α = 1.6, t is the current iteration
number, and T is the maximum number of iterations. r1 is a nonlinear decreasing function.
It can control the transformation of the algorithm from global search to local development,
and its value will gradually decrease with the increase in iteration times; when r1 is large,
the global search ability of the algorithm can be improved, but when r1 is small, it is
beneficial to the local development of the algorithm. r2 = rand[0, 2π], r2 determines the
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distance to move to the optimal solution. r3 = rand[0, 2], and when the r3 is greater than
1, more attention will be paid to the overall optimal position; otherwise, there will be no
obvious effect. r4 is a random parameter from 0 to 1. ST ∈ (0.5, 1], and when r4 ≥ ST,
the sine strategy is used to update the position information, and when r4 < ST, the cosine
strategy is used to update the position information. Pt is the optimal individual at the
tth iteration.

3.2.3. Adaptive t-Distribution Strategy

Cauchy mutation and Gaussian distribution are two common methods in the swarm
intelligence algorithm that can effectively improve the performance of the algorithm.
Cauchy mutation can enhance the individual’s search ability in the solution space and
enrich the population diversity, while Gaussian mutation can enhance the individual’s
search ability near the optimal solution and speed up the convergence of the algorithm [25].
The Cauchy distribution and Gaussian distribution are two special boundary distributions
of t-distribution [26]. With the increase in iteration times and degree of freedom parameters
t, the t-distribution curve gradually approaches the Gaussian distribution from the Cauchy
distribution at first. In this paper, the adaptive t-distribution strategy is used to disturb
the position of dragonflies when they avoid natural enemies, which makes the algorithm
have a good global development ability in the early stage of iteration and good local search
ability in the late iteration, and improves the convergence speed of the algorithm.

Xt+1 =

{
Xt + T( f ) · Xt, p > 0.5

Xt + ∆X, p ≤ 0.5
(22)

where T( f ) represents the t-distribution with the degree of freedom parameter f , where

f = e4( t
T )

2
, t is the current number of iterations, and T is the maximum number of iterations.

The parameters of adaptive t-distribution are self-adaptive, the parameters of freedom
can be dynamically adjusted according to the characteristics of data, so as to adapt to
the distribution of different data sets, and the complexity and variability of data can be
accurately captured without making assumptions about data distribution in advance, thus
improving the generalization performance of the model. Randomly generate a parameter
p ∈ [0, 1], and when p > 0.5, a new solution generated by the adaptive t-distribution
mutation perturbation of Equation (22) is adopted; when p ≤ 0.5, the optimal solution is
selected by Equation (16).

3.3. Implementation Steps of Improved Dragonfly Algorithm

In this paper, the basic dragonfly algorithm is improved. The improved dragonfly
algorithm (IDA) uses elite reverse learning to initialize the population and uses an improved
sine and cosine strategy and adaptive t-distribution strategy to improve the position vector.
The flow chart of the algorithm is shown in Figure 1:

The basic steps of the improved dragonfly algorithm IDA are as follows:
Step 1: An initial population NP is randomly generated.
Step 2: Based on the algorithm parameters, including search radius r, inertia weight

ω, separation weight s, alignment weight a, aggregation weight c, foraging weight f and
enemy avoidance weight e, calculate the fitness value f (i) for each dragonfly; the best
individual is selected as the position of the food and the worst individual is selected as the
position of the natural enemy.

Step 3: Perform elite-opposition-based learning operation, select excellent individuals
from the current population and the reverse population as a new population, recalculate
the new fitness value f (i + 1) update the positions of food sources and natural enemies.

Step 4: If the distance from the dragonfly to the food source is longer than the search
radius r, there are adjacent individuals, there are more than 5 iterations and the optimal
value has not changed for five consecutive iterations, the sine cosine strategy is executed
to update the position information according to Equation (21). If the distance from the
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dragonfly to the food source is longer than the search radius r and the dragonfly has no
adjacent individuals, then Levy flight is performed to update the position information
according to Equation (17). If the distance from the dragonfly to the food source is not
longer than the search radius r and p > 0.5, the adaptive t-distribution is performed to
update the position information according to Equation (22); otherwise, update the position
information according to Equation (16).

Step 5: Update the positions of food sources and natural enemies.
Step 6: Judge whether the termination condition is met. If so, exit the loop; otherwise,

go back to Step 2, update the algorithm parameters and continue the loop.

Figure 1. Algorithm flowchart.

3.4. Algorithm Testing and Analysis
3.4.1. Benchmark Test Function

In order to verify the overall performance of the proposed IDA algorithm, this ex-
periment adopts the Windows 11 64-bit operating system with an Intel Core i7-12700H
2.30 GHz CPU and 16 G RAM (Lenovo Beijing Co., Ltd., Bejing, China), and the compi-
lation environment is MATLAB R2021a. Eight test functions are selected for simulation
experiments on MATLAB R2021a. These test functions are standard benchmark functions
widely used in the field of computational intelligence to verify the performance of various
optimization algorithms [27]. The test function information is shown in Table 1. It includes
four unimodal test functions ( f1(x) ∼ f4(x)) to evaluate the development ability of the
algorithm, and four multimodal test functions ( f5(x) ∼ f8(x)) to evaluate the search ability
of the algorithm. The three-dimensional diagram of the test function is shown in Figure 2.
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Table 1. Eight standard test functions.

Function Dim Range Fmin

f1(x) = ∑n
i=1|xi|+ ∏n

i=1|xi| 30 [−10, 10] 0
f2(x) = maxi{[xi⌉, 1 ≤ i ≤ n} 30 [−100, 100] 0
f3(x) = ∑n−1

i=1

[
100

(
xi+1 − x2

i
)2 − (xi − 1)2

]
30 [−30, 30] 0

f4(x) = ∑n
i=1 ix4

i + random[0, 1) 30 [−1.28, 1.28] 0
f5(x) = ∑n

i=1
[
x2

i − 10 cos(2πxi) + 10
]

30 [−5.12, 5.12] −418.98 × Dim

f6(x) = −20 exp
(
−0.2

√
1
n ∑n

i=1 x2
i

)
− exp

(
1
n ∑n

i=1 cos(2πxi)
)
+ 20 + e 30 [−32, 32] 0

f7(x) = 1
4000 ∑n

i=1 x2
i − ∏n

i=1 cos
(

xi√
i

)
+ 1 30 [−600, 600] 0

f8(x) = π
n

{
10 sin(πy1) + ∑n−1

i=1 (yi − 1)2[1 + 10 sin2(πyi+1)] + (yn − 1)2
}
+

∑n
i=1 u(xi, 10, 100, 4)

yi = 1 + xi+1
4

u(xi, k, a, m) = k(yi − a)m ; yi > a
0 ;−a > yi > a
k(−yi − a)m; yi < −a 30 [50, 50] 0

The Function 1 The Function 2 The Function 3 The Function 4

The Function 5 The Function 6 The Function 7 The Function 8

Figure 2. Three-dimensional diagram of the test function.

3.4.2. Experimental Results and Analysis

In this paper, the standard DA algorithm, SSA algorithm, SCA algorithm and IDA
algorithm are used to carry out simulation experiments on eight selected benchmark
functions. In order to ensure the fairness of the experiment, the population size is set to 30,
the maximum number of iterations is 100, the experiments independently run for 30 times,
and the mean, standard deviation and best value of the DA algorithm, SSA algorithm and
SCA algorithm in 30 dimensions are calculated. The statistics of test results of different
algorithms are shown in Table 2. The best data of their mean standard deviation and best
value are underlined for the four algorithms.
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Table 2. Statistics of test results of different algorithms.

Function Statistics DA SSA SCA IDA

f1(x)
Mean 2.054 × 101 7.538 × 10−1 7.606 × 10−2 5.932 × 10−14

std. 1.480 × 101 8.964 × 10−1 4.698 × 10−2 1.541 × 10−13

Best 1.216 × 100 1.086 × 10−2 5.227 × 10−3 2.81 × 10−18

f2(x)
Mean 1.055 × 101 1.720 × 100 4.481 × 100 1.240 × 10−4

std. 5.398 × 100 1.393 × 100 3.900 × 100 3.322 × 10−4

Best 1.709 × 100 8.199 × 10−2 1.128 × 100 1.362 × 10−9

f3(x)
Mean 1.588 × 104 7.707 × 102 3.312 × 102 1.611 × 101

std. 2.455 × 104 1.889 × 103 1.106 × 103 4.545 × 101

Best 1.491 × 102 5.079 × 100 9.494 × 100 7.015 × 100

f4(x)
Mean 1.827 × 10−1 4.869 × 10−2 2.145 × 10−2 3.805 × 10−3

std. 4.959 × 10−1 3.344 × 10−2 1.663 × 10−2 2.859 × 10−3

Best 8.623 × 10−3 8.907 × 10−3 1.032 × 10−3 1.174 × 10−3

f5(x)
Mean 4.699 × 101 1.616 × 101 1.734 × 101 8.170 × 10−1

std. 1.771 × 101 7.340 × 100 1.542 × 101 3.560 × 100

Best 1.470 × 101 4.975 × 100 2.422 × 10−2 0

f6(x)
Mean 7.786 × 100 1.643 × 100 4.505 × 100 7.685 × 10−1

std. 5.517 × 100 1.096 × 100 6.208 × 100 3.666 × 100

Best 8.764 × 10−1 5.441 × 10−3 2.502 × 10−2 4.441 × 10−15

f7(x)
Mean 1.462 × 100 1.976 × 10−1 7.678 × 10−1 9.211 × 10−2

std. 9.228 × 10−1 1.235 × 10−1 3.014 × 10−1 1.542 × 10−1

Best 4.623 × 10−1 4.130 × 10−2 1.596 × 10−1 0

f8(x)
Mean 9.346 × 100 4.286 × 100 1.725 × 100 7.168 × 10−2

std. 2.011 × 101 4.549 × 100 2.537 × 100 3.653 × 10−2

Best 4.252 × 10−1 5.997 × 10−2 1.280 × 10−1 1.731 × 10−2

The comparison results of test functions in Table 2 can directly reflect the opti-
mization effect and convergence speed of the algorithm, and the IDA algorithm has
the best optimization performance on different test functions. When solving unimodal
functions( f1(x) ∼ f4(x)), the mean and standard deviation of IDA algorithm are the closest
to 0. In f3(x) and f4(x), the optimal values of SSA algorithm and SCA algorithm are the
best, but in f3(x), the difference between the optimal values of IDA algorithm and SSA
algorithm is the smallest, and in f4(x), the difference between the optimal values of IDA
algorithm and SCA algorithm is the smallest. This shows that the IDA algorithm easily falls
into the local optimal solution among the two test functions of f3(x) and f4(x), but it is
also improved in the DA algorithm. When solving multimodal functions ( f5(x) ∼ f8(x)),
the average and optimal solutions of IDA algorithm are optimal compared with other
algorithms, among which the optimal solutions of f5(x) and f7(x) reach 0. Although all
four algorithms can reach the vicinity of the optimal solution, the convergence accuracy of
the DA algorithm, SSA algorithm and SCA algorithm are relatively poor.

As can be seen from Figure 3, for the test functions f1(x) and f2(x), although the four
algorithms do not reach the optimal solution after 100 iterations, the convergence speed of
the IDA algorithm with elite-opposition-based learning, improved sine cosine strategy and
adaptive t-distribution are far ahead of the other algorithms. Moreover, after 100 iterations,
the accuracy of IDA algorithm on the test function f1(x) is improved by 1012 ∼ 1015 orders
of magnitude compared with other algorithms, and the accuracy of the IDA algorithm on
the test function f2(x) is 104 orders of magnitude higher than that of other algorithms. For
the test functions f3(x) and f4(x), although the convergence speed of IDA is relatively slow
in the early stage of algorithm iteration, in the later stage, its convergence speed accelerates
and achieves higher optimization accuracy first. For the test functions ( f5(x) ∼ f7(x)),
although the optimal accuracy is not achieved, the convergence speed of the IDA algorithm
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is much faster. For the test function f8(x), the IDA algorithm not only shows excellent
convergence speed, but also shows accurate optimization ability.

The Function 1 The Function 2 The Function 3 The Function 4

The Function 5 The Function 6 The Function 7 The Function 8

Figure 3. Convergence curves of different algorithms.

To sum up, in light of the above eight benchmark functions, the convergence speed
and accuracy of the IDA algorithm are better than those of the DA algorithm, SSA algo-
rithm and SCA algorithm. Experiments fully prove that the introduction of elite reverse
learning, the improved sine and cosine strategy and the adaptive t-distribution strategy
can effectively improve the convergence speed and accuracy of the DA algorithm.

4. Multi-Threshold Image Segmentation Based on IDA

The principle of the Otsu algorithm is to find a suitable threshold to segment the
image, and the variance between classes of foreground and background obtained through
threshold segmentation is the largest [28]. This principle needs to be iterated continuously
to find the maximum threshold of inter-class variance, which will lead to the problems
of a complicated calculation and low efficiency in the Otsu algorithm. In order to solve
this problem, the swarm intelligence algorithm is added to transform the threshold image
segmentation problem into the optimization problem of the swarm intelligence algorithm
to solve the optimal solution of the target fitness function. In this paper, the IDA algorithm
takes the maximum between-class variance function of the image as the fitness function to
solve the optimal segmentation threshold of the image. The function expression is shown
in Equation (23):

f (x) = σ2(t∗1 , t∗2 , · · · , t∗k ) (23)

The flow chart of obtaining the optimal threshold by IDA-optimized multi-threshold
image segmentation algorithm (Figure 4):
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Figure 4. Flow chart of multi-threshold algorithm for IDA optimization.

Steps of IDA-optimized multi-threshold image segmentation algorithm:
Step 1: Read the image to be segmented, perform gray processing on the image, and set

corresponding parameters such as threshold number, initial population size, maximum number
of iterations, optimization dimension, upper and lower bounds of search space, etc.

Step 2: The maximum between-class variance function is used as the fitness function
to calculate the individual fitness.

Step 3: Execute the IDA algorithm to find the optimal solution.
Step 4: Increase the number of iterations, judge whether the algorithm reaches the

termination condition, and if so, input the optimal solution. Otherwise, return to step 2.
Step 5: Input the optimal multi-threshold combination and perform image segmenta-

tion by using the multi-threshold combination.
Step 6: Output the segmentation effect diagram and evaluate the segmentation

performance.

5. Experimental Simulation and Result Analysis

This section mainly focuses on the experiment of the improved IDA algorithm in
image segmentation and explains the setting of the experiment in detail as well as the
analysis of evaluation indicators and experimental results.

5.1. Experimental Setup

In order to verify the effectiveness of the algorithm for image segmentation, this paper
selects six RGB images with the size of 481 × 321 × 3 Image (from the data set BSDS500
provided by Berkeley University [29]) as the segmentation object. The experimental seg-
mentation test charts(image(a),image(b),image(c),image(d),image(e),image(f)) and their
corresponding gray histogram are shown in Figure 5. The population size of the algo-
rithm is set to N = 30, the maximum number of iterations is T = 100, and the upper and
lower bounds of the search space are [0, 255]. Then, the DA-Otsu algorithm, SSA-Otsu
algorithm, SCA-Otsu algorithm and IDA-Otsu algorithm are used to compare the image
segmentation experiments.



Mathematics 2024, 12, 854 13 of 18

(a) Gray histogram of (a) (b) Gray histogram of (b)

(c) Gray histogram of (c) (d) Gray histogram of (d)

(e) Gray histogram of (e) (f) Gray histogram of (f)

Figure 5. Experimental segmentation test charts and the corresponding gray histograms.

5.2. Evaluation Index of Image Segmentation Quality

In order to evaluate the advantages and disadvantages of image segmentation algo-
rithms, this paper selects two indicators, namely peak signal-to-noise ratio (PSNR) and
structural similarity index (SSIM), to evaluate the performance differences in the DA-Otsu
algorithm, SSA-Otsu algorithm, SCA-Otsu algorithm and IDA-Otsu algorithm.

Peak signal-to-noise ratio:

Peak signal-to-noise ratio (PSNR) is an index to measure the degree of image distortion
based on the error between corresponding pixels. The higher the PSNR value, the lesser
the degree of image distortion is [30]. It is defined as follows:

PSNR = 10 log10

(
2552

MSE

)
(24)

MSE =

√
∑M

i=1 ∑N
j=1(I(i, j)− I′(i, j))2

M × N
(25)

where M S E represents the mean square error of the original image I(i, j) and the segmented
image I′(i, j) is indicated. M × N indicates the size of the image.

Structural similarity:

Structural similarity (SSIM) is an index used to evaluate the similarity between the
original image and the segmented image. The higher the SSIM value, the better the struc-
tural similarity [31]. The calculation formula of SSIM structural similarity measurement is
as follows:

SSIM(x, y) =

(
2µxµy + c1

)(
2σxy + c2

)(
µ2

x + µ2
y + c1

)(
σ2

x + σ2
y + C2

) (26)
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where µx and µy are the average gray level of the original image and the segmented
image, respectively; σ2

x and σ2
y are the squares of the original image and the segmented

image, respectively; σxy is the covariance of the original image and the segmented image;
C1 = 6.5025,C2 = 58.5225.

5.3. Experimental Numerical Results and Analysis

Table 3 shows the experimental results of the DA-Otsu algorithm, SSA-Otsu algorithm,
SCA-Otsu algorithm and IDA-Otsu algorithm, in which the PSNR value and SSIM value of
the four algorithms are shown, and the best data are underlined among the four algorithms.

Table 3. Comparison chart of experimental results.

Img Threshold
DA SCA DA IDA

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

(a) 2 27.3174 0.8971 27.1596 0.9030 26.7446 0.8930 27.9348 0.9046
3 27.9381 0.8856 29.1677 0.8909 27.9665 0.8861 28.4421 0.8936

(b) 2 17.2209 0.4820 17.5896 0.5056 17.1005 0.4817 17.4014 0.4939
3 20.4775 0.5690 20.6189 0.5847 21.4106 0.5948 21.8119 0.6050

(c) 2 15.0258 0.5051 15.2888 0.5180 15.0050 0.4990 15.1341 0.4960
3 16.7380 0.5279 16.1157 0.5219 16.7318 0.5500 17.0167 0.5432

(d) 2 16.3886 0.6618 16.1459 0.6555 16.0898 0.6541 16.7122 0.6706
3 16.8825 0.6601 17.1487 0.6714 17.0912 0.6575 17.2203 0.6699

(e) 2 21.0570 0.6255 20.2797 0.6162 21.0153 0.6203 21.0153 0.6203
3 23.6363 0.6587 22.6230 0.6659 23.8394 0.6630 24.1513 0.6740

(f) 2 17.0072 0.5613 17.0248 0.5639 17.0091 0.5615 17.5899 0.5927
3 18.7300 0.6333 17.4979 0.5861 18.4528 0.6222 18.9700 0.6373

As can be seen from Table 3, when the maximum between-class variance function
is taken as the objective function, the PSNR value and SSIM value obtained by using
IDA-Otsu algorithm for image multi-threshold segmentation are far better than those
obtained by the other three algorithms. When the PSNR value is used as the evaluation
index, the IDA-Otsu algorithm performs best in both the double threshold and the triple
threshold of Figure 5d,f. The IDA-Otsu algorithm has the highest PSNR value in the
double thresholds in Figure 5a, and increases the PSNR value by 4.45% on the basis of
the original DA algorithm, although the PSNR value of the three thresholds in Figure 5a
is not the highest, but the PSNR value of the IDA-Otsu algorithm is higher than that of
the SCA-Otsu algorithm and the DA-Otsu algorithm. The PSNR values of the IDA-Otsu
algorithm in Figure 5b,c,e are the best in the three thresholds, in which the PSNR values
obtained by the IDA-Otsu algorithm in Figure 5b,c are slightly inferior to the PSNR values
of the SCA-Otsu algorithm in the two thresholds, while the PSNR values obtained by the
IDA-Otsu algorithm in Figure 5e are slightly inferior to the PSNR values of the SSA-Otsu
algorithm in the two thresholds.

When the SSIM value is taken as the evaluation standard of image quality, the IDA-
Otsu algorithm performs best in both the double threshold and the triple threshold of
Figure 5a,f, but worse in the double threshold and the triple threshold of Figure 5c. The IDA-
Otsu algorithm has the best SSIM value in the three thresholds of Figure 5b,e, but the SSIM
value is only 0.0117 less than that of the SCA-Otsu algorithm in the double threshold of
Figure 5b, and the SSIM value is only 0.0052 less than that of the SSA-Otsu algorithm in the
double threshold of Figure 5e. The SSIM value of IDA-Otsu algorithm is the best in the two
thresholds in Figure 5d, and it is only 0.0015 less than that of SCA-Otsu algorithm in the
three thresholds in Figure 5d.

Figures 6 and 7 are the result of image segmentation. Through Table 3 and Figures 6 and 7,
it can be found that the effect of image segmentation with three thresholds is better than
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that with two thresholds. When the threshold number is 3, the PSNR value and SSIM value
are greatly improved than those when the threshold number is 2, that is, the degree of
image distortion is reduced and the quality of the segmented image is more similar to that
of the original image.

2

3

2

3

2

3 SSA-Otsu SCA-Otsu DA-Otsu IDA-Otsu

Figure 6. Image segmentation results of multi-threshold and triple threshold in Figure 5a–c.
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3

2

3

2

3 SSA-Otsu SCA-Otsu DA-Otsu IDA-Otsu

Figure 7. Image segmentation results of multi-threshold and triple threshold in Figure 5d–f.

6. Concluding Remarks

Aiming at the problem of the dragonfly algorithm and multi-threshold segmentation,
a multi-threshold image segmentation method based on the IDA algorithm is proposed.
In this paper, firstly, the elite-opposition-based learning strategy is added to initialize the
population, which is used to solve the problem of uneven distribution of the population
and improve the quality and diversity of the population. Secondly, the improved sine
cosine strategy is introduced, which is helpful for the algorithm to jump out of local
optimization and improve the optimization accuracy of the algorithm. Then an adaptive
t-distribution strategy is added to improve the convergence speed of the algorithm. The
IDA algorithm is simulated and compared with the SSA algorithm, SCA algorithm and
DA algorithm through eight classic test functions, and then the Otsu algorithm is taken
as the objective function to determine the optimal threshold. The experiment is based on
six images provided by Berkeley University, and the performance of the IDA algorithm



Mathematics 2024, 12, 854 17 of 18

is compared with other algorithms by PSNR and SSIM. According to the experimental
comparison of test functions, the IDA algorithm shows excellent convergence speed and
accurate optimization ability. Among f1(x), f2(x), f5(x), f7(x) and f8(x), three test indexes
of IDA algorithm are the closest to the optimal value, and the accuracy of f1(x) and f2(x)is
greatly improved compared with other algorithms, at least by 1012 and 104, respectively.
The experiment of Otsu multi-threshold image segmentation shows that when the threshold
is increased from 2 to 3, the corresponding PSNR and SSIM values of the image are greatly
improved, the distortion of the image is reduced and the similarity between the segmented
image and the original image is improved. Moreover, the two indexes of Otsu multi-
threshold image segmentation based on IDA algorithm are improved in the two indexes
of Otsu multi-threshold image segmentation based on DA algorithm, and most of them
are better than the SSA algorithm and SCA algorithm. This shows that the IDA algorithm
can be effectively applied to the Otsu method, and it shows good performance in static
images, human images and animal images. Therefore, this method can effectively complete
the complex image segmentation tasks in life and provide an effective technology for
image segmentation.

In the future, we will use more improvement strategies to improve the accuracy and
convergence efficiency of the DA algorithm, and we will also study how to make the
proposed method enhance the performance of image segmentation.
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